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Abstract

Results of various circulation scenarios for wind-induced currents both in rectangular basins of constant
depth and varying topography and in a small lake with a complex bathymetry are presented. The importance
of some of the physical factors affecting the circulation pattern due to wind forcing in enclosed shallow
homogeneous water bodies and the prediction of how physical changes might alter the circulation pattern
were investigated. A 3-dimensional semi-implicit finite difference code was developed. The non-hydrostatic
pressure component and the conventional sigma coordinate system in the vertical direction were incorporated
into the model to take into account the effect of the vertical acceleration component and the bathymetric
changes considered to be relatively important physical parameters for the circulation pattern. It was shown
that the numerical model developed was capable of simulating wind-induced circulation in shallow enclosed
water bodies and that the effect of topography and wind stress on the circulation pattern was of primary
importance while the non-hydrostatic pressure component did not have much effect.

Key words: Wind-induced circulation, Non-hydrostatic pressure distribution, Shallow water, Sigma coor-

dinate.

Introduction

In recent decades, an increasing practical interest in
water circulation in reservoirs and lakes has arisen
due to the problems of water quality encountered
in these water bodies from where water is supplied
for either domestic or industrial use. This inter-
est has led to the development of many numeri-
cal models because of the unavailability of precise
mathematical solutions to those problems of wa-
ter quality. The formulation of the mathematical
model in the coordinate system adapted is based on
the physical properties of the flow domain and re-
alistic assumptions (Koutitas and O’Connor, 1980).
Hence, a large variety of numerical models have been
developed over the years. In the early 1980s, 2-
dimensional models which are computationally effi-
cient and easily implemented were successfully used
to predict the flow field and the distribution of pollu-

tants (Falconer, 1986; Cheng et al., 1993; Hayter et
al., 1997). However, it was soon recognised that the
2-dimensional models were not appropriate to simu-
late wind-induced circulation due to their incapabil-
ity of describing the detailed structure of velocity and
thereby simulating the 3-dimensional effects. More-
over, a bed stress calculation performed in 2-D mod-
els is physically unrealistic since bed stress cannot be
adequately parameterised in terms of depth-averaged
velocity. Consequently 3-dimensional models such
as multilayer models (Falconer, 1993) and quasi-3D
models (Koutitas and Gousidou-Koutita, 1986) have
been developed, thus including vertical variations in
the overall solution accuracy and producing varia-
tions in current and concentration through the ver-
tical as well as in the horizontal. In order to in-
crease the prediction capability of 3-D models, a
large variety of numerical solution schemes (Simons,
1980; Sheng, 1994), orthogonal (Hamrick, 1994)
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and non-orthogonal grid transformations (Borthwick
and Barber, 1992), quad-tree mesh generation tech-
niques (Bortwick et al., 2001; Kogyigit, 2003) and
sub-structuring techniques (Wang and Hutter, 2000)
have been developed over the years using various as-
sumptions and simplifications.

The aim of this study was to develop a 3-
dimensional numerical model capable of simulat-
ing the 3-dimensional effects of wind-induced cur-
rents and flow over complex bathymetry in en-
closed water bodies and to predict how the physi-
cal changes might alter the circulation pattern. The
non-hydrostatic pressure distribution was incorpo-
rated into the model equations to take into account
the possible impact of vertical acceleration on the
current structure and thus on the circulation pat-
tern where complex bathymetric changes may cause
such phenomena.

Mathematical Formulation

The mathematical model is based on the Reynolds-
Averaged Navier-Stokes equations, which are derived
using the principle of conservation of fluid mass and
momentum. After resolving the pressure term into
hydrostatic (P, = pg(n — z)) and hydrodynamic
(Payn = q) components and introducing the nota-
tion of the eddy viscosity coefficient, the momentum
and continuity equations for an incompressible fluid
can be expressed in a sigma coordinate system in a
fully conservative form as
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where x, y and o = sigma coordinates oriented east-
ward, northward, and upward, respectively; u, v
= velocity components in the horizontal x- and y-
directions while w, w = velocity components in the
vertical in Cartesian and sigma coordinates, respec-
tively; 7 = water surface above horizontal datum
(z = 0 at the undisturbed water surface); H = total
depth of water column; q = non-hydrostatic pressure
component; t = time; g = gravitational acceleration;
p = fluid density; f = the Coriolis parameter; v, and
v, = the kinematics eddy viscosity coefficients in the
horizontal and vertical directions, respectively. The
vertical eddy viscosity v, was represented using a 2-
layer mixing length model (Rodi, 1984), while the
horizontal eddy viscosity v, was either simply taken
to be a constant value or represented by a Smagorin-
sky algebraic subgrid scale turbulence model (Wang,
1995) to include large scale turbulence effects gen-
erated by the horizontal shear. The new vertical
velocityw, defined as w = H(do/dt), is related to
w by the following relationship
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Another equation deployed in the current model
is the well-known free surface equation, which is de-
rived by integrating the continuity Eq. (4) in the
vertical direction from ¢ = —1 to ¢ = 0 and sub-
stituting the kinematic boundary condition at the
free surface and the no-slip boundary condition at
the bed. After applying the Leibniz rule it can be
written as

0

—+— H/uda +— H/Uda =0 (6)
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Equation (6) can be used to determine and ad-
vance the position of the free surface when all 3 com-
ponents of the velocity at the surface are known
(Jankowski, 1999). It should also be noted here
that the horizontal gradients of the non-hydrostatic
pressure g and the horizontal diffusion terms in mo-
mentum equations in Cartesian coordinates are not
transformed into the sigma coordinate system in or-
der to avoid large errors, especially near steep bot-
tom slopes where small pressure gradients might be
the result of the sum of 2 relatively large terms of
opposite sign, resulting in a relatively large error in
the pressure gradient that can induce artificial flows
(Haney, 1991; Stelling and Van Kester, 1994). De-
tails of the mathematical model and the governing
equations can be found in Kogyigit (2002).

Numerical Solution Method

A fractional step method, first proposed by Casulli
and Cheng (1992) and then improved by Casulli and
Stelling (1998), is used to solve the 3-dimensional
free surface flow equations in 2 steps. For the first
step the gradient of the surface elevation in the hor-
izontal momentum equations and the horizontal ve-
locities in the surface equation are discretised using
the f-method, with 6 being an implicitness param-
eter. In the momentum equations, the vertical vis-
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cosity terms are discretised implicitly for stability,
while the rest of the terms, i.e. the advection, Cori-
olis and horizontal viscosity terms, are discretised
explicitly. The non-hydrostatic pressure is also in-
cluded in the momentum equations for incorporating
the effects of the hydrodynamic pressure distribution
on the free-surface elevation. For the discretisation
of the equations, a conventional staggered mesh sys-
tem was used. The centre of the cells was numbered
with indices 4, j and k, where ¢ = 1,...., I, j = 1, ...,
Jand k = 1, ..., K, with k = 1 for the surface cell
and k = K for the bed cell. The u-velocity was then
defined at (i+1/2, j, k); the velocity v was defined
at (4,7 + 1/2,k) and the vertical velocities w and
w were defined at the node (4,j, k — 1/2). The hy-
drodynamic pressure term q was defined at the node
(i, 7, k), the surface elevation n was defined at the cell
centre (i,7) and the water depth H(z,y) was speci-
fied at the centre of each grid side, i.e. (i+1/2, j) and
(i,7 + 1/2), thereby providing a comprehensive rep-
resentation of the bathymetry. Finally, o represents
the sigma value of a level and Acis the vertical mesh
spacing in sigma coordinates. After discretisation of
the horizontal momentum equations and substitu-
tion of the horizontal velocities from the discretised
momentum equations into the discretised free sur-
face equation, the free surface equation is obtained
in the following form
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and Gz+1/2 JandG”_H/Qcontain all of the ex-
plicit terms, AHI/QJand A7 7J+1/200nta1n the coef-
ficients of the unknown velocities and Ady', /2, jand
Aam 41 /QContaln the layer thickness in the discre-
tised momentum equations in x- and y- directions,
respectively.

This 5- diagonal system of equations, with the un-

~n+1 . . .
knowns uz ' /2,; ko Uijt1/2.k (intermediate velocity
n+1

field in the horizontal plane) and n;;~ being specified
over the entire computational mesh has to be solved
at each time step to determine recursively values of
the field variables. Once the new surface elevation
is determined, the discretised momentum equations
are solved to determine the horizontal velocity field.
If the model is run with the hydrostatic assumption,
then the vertical velocity w at the new time level
n+1 is to be found from the continuity equation.
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Thus, Eq. (8) forms a 7 diagonal linear system
and can be solved iteratively by the conjugate gra-
dient method. Once the hydrodynamic pressure cor-
rection term is computed, the final velocity field at
the new time level can be determined from momen-
tum equations and then the hydrodynamic pressure
fields are updated with the hydrodynamic pressure
correction term.

The system of equations is subject to various
types of boundary conditions. At the solid imper-
meable boundaries, no mass flux is allowed through
the boundary and therefore zero normal flow is im-
posed in momentum equations. At the surface, the
hydrodynamic pressure q is set to zero, so a Dirichlet
type of boundary condition is specified. For the case
of a wind stress on the surface, the shear stress at the
free surface is taken equal to the wind stress. An im-
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Otherwise the vertical momentum equation is used
to determine the intermediate vertical velocity field.

In the second step the new velocity fields

+1 n+1 +1
:L_H/QJ ko Vij+1/2, and w?j k+1/2 are computed by
correcting the intermediate velocity field (@ ?:11/2 ik

171";:1/2 o k+1/2) with the gradient of the hy-
drodynamic pressure correction term, since the inter-
mediate velocity field will not satisfy the local con-
tinuity equation. Hence, the hydrodynamic pressure
correction term is determined by requiring that the
new velocity field is convergent. Defining g/ as the
hydrodynamic pressure correction term and satisfy-
ing the incompressibility condition in each compu-
tational grid, the following finite difference Poisson
equation for the hydrodynamic pressure correction
term is obtained as
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permeability condition was implemented at the solid
and lateral boundaries for velocity components with
a Neumann boundary condition at the free surface
in the presence of wind shear, taking w = 0 at the
free surface and at the bed.

Since the -method is used in the model, it is im-
portant to choose the value of 6 to be used in the nu-
merical model. When 6 = 1, the algorithm becomes
fully implicit and wave damping problems may arise.
In order to avoid wave damping and to have high ac-
curacy and efficiency, a semi-implicit scheme is used
where § = 1/2, so that the average values of the pres-
sure gradient and the velocities are used in the free
surface and momentum equations. Details of the sta-
bility analysis, the accuracy and the efficiency of the
method can be found in Casulli and Cattani (1994).
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Model Verification and Application field and hydrodynamic pressure distribution in the
vertical section of the basin and presented for the
Comparison with analytical solutions same phases of motion of t = 3T/8 in Figure 1. The

comparisons showed very good agreement between
the analytical solutions and the numerical results.
It was also shown in Figure 2 that the model with
the hydrostatic approximation yielded long-wave ve-
locity profiles, which were not realistic and physi-
cally not correct, compared to the physically correct
and smooth velocity profiles obtained using the non-
hydrostatic pressure algorithm. Details of the small
amplitude wave theory, its analytical solution and
the test case can be found in Jankowski (1999) and
Kogyigit (2002).

The small amplitude wave test case was first per-
formed to test mass and energy conservation and
to demonstrate the effects of hydrodynamic pres-
sure on the circulation pattern (Jankowski, 1999).
For this test, a uni-nodal standing wave was simu-
lated in a closed basin containing an inviscid fluid
of constant water depth and density. A zero initial
velocity was assumed and the initial free surface el-
evation was given by a half cosine curve. Compar-
isons of model predictions with analytical solutions
were performed for free surface elevation, velocity
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Figure 1. Comparison between numerical and analytical solutions for phase angle of t = 3T/8 for (a) free surface elevation;
(b) velocity and hydrodynamic pressure fields in the vertical section (iso-lines of hydrodynamic pressure shown
each 50 Pa).
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Figure 2. Comparison of solutions at T/4, both with and without hydrostatic approximation.

Another comparison of the model predictions to
an analytical solution was performed for a steady
wind-driven circulatory flow in a closed basin with
a flat bed and linearised bottom friction (Huang,
1995). The test basin was square with an area of
12 km x 12 km and contained water 40 m deep. The
advection, Coriolis, horizontal diffusion and cross (y-
direction) terms were neglected, leading to a balance
between the surface gradient, the vertical diffusion
of momentum, the surface wind stress and the bot-
tom friction term in the momentum equation. For
this test case 2 wind conditions were applied, where
the wind stress 7, was set to 0.1 N/m? and 0.325
N/m?, respectively. The model was started with a
zero velocity field and elevation and the simulation
continued under constant wind forcing. Numerical
simulations were first carried out with an equal layer
thickness over the water depth and then the grid
resolution was enhanced near the surface and bot-
tom boundaries, where steep velocity gradients were
expected due to the wind and bed shear stresses.
Comparisons of model predictions at the centre of
the basin with the analytical solution for W = 5 m/s
and W = 10 m/s for the case of evenly distributed
layers are shown in Figure 3, where it can be seen
that, as expected, the upper layer currents are in
the wind direction while the lower layer currents are
in the opposite direction, to maintain mass balance
in the closed basin. Figure 4 shows the numerical
model predictions at the centre of the basin for 5
and 10 layers, where the resolution near the surface
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and bed was enhanced using a number of logarithmic
distributions of layers and with evenly distributed
layers. The absolute error results showed that the
model predictions approached the analytic solution
both when the number of layers was increased and
when the layers were concentrated near the bound-
aries. For the case of evenly distributed layers, the
predictions improved by up to 82% for the velocity
in the first layer near the surface and 70% for the
velocity near the bed, with the number of layers in-
creasing from 5 to 10 and from 5 to 16, respectively.
For the case of a logarithmic distribution of layers, a
higher accuracy was obtained, especially for the ve-
locity near the bed. For instance an improvement of
up to 95% was obtained for the case of an increase
in the number of layers from 5 to 16. Details of the
analytic solution for a constant vertical eddy viscos-
ity and linearised bottom friction can be found in
Huang (1995).

Verification using experimental data

A number of laboratory studies were carried out to
measure wind-driven currents in experimental ap-
paratus such as wind channels. Omne such labora-
tory work was performed by Tsuruya et al. (1985),
whose experimental apparatus consisted of a wind-
wave tank with a constant depth of 0.15 m and a
length of 22 m. Some of the experimental parame-
ters adopted are shown in Table 1. Two wind condi-
tions, i.e. 6.73 m/s and 6.90 m/s, were used in the
experiments. A comparison of the results of numeri-
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cal model and experimental data is plotted in Figure
5. It can be observed that there was a noticeable
agreement between the model simulations and the

experimental data and that the numerical model is
capable of simulating wind-induced current.
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Figure 3. Comparison of numerical model predictions with analytical solution in the case of evenly distributed layers

for: (a) W=5m/s, (b) W =10 m/s.
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Figure 4. Comparison of numerical model predictions with analytical solution for evenly and various logarithmically
distributed layers for W = 5 m/s (‘lay’ = layer; ‘reg’ = evenly distributed layers; ‘4-3’ = higher resolution near
surface (4 layers) and near bed (3 layers)).
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Table 1. Experimental parameters and results from Tsuruya et al. (1985).

Quantity Test1 Test2
(1) (2)
Depth H (m) 0.15 0.15
Wind velocity W (m/s) 6.90 6.80
Surface shear velocity U.s (cm/s) 0.815 0.835
Surface velocity Us (cm/s) 10.70 12.15
Reynolds number Rs=ush/v 16050 18225
Normalised surface velocity Us /s 12.74 14.55
Absolute roughness Zow (mm) 0.21 0.36
1.0 =5
0.8}
0.6
<
N
04}
02l O Rs=1605
o Rs=1822
—— numerical
0.0 . .
-5 5 10 15 20

u/u*s

Figure 5. Normalised velocity profiles: verification of 3D model with experimental data (Tsuruya et al., 1985).

Test cases under realistic conditions

The numerical model was then applied to 2 ide-
alised rectangular basins, with sizes close to those
of a typical lake and with different bathymetric lay-
outs to demonstrate the model’s 3-dimensional pre-
dictive capacity and to investigate the influence of
the bathymetry on the wind-induced circulation pat-
terns. One of the basins (Basin A) had a constant
depth while the other (Basin B) had a depth vary-
ing bathymetry, as shown in Figure 6. The length
(along the northern direction) and the width (along
the eastern direction) of the basins were assumed
to be 2.35 km and 0.85 km, respectively, while the
depth was set to 15 m. A westerly wind of 5 m/s,
blowing from west to east, was introduced in both
basins and the predicted velocity fields at various
layers are illustrated in Figure 7 after steady-state
conditions had been reached. As seen in Figures 7a
and b, there is a striking difference in the predicted
circulation pattern, demonstrating the influence of
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the bathymetry on the velocity field across the basin.
Two symmetric gyres, one clockwise and one anti-
clockwise, formed in Basin B due to the bathymetry,
whereas in Basin A no such pattern was observed.

Application to a small lake

As a practical case study, Esthwaite Water, a small
but morphometrically complex shallow lake in Cum-
bria, UK, was chosen to assess the model’s capability
of simulating the circulation patterns in a lake. Es-
thwaite Water has approximate dimensions of 2.3 km
along the main axis, with a maximum width of 0.6
km and a maximum depth of nearly 16 m. A pro-
gramme of field measurements was undertaken by
Hall (1987) and took place during periods when the
lake was in an isothermal state. Horizontal velocity
profiles over the depth at many locations for wind
conditions that would produce a near steady-state
circulation pattern were obtained. Details about the
lake, the field study and the measurement techniques
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used can be found in Hall (1987). The numerical
model was set up for Esthwaite Water and then the
predictions were compared with measured velocity
profiles at selected measurement sites in the lake.
Figure 8 presents comparisons between the predicted
and measured velocity profiles at one site in open wa-
ter for a 3 m/s wind where generally an agreement
is observed. Comparisons for a wind speed of 2.5
m/s are presented in Figure 9, with the numerically
predicted currents being slightly lower than the mea-
sured currents. Stronger velocity components were
reported along the wind axis while the slower velocity
components were across the wind axis. This result
suggested that the Coriolis force was influential in

2.35
km

15 m

0.85 km

Basin A

this small lake. However, comparisons in Figure 9
also showed that lateral boundaries affected the cur-
rents in these near-shore regions, where the Coriolis
force was not effective and the continuity require-
ment generated a strong return current. The head-
lands and shoreline had a pronounced effect on the
current structure, which was not well represented in
the model. To improve on the predictions of the com-
plex flow structure in the shallower regions close to
the shore a finer horizontal mesh, which can be gen-
erated by an automatic mesh generation technique,
is planned to be incorporated into the model at a
later stage.

2.35
km
15

-

0.85km

Basin B

Figure 6.Simplified rectangular basins and their topography.
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@ Horizontal velocity distribution
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Figure 7b. Predicted circulation pattern in Basin B.

A series of simulations were also undertaken to
examine the effect of several main model parame-
ters on the circulation pattern across the entire lake
and on the current structure over depth. The main
parameters considered to have a pronounced effect
on the circulation were eddy viscosity, wind speed,
wind direction and bed roughness. Besides main pa-
rameters, the air-water resistance coefficient and the
hydrodynamic pressure component were also inves-
tigated.
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Firstly, a range of constant eddy viscosity coeffi-
cients and several turbulence models— of the 1 and
2 equation types— were deployed to predict the dis-
tribution of the vertical eddy viscosity coefficient.
Numerical simulations showed that the eddy viscos-
ity coeflicient is of considerable importance in pre-
dicting the 3-dimensional velocity structure of wind-
induced circulation and that the more sophisticated
turbulence models deployed did not produce any im-
provements in the results when compared to a sim-
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ple turbulence model, as shown in Figure 10. It has
been noted previously by various researchers such
as Koutitas and O’Connor (1980) and Tsanis (1989)
that for wind-induced flows the accuracy of the nu-
merical model results does not necessarily improve
when more sophisticated turbulence models are de-
ployed. The abbreviations used in the figure are as
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—— 6 — T Or—
-1 1
-2 o
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i
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Depth (m)

follows: ‘tlml’ = 2 layer mixing length model; ‘cev’ =
constant eddy viscosity; ‘k-lu’ = l-equation model;
‘k-e¢’ = 2-equation model and ‘pedv]l’ = parabolic dis-
tribution of vertical eddy viscosity. In this study, the
2 layer mixing length model was chosen because of
its easy implementation and low computational cost
to provide an acceptable level of accuracy.
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Figure 8. Predicted and measured velocity profiles at 2 sites in open water.

Velocity along the wind axis (cm/s)
6-5-4-3-2-101223 456

Velocity across the wind axis (cm/s)
6-5-4-3-2-10123 456

-1
-2
= -3
\E -4
= -5
[ -
D -
-9
O Field Data

—— Numerical results

Velocity along the wind axis (cm/s)

65-4-32-10123456

T T 0 — T QT ™
o

E o

ey

g

[)

o

o

—— Numerical results

T T T O
-1
-2
-3

Depth (m)

O Field Data
—— Numerical results

Velocity across the wind axis (cm/s)
65-4-3-2-10123 456

r T T T U

EE
©)

Depth (m)

O Field Data
—— Numerical results

Figure 9. Predicted and measured velocity profiles at 2 sites in sheltered water.

As expected, the wind speed and wind direction
were also found to have a significant impact on cir-
culation since wind speed is directly proportional to
the amount of energy put into the system. It was ob-

served that the magnitude of the velocity field pro-
portionally increased with increasing wind speed and
that the size and location of eddies predicted changed
noticeably with the wind direction.
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Although the effect of Coriolis acceleration in
small lakes is usually inferred to be negligible, field
observations and numerical simulations presented in
Figure 11 show that the current deflections in Esth-
waite Water were significant where the surface layer

Velocity along the wind axis (cm/s)

velocities were deflected to the right of the wind di-
rection for the case with the Coriolis acceleration be-
ing included and therefore it has a noticeable effect
on the circulation patterns. This effect can especially
be observed in the north-western bay of the lake.
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The air-water resistance coefficient is another im-
portant parameter of wind-induced circulation as it
affects the magnitude of the surface wind stress. Al-
though a constant value of 2.6 x 1073 was used in the
simulations, numerous research studies showed that
the value of this resistance coefficient depends upon
many parameters, but mainly wind speed. A vari-
ety of formulations (Deacon and Webb, 1962; Wu,
1982; WAMDI, 1988) were tested and simulations
showed that the proposed equations in the literature
are usually inaccurate for lakes and other inland wa-
ter bodies, where the wind speed may be affected
by surrounding topography, thus leading to under-
estimated surface fluid velocities. In recent years
research has been conducted on including coupled
air-water models to hydrodynamic numerical mod-
els, where the influence of sheltering effects and the
air-water resistance coefficient on the wind field can
be included in the numerical model (Jinxiu et al.,
1999; Yang et al., 2001).

The effect of the hydrodynamic pressure compo-
nent on the circulation patterns across the entire lake
and on the velocity structure at several sites was also
investigated by comparing the measured and pre-
dicted profiles of the horizontal velocities. Although
no visible effect of the hydrodynamic parameter on
the overall circulation pattern in the lake was seen,
a slight difference was observed in the velocity pro-
file along the wind axis. For instance, for a wind
speed of 7 m/s, the root mean square values for ve-
locity along and across the wind axis were found to
decrease from 10% to 6% and from 5.1% to 2.3%, re-
spectively, at one site close to shore while a smaller
decrease of 2% was computed at another site nearby.
Therefore further comparisons with various data sets
measured in steep sloped regions are essential for a
clearer understanding of the effect of hydrodynamic
pressure on the velocity profile.

Conclusions

A 3-dimensional numerical model has been devel-
oped to simulate wind-induced circulation in en-
closed shallow homogeneous water bodies such as

lakes and reservoirs and to interpret the importance
of some of the physical factors affecting the circula-
tion patterns due to wind forcing. The model was
tested against available analytical solutions and lab-
oratory data from the literature. It was shown that
there was a very good agreement between the an-
alytical solutions and the numerical model predic-
tions, with the velocity structure over depth being
well reproduced. Comparisons with laboratory data
also showed that the model was capable of simulat-
ing wind-induced currents. A number of simulations
were performed in idealised rectangular basins with
different bathymetric layouts and it was observed
that the bathymetry has a pronounced effect on the
circulation patterns. Finally, the numerical model
was applied to a shallow small lake. Simulations
showed that the eddy viscosity coefficient, the wind
speed and the wind direction are the main param-
eters affecting circulation and also that the Coriolis
acceleration had a noticeable effect on the circula-
tion patterns, except for close to lateral boundaries.
It was also observed that the hydrodynamic pres-
sure component had no visible effect on the over-
all circulation pattern with only a slight difference
in the velocity profile along the wind axis. Fur-
ther developments to the model would be to include
the effects of lateral boundaries, thereby improving
the shoreline representation, and to perform a wider
range of field measurement programmes in regions
close to the shore. The numerical model should also
be applied to other shallow lakes for further investi-
gation of the circulation patterns, sensitivity of the
model parameters and calibration and validation of
the model.
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