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Abstract: This paper proposes an extensive measure for the non—dominated solutions,S—Measure.(1)Find the border solution set
for problem I;(2)from the two levels orthoplan,select some reference solutions from the border solution set; (3)find the nearest
solutions for each reference solution from the non-dominated solutions,and calculate its distance; (4)give the definition of S—
Measure.S—Measure can be applied to complement the other quality measures in order to evaluate and compare multiobjective
programming algorithms from different perspective.
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