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Abstract. An estimation of the difference in TEC predic- cles 21 and 22. The accuracy of forecasting TEC using a

tion accuracy achieved when the prediction varies from 1 hneural-network approach is assessed.

to 7 days in advance is described using classical neural net-

works. Hourly-daily Faraday-rotation derived TEC measure-

ments from Florence are used. Itis shown that the prediction )

accuracy for the examined dataset, though degrading wheR Data and analysis

time span increases, is always high. In fact, when a relative

prediction error margin of=10% is considered, the popula- Faraday-rotation measurements from geostationary satel-

tion percentage included therein is almost always well abovdites, recorded at Florence (Spalla et al., 1987), have provided

the 55%. It is found that the results are highly dependent ora valuable archive of TEC over a long period. Hourly-daily

season and the dataset wealth, whereas they highly depemvélues of TEC from the time period 1975-1982 have been

on thefoF2 — TEC variability difference and on hysteresis- used to train the neural network. Hourly-daily TEC values

like effect between these two ionospheric characteristics.  from a separate time period (1989-1991) have been used for

testing the prediction accuracy of the models. Four models

were developed for each month; namely a model for one-

hour (1-h), one-day (1-d), two-days (2-d) and seven-days

1 Introduction (7-d) ahead. No prediction was attempted for April, due to
the fact that there were no measured values available for this

The prediction of ionospheric total electron content (TEC) is month during the years 1989-1991. To compensate for the

a complex problem. The greatest contribution to the TEC issolar and geomagnetic activity effects on the ionosphere, the

from the ionospheric F-layer, which is a significantly vari- corresponding F2-layer critical frequenciésH2) measured

able ionized region of the atmosphere, where the electrot Rome, a vertical incidence ionospheric station close to Flo-

concentration and distribution is governed by not only solarrence, were also used as inputs to the neural networks. The

and geomagpnetic influences, but also by neutral-wind effectscharacteristics of the neural networks used are summarized

The use of neural networks to predict values of ionospheridn Table 1.

peak electron density doF2 is now well established (Xenos,  The normalized difference®{EC) between the predicted

2002). However, the variability of TEC is not governed by and the measured values have been calculated as:

exactly the same factors &3F2, since important contribu-

tors to the TEC are also the topside ionosphere and influ-

ences from the plasmasphere above the F2-region (CiraoIE))TECZ (TEGyred — TECons)/ TEGobs 1)

and Spalla, 1997).

In this paper, forecasting assessment of TEC, 1h, 1-,

and 7-days ahead, using neural networks is performed. TEGEGyred the predicted TEC values

recorded at Florence has been divided into two groups, ond ECops  the observed TEC values

for training the neural network and the other for testing the The results have been classified in steps of 10% between

predictions. The two periods include the peaks of solar cy-—40% and 40% and the distributions have been computed.
Then, the results of all four models for each month were
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Table 1. Neutral Network characteristics

Neural Network type Multilayer perceptron
Training procedure Back propagation. Batching with adaptable learning rate.
Number of Layers 1 input — 2 hidden — 1 output

Neuron activation functions  Linear for the input and for the output layer, tanh for the hidden ones.

Table 2. Prediction error distribution of 1-h, 1-d, 2-d and 7-d predicted TEC-values

—20% —-10% 0% 10% 20%
ih 1d 2 7d 1h 1d 2d 7d 1h 1d 2d 7d 1h 1d 2d 7d 1h 1d 2d 7

Jan 31 49 122 70 425 128 306 168 353 414 444 414 115 190 07 199 19 56 00 42
Feb 49 55 67 66 366 253 245 155 333 349 344 252 108 164 123 388 25 66 103 16
Mar 159 102 171 102 282 188 226 305 327 237 212 181 102 260 129 159 00 69 129 102
May 19 83 51 123 175 175 138 173 365 224 327 237 284 262 339 183 101 137 71 83
Jun 11 97 102 109 93 274 187 190 319 266 200 203 391 140 174 210 132 82 145 135
Jul 00 69 88 70 17 178 263 217 283 313 308 290 476 285 192 226 152 60 66 6.9
Aug 00 81 92 60 61 254 228 186 391 272 300 282 445 234 234 234 53 75 71 147
Sep 67 142 127 103 189 239 340 260 523 252 244 195 144 163 60 101 00 48 25 73
Oct 07 79 100 84 379 139 142 92 169 193 204 197 156 206 235 248 90 174 73 193
Nov 57 35 37 108 390 157 205 111 256 446 228 213 159 136 182 159 15 107 118 119
Dec 45 52 39 92 329 163 100 251 325 550 566 260 216 54 145 168 16 18 41 112

3 Results and discussion Table 3. Prediction accuracy (p%) and database completeness

The results obtained are summarized in Table 2. In this table, 1-h  1d 2-d 7
the prediction error distribution of 1-h, 1-d, 2-d and 7-d in ad-
vance predicted TEC-values is presented in steps of 10% for
the relative accuracy margin 6f20%. A positive value indi-

Winter p% 918 854 884 884
Population% 404 38.6 37.1 305

cates that the TEC has been underpredicted by the neural net-  Spring p% 90.7 86.9 89.7 824
work. It can be seen that the accuracy of the models though Population% 303 303 299 29.9
degrading as the prediction time span increases, is very satis-  Summer p% 941 893 883 882
factory in thet10% accuracy margin since it is always above Population% 78.0 756 73.2 60.5

55% and in several cases it reaches 89.5%. The maximum
prediction accuracy for the 1-h model was obtained for Jan-
uary and August. This is not the general case though, since
maximum prediction accuracy highly depends on the TEC-
foF2 variability difference (Xenos, 2002) and given tfait2

is a key factor in the neural network prediction model, the
above result is evident. The worst case for all models isleast due to the fact that the topside ionosphere and influ-
found to be in March and September or October. This carences from the plasmasphere above the F2-region are impor-
be partly attributed to the fact that the available datasets fofant contributors to the TEC (Ciraolo and Spalla, 1997). If
these months were very poor. This result, though reasonablBis is taken into account, then the error increase seems rea-
considering the operation of the neural network method, cersonable. Table 3 shows the overall predicted TEC population
tainly merits further investigation. It is also possible that the Percentage lying within the-20% margin with respect to the
cause of this variation in the prediction error is linked to the database completeness. It can be seen here that generally the
approach of training the neural network on TEC from one Prediction accuracy depends more on the ionospheric vari-
solar cycle and predicting on a consecutive one (Feichter an@bility that on the database completeness. Yet, this correla-
Leitinger, 1997). On the other hand, this could be due totion, although evident, it is very difficult to be expressed by
the fact that both TEC anfibF2 exhibit stronger variability ~ & closed form, since the TEfoF2 seasonal variability is not
during the equinoxes (Kouris et al., 1999). It is also known accounted for here.

that thefoF2 and TEC variabilities differ, to some extent at  Figure 1 presents the monthiy10%, +10% prediction

Autumn p% 86.7 839 773 752
Population% 84.8 824 79.8 65.8
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Fig. 1. Presentation of the monthly
-0.06 — T — —1d — - 24 - - .74 —10%,+10% prediction error variation
for each model.
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