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Abstract

We study cubic monomial Boolean functions of the form Trn1 (µx2i+2j+1) where
µ ∈ F2n . We prove that the functions of this form do not have any affine derivative.
A lower bound on the second order nonlinearities of these functions is also derived.
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1 Introduction

Suppose F2n is the extension field of degree n over F2, the prime field of characteristic 2.
Any function from F2n to F2 is said to be a Boolean function on n variables. The set of all
n-variable Boolean functions is denoted by Bn. Suppose B = {b1, . . . , bn} is a basis of F2n .
Then any x ∈ F2n can be written as

x = x1b1 + . . .+ xnbn where xi ∈ F2, for all i = 1, . . . , n.

The n-tuple (x1, . . . , xn) is said to be the coordinates of x ∈ F2n with respect to the basis
B. Once a basis B of F2n is fixed, any function f ∈ Bn can be written as a polynomial in
x1, . . . , xn over F2, said to be the algebraic normal form (ANF)

f(x1, x2, . . . , xn) =
∑

a=(a1,...,an)∈Fn2

µa(
n∏
i=1

xaii ), where µa ∈ F2.
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Given the ANF of a function f ∈ Bn, the value of f at a point x ∈ F2n is obtained by
substituting in the ANF of f the coordinates of x with respect to B. The weight of an
n-tuple x = (x1, . . . , xn) ∈ Fn2 is defined as wt(x) =

∑n
i=1 xi, where the sum is over Z,

the ring of integers. The algebraic degree of f , deg(f) = max{wt(a) : µa 6= 0, a ∈ F2n}.
For any two functions f, g ∈ Bn, d(f, g) = |{x : f(x) 6= g(x), x ∈ F2n}| is said to be the
Hamming distance between f and g.

The trace function Trn1 : F2n → F2 is defined by

Trn1 (x) = x+ x2 + x22

+ . . .+ x2n−1

, for all x ∈ F2n .

Given any x, y ∈ F2n , Trn1 (xy) is an inner product of x and y. For any λ ∈ F2n , φλ ∈ Bn
denotes the linear function defined by

φλ(x) = Trn1 (λx) for all x ∈ F2n .

Monomial Boolean functions are the expression of Boolean functions over finite field and
are expressed as Trn1 (λxd) for some λ ∈ F2n and an integer d. The degree of monomial
Boolean functions is equal to the weight of d.

The set of all Boolean functions of n variables of degree at most r is said to be the
Reed-Muller code, RM(r, n), of length 2n and order r. The nonlinearity, nl(f), of a
Boolean function f ∈ Bn is the minimum of the Hamming distances of the function f from
the Boolean functions in RM(1, n). The idea of nonlinearity was introduced by Rothaus
[33]. The relationship between nonlinearity and explicit attack on symmetric ciphers was
discovered by Matsui [28]. For results on constructions of Boolean functions with high
nonlinearity we refer to [4, 5, 9, 22, 23, 30, 31, 33, 34]. The Walsh transform of f ∈ Bn at
λ ∈ F2n is defined by

Wf (λ) =
∑
x∈F2n

(−1)f(x)+Trn1 (λx).

The multiset [Wf (λ) : λ ∈ F2n ] is said to be the Walsh spectrum of f . Nonlinearity and
Walsh spectrum of f ∈ Bn is related as follows

nl(f) = 2n−1 − 1

2
max
λ∈F2n

|Wf (λ)|.

Using Parseval’s identity ∑
λ∈F2n

Wf (λ)2 = 22n

it can be shown that |Wf (λ)| ≥ 2n/2 which implies that nl(f) ≤ 2n−1 − 2
n
2
−1. Thus, the

nonlinearity of f ∈ Bn is bounded above by 2n−1 − 2
n
2
−1.

Definition 1 Suppose n is an even integer. A function f ∈ Bn is said to be a bent function
if and only if nl(f) = 2n−1 − 2

n
2
−1 (i.e., Wf (λ) ∈ {2n

2 ,−2
n
2 } for all λ ∈ F2n).

For odd n ≥ 9, the tight upper bound of nonlinearities of Boolean functions in Bn is not
known. The idea of nonlinearity is generalized to rth-order nonlinearity and nonlinearity
profile of a Boolean function.
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Definition 2 Suppose f is a Boolean function on n variables. For every integer r, 0 <
r ≤ n, the minimum of the Hamming distances of f from all the functions belonging to
RM(r, n) is said to be the rth-order nonlinearity of the Boolean function f . The sequence
of values nlr(f), for r ranging from 1 to n− 1, is said to be the nonlinearity profile of f .

The idea of higher order nonlinearity is natural and has been used in cryptanalysis by
Courtois, Golic, Iwata-Kurosawa, Knudsen-Robshaw, Maurer, and Millan [11, 18, 20, 24,
27, 29]. However a systematic study of higher order nonlinearity and nonlinearity profile
of a Boolean functions along with development of techniques to obtain bounds of these
characteristics for several classes of Boolean functions is initiated by Carlet [3, 7]. We also
refer to results due to Carlet-Mesnager [6], and Sun-Wu [35]. The best known asymptotic
upper bound on nlr(f) is obtained by Carlet and Mesnager [6], which is

nlr(f) = 2n−1 −
√

15

2
· (1 +

√
2)r−2 · 2

n
2 +O(nr−2).

Computation of the r-th order nonlinearity for r > 1 is itself a difficult problem. Efforts
are made to compute second order nonlinearity by using decoding techniques of the second
order Reed-Muller codes. The algorithms developed till date [15, 16, 21] to compute second
order nonlinearity for n ≤ 11 and for n ≤ 13 for some special cases. Thus there is a need to
find out lower bounds of the second order nonlinearity of Boolean functions and in general
lower bounds for r-th order nonlinearity of Boolean functions (for r ≥ 1) which is satisfied
for all values of n.

Carlet [7] has introduced a method to determine lower bound of the r-th order non-
linearity of a function from the upper bound of the (r − 1)-th order nonlinearity of its
first derivatives In recent papers some attempts have been made to find a lower bound of
second order nonlinearity of some particular class of cubic monomial Boolean functions. In
[7], Carlet deduced the lower bounds of the second order nonlinearity of several classes of
monomial Boolean functions, such as the Welch function f(x) = Trn1 (x2t+3), when t = n−1
and n odd, or when t = n + 1 and n odd, and the inverse function f(x) = Trn1 (x2n−2).
The approach was to study the nonlinearity of the derivative of the function f . Using this
approach, Sun and Wu [35] and Gangopadhyay, Sarkar and Telang [17] recently have ob-
tained the lower bounds of the second order nonlinearity of several classes of cubic monomial
Boolean functions. Also Kolokotronis, Limniotis and Kalouptsidis [32] have determined the
class of cubic functions with maximum second order nonlinearity. In this paper we study
cubic monomial Boolean functions of the form Trn1 (µx2i+2j+1) where µ ∈ F2n . We prove
that the functions of this form do not have any affine derivative. A lower bound on the
second order nonlinearities of these functions is also derived.
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2 Preliminary results

2.1 Recursive lower bounds of higher-order nonlinearities

The recursive lower bounds of higher-order nonlinearities of Boolean functions, obtained
by Carlet [7], are dependent on the nonlinearities of their derivatives.

Definition 3 The derivative of f ∈ Bn with respect to a ∈ F2n, denoted by Daf , is defined
as Daf(x) = f(x) + f(x+ a) for all x ∈ F2n.

The higher-order derivatives are defined as follows.

Definition 4 Let V be an m-dimensional subspace of F2n generated by a1, . . . , am, i.e.,
V = 〈a1, . . . , am〉. The mth-order derivative of f ∈ Bn with respect to V , denoted by DV f
or Da1 . . . Damf , is defined by

DV f(x) = Da1 . . . Damf(x) for all x ∈ F2n .

It is to be noted that the mth-order derivative of f depends only on the choice of the
m-dimensional subspace V and independent of the choice of the basis of V .

Proposition 1 ([7], Proposition 2) Let f(x) be any n-variable Boolean function and r
be a positive integer smaller than n, we have

nlr(f) ≥ 1

2i
max

a1,a2,...ai∈F2n
nlr−i(Da1Da2 . . . Daif).

In particular, for r = 2,

nl2(f) ≥ 1

2
max
a∈F2n

nl(Daf).

If some lower bound on nl(Daf) is known for all a, then we have the following corollary.

Corollary 1 ([7], Corollary 2) Let f be any n-variable function and r a positive in-
teger smaller than n. Assume that, for some nonnegative integers M and m, we have
nlr−1(Daf) ≥ 2n−1 −M2m for every nonzero a ∈ F2n. Then

nlr(f) ≥ 2n−1 − 1
2

√
(2n − 1)M2m+1 + 2n

≈ 2n−1 −
√
M2

n+m−1
2 .

The Propositions 1 and Corollary 1 are applicable for computation of the lower bounds
of the second order nonlinearities of cubic Boolean functions. This is due to the fact that
any first derivative of a cubic Boolean function has algebraic degree at most 2 and the
Walsh spectrum of a quadratic Boolean function (degree 2 Boolean function) is completely
characterized by the dimension of the kernel of the bilinear form associated with it.
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2.2 Quadratic Boolean functions

Suppose f ∈ Bn is a quadratic function. The bilinear form associated with f is defined by
B(x, y) = f(0) + f(x) + f(y) + f(x + y). The kernel [2, 26] of B(x, y) is the subspace of
F2n defined by

Ef = {x ∈ F2n : B(x, y) = 0 for all y ∈ F2n}.

Lemma 1 ([2], Proposition 1) Let V be a vector space over a field Fq of characteristic
2 and Q : V −→ Fq be a quadratic form. Then the dimension of V and the dimension of
the kernel of Q have the same parity.

Lemma 2 ([2], Lemma 1) Let f be any quadratic Boolean function. The kernel, Ef , is
the subspace of F2n consisting of those a such that the derivative Daf is constant. That is,

Ef = {a ∈ F2n : Daf = constant }.

The Walsh spectrum of any quadratic function f ∈ Bn is given below.

Lemma 3 ([2, 26]) If f : F2n → F2 is a quadratic Boolean function and B(x, y) is the
quadratic form associated with it, then the Walsh Spectrum of f depends only on the di-
mension, k, of the kernel, Ef , of B(x, y) . The weight distribution of the Walsh spectrum
of f is:

Wf (α) number of α

0 2n − 2n−k

2(n+k)/2 2n−k−1 + (−1)f(0)2(n−k−2)/2

−2(n+k)/2 2n−k−1 − (−1)f(0)2(n−k−2)/2

2.3 Linearized polynomials

Suppose q denotes a prime power.

Definition 5 ([25]) A polynomial of the form

L(x) =
n∑
i=0

αix
qi

with the coefficients in an extension field Fqm of Fq is said to be a linearized polynomial
(q-polynomial) over Fqm.

Some facts [25] related to the linearized polynomials are listed below.

1. The zeroes of L(x) lie in some extension field Fqs of Fqm for some s ≥ m. The zeroes
form a Fq-subspace of Fqs .

5



2. Each zero of L(x) has the same multicipility which is either 1 or a power of q.

3. Suppose L(x) be a linearized polynomial over Fqm and F = Fqs is an extension field
of Fqm . The map L : β ∈ F 7→ L(β) ∈ F is an Fq-linear operator on F .

The following result is taken from [10].

Lemma 4 ([10]) Let g(x) =
∑v

i=0 rix
2si be a linearized polynomial over F2n, where gcd(n, s) =

1. Then the equation g(x) = 0 has at most 2v solutions in F2n.

3 Cubic monomial Boolean functions

The function fµ ∈ Bn given by

fµ(x) = Trn1 (µx2i+2j+1)

where µ ∈ F∗2n and i, j are positive integers such that i > j, is a cubic monomial Boolean
function.

Theorem 1 Suppose φµ ∈ Bn defined as φµ(x) = Trn1 (µx2r+2s+2t) , where r, s, t are inte-
gers such that r > s > t ≥ 0 and r− t = i, s− t = j. Then φµ and fµ are affinely equivalent
Boolean functions.

Proof :φµ(x) = Trn1 (µx2r+2s+2t) = Trn1 (µx2t(2r−t+2s−t+1)).
Since the mapping T : x −→ x2n−t is a linear transformation from F2n onto itself. It follows
from definition ?? that φµ(x) and φµ(T (x)) = φµ(x2n−t) are affinely equivalent functions.
Now,

φµ(T (x)) = φµ(x2n−t)

= Trn1 (µ(x2n−t)2t(2r−t+2s−t+1)) = Trn1 (µx2n−t+t(2r−t+2s−t+1))

= Trn1 (µx2r−t+2s−t+1)

= fµ(x).

Therefore, fµ and φµ are affinely equivalent Boolean functions.

Theorem 2 The function fµ posses no affine derivative if n 6= i+ j or n 6= 2i− j, where
i > j.

Proof :The first derivative Dafµ of fµ with respect to a ∈ F∗2n is

Dafµ(x) = fµ(x+ a) + fµ(x)

= Trn1 (µ(x+ a)2i+2j+1) + Trn1 (µx2i+2j+1)

= Trn1 (µ(x2i+2ja+ x2i+1a2j + x2j+1a2i + x2ia2j+1

+x2ja2i+1 + xa2i+2j + a2i+2j+1)).
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The degree two part of the above equation is Trn1 (µax2i+2j)+Trn1 (µa2jx1+2i)+Trn1 (µa2ix1+2j).
If n 6= 2i− j then 2i + 2j and 2i + 1 are not in the same cyclotomic coset. If n 6= i+ j then
2i + 1 and 2j + 1 are not in the same cyclotomic coset. Therefore if either of the above two
conditions are satisfied then if Dafµ = 0 then µ = 0.

Theorem 3 The lower bound of the second order nonlinearity of fµ for n > 2i is given as

nl2(fµ) ≥

{
2n−1 − 2

3n+2i−4
4 , if n ≡ 0 mod 2,

2n−1 − 2
3n+2i−5

4 , if n ≡ 1 mod 2.

Proof :The first derivative Dafµ of fµ with respect to a ∈ F∗2n is

Dafµ(x) = fµ(x+ a) + fµ(x)

= Trn1 (µ(x+ a)2i+2j+1) + Trn1 (µx2i+2j+1)

= Trn1 (µ(x2i+2ja+ x2i+1a2j + x2j+1a2i + x2ia2j+1

+x2ja2i+1 + xa2i+2j + a2i+2j+1)).

It is known from Theorem 2 that Dafµ is quadratic for all a ∈ F∗2n if n 6= i+j or n 6= 2i−j.
Thus Dafµ is always quadratic as n ≥ 2i. Walsh spectrum of Dafµ is equivalent to the
Walsh spectrum of following function

hµ(x) = Trn1 (µ(x2i+2ja+ x2i+1a2j + x2j+1a2i)).

Let B(x, y) be the bilinear form associated with hµ, Ef the kernel of B(x, y) and k the
dimension of Ef . Therefore, we have

Ef = {x ∈ F2n : B(x, y) = 0 for all y ∈ F2n},
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where Bilinear form associated with hµ is

B(x, y) = hµ(0) + hµ(x) + hµ(y) + hµ(x+ y)

= Trn1 (µ(x2i+2ja+ x2i+1a2j + x2j+1a2i))

+Trn1 (µ(y2i+2ja+ y2i+1a2j + y2j+1a2i))

+Trn1 (µ((x+ y)2i+2ja+ (x+ y)2i+1a2j + (x+ y)2j+1a2i))

= Trn1 (µ(x2i+2ja+ x2i+1a2j + x2j+1a2i + y2i+2ja+ y2i+1a2j

+y2j+1a2i + (x+ y)2i+2ja+ (x+ y)2i+1a2j + (x+ y)2j+1a2i))

= Trn1 (µ((xa2j + x2ja)y2i + (xa2i + x2ia)y2j + (x2ia2j + x2ja2i)y))

= Trn1 (µ(xa2j + x2ja)y2i) + Trn1 (µ(xa2i + x2ia)y2j)

+Trn1 (µ(x2ia2j + x2ja2i)y)

= Trn1 (µ(xa2j + x2ja)y2i)2n−i + Trn1 (µ(xa2i + x2ia)y2j)2n−j

+Trn1 (µ(x2ia2j + x2ja2i)y)

= Trn1 (µ2n−i(x2n−ia2n−i+j + x2n−i+ja2n−i)y2n)

+Trn1 (µ2n−j(x2n−ja2n+i−j
+ x2n+i−j

a2n−j)y2n)

+Trn1 (µ(x2ia2j + x2ja2i)y)

= Trn1 (y(µ2−i(x2−ia2j−i + x2j−ia2−i) + µ2−j(x2−ja2i−j + x2i−ja2−j)

+µ(x2ia2j + x2ja2i)))

= Trn1 (y(x2ia2jµ+ x2ja2iµ+ x2i−ja2−jµ2−j + x2−ja2i−jµ2−j

+x2−ia2j−iµ2−i + x2j−ia2−iµ2−i)).

Therefore, the kernel of B(x, y)

Ef = {x ∈ F2n : x2ia2jµ+ x2ja2iµ+ x2i−ja2−jµ2−j + x2−ja2i−jµ2−j

+x2−ia2j−iµ2−i + x2j−ia2−iµ2−i = 0}
= {x ∈ F2n : P(µ,a)(x) = 0}.

where,

P(µ,a)(x) = x2ia2jµ+ x2ja2iµ+ x2i−ja2−jµ2−j + x2−ja2i−jµ2−j

+x2−ia2j−iµ2−i + x2j−ia2−iµ2−i .

Note that the number of elements in the kernel Ef is equal to the number of zeroes of

P(µ,a)(x), equivalently number of zeroes of (P(µ,a)(x))2i . Let us denote the polynomial

(P(µ,a)(x))2i by Lµ,a)(x).
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Thus,

L(µ,a)(x) = (x2ia2jµ+ x2ja2iµ+ x2i−ja2−jµ2−j

x2−ja2i−jµ2−j + x2j−ia2−iµ2−i + x2−ia2j−iµ2−i)2i

= x22i

a2i+jµ2i + x2i+ja22i

µ2i + x22i−j
a2i−jµ2i−j

+x2i−ja22i−j
µ2i−j + x2jaµ+ xa2jµ.

Since the degree of L(µ,a)(x) considered as a linearized polynomial in x is at most 22i.
Therefore, by Lemma 1, k ≤ 2i for n even and k ≤ 2i− 1 for n odd. These upper bounds
of k are non-trivial if n > 2i. Thus, for all λ ∈ F2n

WDafµ(λ) ≤

{
2
n+2i

2 , if n ≡ 0 mod 2,

2
n+2i−1

2 , if n ≡ 1 mod 2.

Since

nl(Dafµ) = 2n−1 − 1

2
max
λ∈F2n

|WDafµ(λ)|,

We obtain,

nl(Dafµ) ≥

{
2n−1 − 1

2
2
n+2i

2 , if n ≡ 0 mod 2,

2n−1 − 1
2
2
n+2i−1

2 , if n ≡ 1 mod 2.
(1)

Comparing the inequality (1) and Corollary 1, we get{
M = 1 and m = n+2i−2

2
, if n ≡ 0 mod 2,

M = 1 and m = n+2i−3
2

, if n ≡ 1 mod 2.

So Corollary 1 gives,

• For even n

nl2(fµ) ≥ 2n−1 − 1

2

√
(2n − 1)2

n+2i
2 + 2n

≈ 2n−1 − 2
3n+2i−4

4 . (2)

• For odd n

nl2(fµ) ≥ 2n−1 − 1

2

√
(2n − 1)2

n+2i−1
2 + 2n

≈ 2n−1 − 2
3n+2i−5

4 . (3)
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Theorem 4 Suppose gµ be defined as

gµ(x) = Trn1 (µx22i+2i+1)

where µ ∈ F∗2n and i is a positive integer such that gcd(n, i) = 1. Then for n ≥ 4

nl2(gµ) ≥
{

2n−1 − 2
3n
4 , if n ≡ 0 mod 2,

2n−1 − 2
3n−1

4 , if n ≡ 1 mod 2.

Proof :The first derivative Dagµ of gµ with respect to a ∈ F∗2n is

Dagµ(x) = gµ(x+ a) + gµ(x)

= Trn1 (µ(x+ a)22i+2i+1) + Trn1 (µx22i+2i+1)

= Trn1 (µ(x22i+2ia+ x22i+1a2i + x2i+1a22i

+ x22i

a2i+1

+x2ia22i+1 + xa22i+2i + a22i+2i+1)).

It is known from Theorem 2 that Dagµ is quadratic for all a ∈ F∗2n if n 6= 3i, from the
conditions stated in this Theorem we observe that Dagµ is always quadratic.
Walsh spectrum of Dagµ is equivalent to the Walsh spectrum of following function

hµ(x) = Trn1 (µ(x22i+2ia+ x22i+1a2i + x2i+1a22i

)).

Let B(x, y) be the bilinear form associated with hµ, Eg the kernel of B(x, y) and k the
dimension of Eg. Therefore, we have

Eg = {x ∈ F2n : B(x, y) = 0 for all y ∈ F2n}.

10



Bilinear form associated with hµ is

B(x, y) = hµ(0) + hµ(x) + hµ(y) + hµ(x+ y)

= Trn1 (µ(x22i+2ia+ x22i+1a2i + x2i+1a22i

))

+Trn1 (µ(y22i+2ia+ y22i+1a2i + y2i+1a22i

))

+Trn1 (µ((x+ y)22i+2ia+ (x+ y)22i+1a2i + (x+ y)2i+1a22i

))

= Trn1 (µ(x22i+2ia+ x22i+1a2i + x2i+1a22i

+ y22i+2ia

+y22i+1a2i + y2i+1a22i

+ (x+ y)22i+2ia+ (x+ y)22i+1a2i

+(x+ y)2i+1a22i

))

= Trn1 (µ((xa2i + x2ia)y22i

+ (xa22i

+ x22i

a)y2i

+(x22i

a2i + x2ia22i

)y))

= Trn1 (µ(xa2i + x2ia)y22i

) + Trn1 (µ(xa22i

+ x22i

a)y2i)

+Trn1 (µ(x22i

a2i + x2ia22i

)y)

= Trn1 (µ(xa2i + x2ia)y22i

)2n−2i

+ Trn1 (µ(xa22i

+ x22i

a)y2i)2n−i

+Trn1 (µ(x22i

a2i + x2ia22i

)y)

= Trn1 (µ2n−2i

(x2n−2i

a2n−i + x2n−ia2n−2i

)y2n)

+Trn1 (µ2n−i(x2n−ia2n+i

+ x2n+i

a2n−i)y2n)

+Trn1 (µ(x22i

a2i + x2ia22i

)y)

= Trn1 (y(µ2−2i

(x2−2i

a2−i + x2−ia2−2i

) + µ2−i(x2−ia2i + x2ia2−i)

+µ(x22i

a2i + x2ia22i

)))

= Trn1 (y(x22i

a2iµ+ x2i(a22i

µ+ a2−iµ2−i)

+x2−i(a2iµ2−i + a2−2i

µ2−2i

) + x2−2i

a2−iµ2−2i

)).

Therefore, the kernel of B(x, y)

Eg = {x ∈ F2n : x22i

a2iµ+ x2i(a22i

µ+ a2−iµ2−i)

+x2−i(a2iµ2−i + a2−2i

µ2−2i

) + x2−2i

a2−iµ2−2i

= 0}
= {x ∈ F2n : P(µ,a)(x) = 0}.

Note that the number of elements in the kernel Eg is equal to the number of zeroes of

P(µ,a)(x), equivalently number of zeroes of (P(µ,a)(x))22i
. Let us denote the polynomial

(P(µ,a)(x))22i
by L(µ,a)(x).
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Thus,

L(µ,a)(x) = (x22i

a2iµ+ x2i(a22i

µ+ a2−iµ2−i)

+x2−i(a2iµ2−i + a2−2i

µ2−2i

) + x2−2i

a2−iµ2−2i

)22i

= x24i

a23i

µ22i

+ x23i

(a24i

µ22i

+ a2iµ2i)

+x2i(a23i

µ2i + aµ) + xa2iµ.

Clearly the degree of L(µ,a)(x) considered as a linearized polynomial in x is at most 24i. By
Lemma 4 we get that L(µ,a)(x) can have at most 24 zeroes. So k ≤ 4 for even n and k ≤ 3
for odd n . Thus, for all λ ∈ F2n

WDagµ(λ) ≤

{
2
n+4

2 , if n ≡ 0 mod 2,

2
n+3

2 , if n ≡ 1 mod 2.

Since

nl(Dagµ) = 2n−1 − 1

2
max
λ∈F2n

|WDafµ(λ)|,

We obtain,

nl(Dagµ) ≥

{
2n−1 − 1

2
2
n+4

2 , if n ≡ 0 mod 2,

2n−1 − 1
2
2
n+3

2 , if n ≡ 1 mod 2.
(4)

Comparing the inequality (4) and Corollary 1, we get{
M = 1 and m = n+2

2
, if n ≡ 0 mod 2,

M = 1 and m = n+1
2
, if n ≡ 1 mod 2.

So Corollary 1 gives,

• For even n

nl2(gµ) ≥ 2n−1 − 1

2

√
(2n − 1)2

n+4
2 + 2n

≈ 2n−1 − 2
3n
4 . (5)

• For odd n

nl2(gµ) ≥ 2n−1 − 1

2

√
(2n − 1)2

n+3
2 + 2n

≈ 2n−1 − 2
3n−1

4 . (6)
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4 Comparisons

• It is proved in [7] that, in general, the second order nonlinearities of n-variable cubic
Boolean functions which do not have any affine derivatives is bounded below by
2n−1− 2n−

3
2 . Substracting this bound from those deduced in inequalities (2) and (3)

respectively, we obtain{
2n−

3
2 (1− 2

−n+2i+2
4 ) > 0, if n is even and n > 2i+ 2,

2n−
3
2 (1− 2

−n+2i+1
4 ) > 0, if n is odd and n > 2i+ 1.

• Again substracting the general lower bound 2n−1 − 2n−
3
2 given in [7] from the lower

bounds obtained in inequalities (5) and (6) respectively, we get{
2

3n
4 (2

n−6
4 − 1) > 0, if n is even and n > 6,

2
3n
4 (2

n−5
4 − 1) > 0, if n is odd and n > 5.

Therefore the bounds deduced in this paper are larger than those obtained in [7] when n
is not too small.

5 Conclusion

In this paper we have derived lower bounds of the second order nonlinearity of general class
of cubic monomial Boolean functions. We also demonstrated that our bound is better than
previously known general bound when n is not too small.
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