Nonlin. Processes Geophys., 13, 585-593, 2006 w "K Nonli P
www.nonlin-processes-geophys.net/13/585/2006/ GG onlinear Frocesses

© Author(s) 2006. This work is licensed in Geophysics
under a Creative Commons License. -

Using earthquake intensities to forecast earthquake
occurrence times

J. R. Holliday'2, J. B. Rundle!?, K. F. Tiampo?, and D. L. Turcotte®

lComputational Science and Engineering Center, University of California, Davis, USA
2Department of Physics, University of California, Davis, USA

3Department of Earth Sciences, University of Western Ontario, Canada

4Department of Geology, University of California, Davis, USA

Received: 19 July 2006 — Revised: 4 October 2006 — Accepted: 10 October 2006 — Published: 31 October 2006

Abstract. It is well known that earthquakes do not occur ran- are based on the hypothesis that future large earthquakes will
domly in space and time. Foreshocks, aftershocks, precureccur where most smaller earthquakes have occurred in the
sory activation, and quiescence are just some of the patterngcent past. Using relative (or receiver) operating character-
recognized by seismologists. Using the Pattern Informaticdgstic (ROC) analyses (Jolliffe and Stephenson, 2003) to opti-

technique along with relative intensity analysis, we createmize our forecasts, we are able to better specify where future
a scoring method based on time dependent relative operatarthquakes are most likely to occur. The question remains,
ing characteristic diagrams and show that the occurrences diowever, of when they are most likely to occur.

large earthquakes in California correlate with time intervals  We attempt to address this question by analyzing the per-
where fluctuations in small earthquakes are suppressed rel§ermance of Pl maps against Rl maps through time using

tive to the long term average. We estimate a probability ofROC diagrams. Our hypothesis is that as a region evolves
less than 1% that this coincidence is due to random clustertowards a major earthquake in response to persistent loading
ing. Furthermore, we show that the methods used to obtairr stress increase there will be a precursory and systematic
these results may be applicable to other parts of the world. change in the separation of the Pl and RI curves in an ROC
analysis. Since these two measures are sensitive to different
effects, we expect the time-dependent differences in the area
between the two curves to be sensitive to upcoming events.

1 Introduction

While there is yet no proven method for the reliable short )
time prediction of earthquakes (minutes to months), itis cur-2 Rationale
rently possible to make probabilistic hazard assessments for ) _
earthquake risk. The pattern informatics (Pl) method for There are numerous possible explanations for our hypothe-
earthquake forecasting identifies geographical regions thatiS and subsequent results. From a statistical point of view,
have systematic and large fluctuations in seismic activity ofit IS widely accepted that the observed earthquake scaling
the smallest events and quantifies their temporal variation$®Ws indicate the existence of phenomena closely associated
(Rundle et al., 2002; Tiampo et al., 2002b,a; Rundle et aL,WIth proximity of the system to a critical point (Burridge and
2003). The output of this method analysis is a map of ar-Knopoff, 1967; Rundle and Jackson, 1977; Carlson et al,,
eas in a seismogenic region where earthquakes are forecak®94; Helmstetter and Sornette, 2002; Main and Al-Kindy,
to occur in a future time span, generally five to ten years.  2002; Chen et al., 1991; Turcotte, 1997; Sornette, 2000;
Recent advances in the PI method show considerable imFisher et al., 1997; Rundle et al., 1996; Klein et al., 1997).
provement, especially when combined with data from a rel-More specifically, it has been proposed that earthquake dy-
ative intensity (RI) analyses (Holliday et al., 2005, 2006). N@mics are associated either with a second order critical p0|_nt
RI maps are an alternative approach for earthquake forecasfCarison et al., 1994; Helmstetter and Sornette, 2002; Main
ing that specify the locations of the highest seismic activ-and Al-Kindy, 2002; Chen et al., 1991; Turcotte, 1997; Sor-

ity of the smallest magnitude earthquakes. These forecasta€tte, 2000; Fisher et al., 1997) or a mean field spinodal
(Rundle et al., 1996; Klein et al., 1997) that can be under-
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586 J. R. Holliday et al.: Earthquake forecasting

etal., 1996; Klein et al., 1997) to explain the phenomenology We next construct an Rl mafix;; o, t2) by computing the
associated with scaling and nucleation processes of eartmumber of earthquakes(x;; 1g, t2) in each coarse-grained
quakes. If mean field equations do describe earthquakedox i from some base timg) until a later timer, that will
the dynamics must be operating outside the critical regionpe allowed to vary:

and fluctuations are correspondingly reduced. This reduction t

would effectively enhance the forecasting performance of the, (x;: 1o, #,) = Z n(xi; t). (1)
RI map, which emphasizes sites with high historical rates of 1=to

activity, and Woyld degrade_ the fqreca;ting performancg Of\Ne then regard (x;: fo. 12) as a non-normalized probability
the PI map, which emphasizes sites with large quctuatlon§Orthe location of future events>my for timest >z, where

from historical rates of activity. mr is the forecast threshold. We normalize this probability

From a geophysical point of view, there are a growing by requiring the integral over the region be equal to unity:
number of cases reported where the occurrence of a large

earthquake is preceded by a regional increase in seismic ery(, . o 1,) = n(xi; to, t2) . )
ergy release (Jauenand Sykes, 1999). This phenomenon is vazln(x,-; to, 12)
known as accelerating moment release (AMR) and is due,

. v . in th b Fint diate-si As can be seer,(x;; 1o, t2) is a measure of the historic seis-
primarily 1o an increase in the number of INLErMeaIAte-SIZ€ . yate a5 3 function of location. Previous work (Rundle

events that occur within a characteristic distance of the mainy 41 2002 Tiampo et al., 2002a; Holliday et al., 2005) has

.ShOCk and that sca}e with magmtude. AM,R IS _CharaCt?r'indicated that this normalized probability is by itself a good
ized by a decrease in the rate of regional seismicity, Caus'n%redictor of locations for future large events with-~5
growing fluctuations from historic rates which enhances the We next construct a Pl map/ (x;: fo, 11, 12) by bL.Ii|d-
. . s ) ’
forecasting performance of the Pl map, followed by a raplding upon the Rl map and computing the average change in

rebound back to historic levels, causing a decrease in ﬂucéarthquake intensity over a time interval=ro—r;. Consis-
tuations from historic rates which enhances the forecastinqent with previous work (Rundle et al., 2002; Ti;':\mpo et al

performance of the Rl map. Sammis and Bowman (2006)2002a) we typically choosar=
have proposed a number of physical models to explain AMR j
These include:

13 years, although we note

that shorter time intervals may be appropriate depending on

the quality of the input catalog. We compuité;; t,, t1) and

n(x;; tp, t2) for the two timest; and, (f2>11) beginning at

some base timg,, wherer; >1,>1y, and calculate the change

in numbers of eventan(x;; tp, t1, t2) from 1 to 12:

— Anerosion of a stress shadow from some previous, largen ,, (x;: 1, 11, 12) = n(x;: 1y, t2) — n(x;: 1o, t1). ©)
event.

— An analogy with critical phase transitions where the cor-
relation length of the stress field rapidly increases.

We then normalizeAn(x;; 1, 11, 2) to have zero mean and
— A slow, silent earthquake propagating upward on a duc-unit variance:

tile extension loading the seismogenic crust above. A 1y 11, 12) = An(x;; tp, t1, t2) — M’ @
We note that the existence of such a seismicity pattern ap- N .
pears to require a certain regional fault system structure an&vhereu ando are respectively the m/ean and variance of
density. Simulation models using a hierarchical distribu- 27 (i . 11, 12). Finally we average\n’(x;; fy., 11, 12) OVer
tion of fault sizes match this pattern well, but other types of 2/l Pase times, in the rangao <z, <11
fault distributions may also support AMR (Ja&rand Sykes, . ;1;[1 An'(x;: tp, 11, 12)
1999). Conversely, some real-world fault distributions may A’ (x;: fo, 11, 12) = === . (5)

e t1—tg—1
not support AMR as a predictive tool. ) t=o=s
This step helps to reduce the relative importance of random

fluctuations (noise) in the cataloged seismic activity. The
3 Procedure normalized probability is again constructed by requiring the
integral over the region be equal to unity:

For this new analysis, we start with a regional cata-

log of earthquake epicenters and create a time series b/ (xis 0,71, 12) = —j——, .
course-graining it in regular time intervals (typically daily 2i=1 A (xis 10, 11, 12)
to monthly). In order to ensure catalog completenessPrevious work (Rundle et al., 2002; Tiampo et al., 20023a;
(Gutenberg-Richter scaling) we only look at events aboveHolliday et al., 2005) has indicated that this normalized prob-
some threshold magnitude.. We then tile the region with  ability when squared is by itself also a good predictor of loca-
a spatially course-grained, regular meshhofboxes. The  tions for future large events with~5. Given its construc-
number of earthquakes in a boxdocated af;, at a timer is tion, this probability can be viewed as a probability based
denoted by (x;; 1). upon the squared change in earthquake intensity.

AR (x5 1o, 11, 12)

(6)
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Fig. 1. Example relative operating characteristic (ROC) diagram. Shown is a plot of hit Fafes a function of false alarm rates, for
a sample Pl forecast (blue), sample RI forecast (red), and random guessing (black). Confidence intervals for the one-, two- and three-sigme
levels are shown as well (Holliday et al., 2005; Zechar and Jordan, 2005).

We next convert the normalized probabilities into binary Stephenson, 2003). A perfect forecast of occurrence would
forecasts by using a decision threshdld Locations where  consist of two line segments: the first connecting the points
the normalized probability is greater th&nconstitute loca- {F, H}={0, 0} to {F, H}={0, 1}, and the second connecting
tions where future large events are hypothesized to preferen-F, H}={0, 1} to {F, H}={1, 1}. A curve of this type can be
tially occur. Binary forecasts are a well-known and utilized described as forecasting all future earthqualéés-1) with
method for constructing forecasts of future event locationsno false alarms {=0). The line H=F occupies a special
and have been widely used in tornado and severe storm forestatus and corresponds to a completely random forecast (Hol-
casting (Jolliffe and Stephenson, 2003; Holliday et al., 2005) liday et al., 2005; Jolliffe and Stephenson, 2003) where the
Comparison of the forecast utility of the two binary forecast false alarm rate is the same as the hit rate and no information
maps can be used to establish which map is a better predictas produced by the forecast. Alternatively, we can say that
of the locations of future large earthquakes during a futurethe marginal utility (Chung, 1994) of an additional hotspot,
evaluation period>t,. The better map is the one that scores dH /dF, equals unity for a random forecast. A sample ROC
more highly on the comparison test for the particular value ofdiagram is presented in Fig. 1.

D that is used (Holliday et al., 2005; Jolliffe and Stephenson, For a given time-dependent forecdstF’; t), we are mo-
2003). tivated to consider the time-dependent Pierce Skill Score
For a given value ofD, we set Bri(x;)=1 where H(F;1)—F (Jolliffe and Stephenson, 2003), which mea-

1(x;; to, t2) > D andBg(x;)=0 otherwise. Similarly, we set sures the increase in performancerbfr; ) relative to the
Bpi(x;)=1 whereAl (x;; fo, 11, t2)>D andBp(x;)=0 other-  random forecasti=F. We define the Pierce functiofi(r)

wise. The set of boxes whe,(x;)=1 or Bp|(x;)=1 then  as the area betweet(F; r) and the random forecast:
constitute locations where future eventsmy are hypoth- Frnax

esized to be likely to occur under the chosen forecast. TheA(?) = / {H(F;t) — F}dF, (7)
locations whereBg;(x;)=0 or Bp|(x;)=0 are sites where fu- 0 o ) ) )

ture eventsn>my are hypothesized to be unlikely to occur. Where the upper limit on the range of integratidfina is

In past work (Rundle et al., 2002; Tiampo et al., 2002a; Hol-& parameter whose value is set by the requirement that the

liday et al., 2005) we have takem;=5, but we relax that marginal utility (Chung, 1994) of the forecast of occurrence
restriction in this analysis and allow; to vary. H(F;1) exceeds that of the random forecast F:

ROC diagrams are next constructed for the binary RI andi{H(F. f)—F} >0 8)
Pl maps. The ROC diagram is a parametric plot of the hitdF ' )
rate, H(D), as a function of the false alarm raté(D), as Since H (F; t) curves are monotonically increasininax is
D is varied from 0 to 1 (Holliday et al., 2005; Jolliffe and determined as the value &ffor which dH (F'; t)/dF=1.
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Fig. 2. Map of earthquaken{>3.0) epicenters in California from
1932 to the present. Circles are events with6.0 since 1960. Red
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increasingly poor statistics. To control the number of earth-
quakes withm>m7 in the “snapshot window”6— 1), we
determine the value agp that most closely produces the de-
sired number of events. We then averatyd (r) over all
choices ofmr, yielding AA(z), and identify periods were
AA()>0 as times where future large events are hypothe-
sized to be likely to occur. These are time periods where
fluctuations, as measured by PI, are decreased relative to his-
toric rates, as measured by RI.

A central idea is that the length of the snapshot window
is not fixed in time; it is instead fixed by earthquake num-
ber at each threshold magnituale: Nature appears to mea-
sure “earthquake time” in numbers of events, rather than in
years (Varotsos et al.,, 2006). This time scale is evidently
based on stress accumulation and release, that is, earthquake
numbers, rather than in months or years (Klein et al., 1997).
We call this procedure of forecasting earthquake occurrence
times ensemble intensity differencing, or EID.

3.1 Itemized procedure

In cookbook format, the EID method as applied in this paper
is composed of the following steps:

epicenters define the area used to analyze seismicity in northern 1. The seismically active region is binned into boxes of

California; blue epicenters define the area used for southern Cali-

fornia.

some characteristic size, and all events havirvm,
are used. These boxes are labelgd

2. The seismicity obtained from the regional catalog for
each day in each box is considered to be uniformly

Finally, we hypothesize that as a region evolves towards a
major earthquake in response to persistent loading or stress
increase there will be a precursory and systematic change in
the separation ofi(¢) for the Rl maps andi(¢) for the PI
maps. Since these two measures are sensitive to different
effects, we expect the time-dependent differences in the area
between the two curves to be sensitive to upcoming events.
Thus we plot the Pierce difference functiom (), where

AA(r) = ARi(1) — Api(D), ©)

as a function of time over a range of choicesoy. 4
In particular, we first consider the Gutenberg-Richter

frequency-magnitude relatiofi=10"-10""", wheref is the 5.

number of events per unit time with magnitude larger than
m anda andb are constantsa specifies the level of activ-
ity in the region, and=1. To construct ROC curves, we
considerr to be the current time at each time step and test
the Rl map and Pl map by forecasting locations of earth-
quakes havingn>my during > to ¢, wheremp is some
forecast threshold magnitude. Note that! specifies a
time scale for events larger tham: 1 event withm>6.0

is associated on average with/48-5.0 events, 100:>4.0
events, etc. Without prior knowledge of the optimal value for

spread over that box. The resulting intensities for each
box forms a time series.

3. Three time parameters are determingglr1, andr. o

is chosen to be the base time. For California, we typi-
cally takergp=1 January 1932, is chosen such that the
number ofm>my events during the time periagd— ¢

is equal to some value specified by the regidnahlue.

11 is chosen such thag—r1=At.

. RI, I(x;; to, t2), and PL,A T (x;; to, t1, t2), maps are cre-

ated for the region.

These maps are converted to binary forecasts, and
ROC diagrams are constructed for the snapshot win-
dow t,—t. AA(¢) is calculated by integrating
ARi(t)—Ap|(t) overF € [0, Fnaxl-

6. Finally, AA(z) is averaged (or for simplicity summed)

for a range of snapshot windows vyieldingA(z). If
AA(t)>0, a warning is issued that future large earth-
quakes are likely to occur. Ik.A(t)<0, no such warn-
ing is issued.

mr, we average the results for a scale-invariant distribution4  Application to California

of 1000m+>3.0 events, 79 r>3.1 events, 63ty >3.2

events, .., 10m7>5.0 events, etc. At some point, which cat- To apply this method to California, we use the ANSS catalog
alog and region dependent, we terminate the sequence due & earthquakes between latitude®32 and 40 N, and lon-

Nonlin. Processes Geophys., 13, 585-593, 2006
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Fig. 3. Value of the Pierce difference functiafl4(z) (top) and magnitude (bottom) as a function of time for events occurring on the entire
map area of Fig. 2 (red and blue epicenters). Vertical black lines represent times of major earthquakes:hé\dn@ierce differences are
computed for a scale-invariant distribution of magnitude thresholds in the snapshot window fre:8.0 to m7=5.0. Area integration is
performed forF < [0.00, 0.90].
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Fig. 4. Value of the Pierce difference functianA(z) (top) and magnitude (bottom) as a function of time for events occurring on the northern
map area of Fig. 2 (red epicenters). Vertical black lines represent times of major earthquakesiheibgPierce differences are computed
for a scale-invariant distribution of magnitude thresholds in the snapshot windowsfe&8.0 to m7=>5.0. Area integration is performed

for F € [0.00, 0.90].

gitudes 123W and 115 W. Only events above a threshold coarse-grained mesh we use for this region consists of boxes
magnitudem.=3 are used to ensure catalog completenesshaving a side length of.@°, about 11 km at these latitudes,
Fig. 2 shows the event locations with “northern” epicentersapproximately the rupture length of an-6 earthquake.

shown in red and “southern” epicenters shown in blue. The

www.nonlin-processes-geophys.net/13/585/2006/ Nonlin. Processes Geophys., 13, 585-593, 2006
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Fig. 5. Value of the Pierce difference functioh.A(r) (top) and magnitude (bottom) as a function of time for events occurring on the
southern map area of Fig. 2 (blue epicenters). Vertical black lines represent times of major earthquakes-héxvindierce differences
are computed for a scale-invariant distribution of magnitude thresholds in the snapshot windowsfeeB0 to m7=5.0. Area integration
is performed forF € [0.00, 0.90].

Results for analyzing this entire region are shown in Fig. 3.clustering. For Fig. 5, the respective numbers are 19% of
At the top of this plot is the Pierce difference functiam () the total time interval, and 0.0058% chance due to random
as a function of time from 1 January 1960 to 31 Decemberclustering. Our results support the hypothesis that major
2005. At the bottom is the earthquake magnitude as a funcearthquake episodes preferentially occur during time inter-
tion of time over the same period. The vertical lines are thevals whenA A(¢)>0. Furthermore, we note that currently in
times of allm > 6.0 events in the region. Information for northern CaliforniaA A(¢)>0.
these events is given in Table 1. While many of the events fall |n an attempt to identify precisely where thed(t)>0 sig-
within (black) time intervals whera A(1)>0, the results ap-  na| is originating, we further subdivided the region. As we
pear noisy and some events are missed. We can improve thigontinue to shrink the test region, however, we increase our
result by carefully treating northern and southern Ca"fomiasensitivity to random (as opposed to systematic) fluctuations
separately. and also to uncertainties in the event locations. In addition,

Results for analyzing Northern and Southern Californiawe find that the snapshot window often grows too lange (
separately are shown in Figs. 4 and 5. The choice of wher@pproachingo) as there are fewer events contained in the
to divide the total region was made by considering the faultsubregion. These effects each cause the forecast to degrade
structure and local seismicity profile near°36 latitude.  significantly and make it difficult to isolate individual source
From Fig. 2 we see that there are twelve 6 events in north-  locations for theA A(7)>0 signal. With these limitations, we
ern California and ten such events in southern California.are only able to say that the signal is most likely coming from
These major events are concentrated into distinct episodeie north-western part of California between latitudesI87
corresponding to distinct main shocks. In the northern Cal-and 33 N and west of the valley.
ifornia plot, all major episodes fall during (black) time in-
tervals whereA A(¢)>0 or they terminate such a time inter-
val. In the southern California plot, seven of the eight major o
episodes fall during (black) time intervals wheted(r)>0 5 Application to Sumatra
or they terminate such a time interval. If a binomial proba-
bility distribution is assumed, the chance that random clus-To apply this method to Sumatra, we used the ANSS catalog
tering of these major earthquake episodes could produce thisf earthquakes between latitude°®and 3 N, and longi-
temporal concordance can be computed. For Fig. 4, wheréudes 98 E and 118 E. Only events above a threshold mag-
black time intervals constitute 36.8% of the total, we com- nitudem =5 were used to ensure catalog completeness. Fig-
pute a 0.19% chance that the concordance is due to randonmre 6 shows the event locations. The coarse-grained mesh we

Nonlin. Processes Geophys., 13, 585-593, 2006 www.nonlin-processes-geophys.net/13/585/2006/
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Table 1. Dates, locations, and magnitudes of earthquakes with «°
m>6.0 since 1960 in California. Latitudes and Longitudes are col-
ored to correspond with Fig. 2. 2
Date Latitude Longitude  Mag o
9 April 1968 33.1900N 116.129W 6.5 2
9 February 1971  34.4112N 118.40PW 6.6
15 October 1979  32.6137N 115.318W 6.4 &
25 May 1980 37.5903N 118.833W 6.1
25 May 1980 37.6673N 118.918W 6.0 -6
25 May 1980 37.5183N 118.820W 6.1
27 May 1980 37.5002N 118.808W 6.2 8
2 May 1983 36.2277N 120.318W 6.0
24 April 1984 37.3097 N 121.679W 6.2 -10° .
21 July 1986 37.5387? N 118.443W 6.4
24 November 1987 33.0900 N 115.792W 6.2 12"

24 November 1987 33.0150 N 115852 W 6.6 o 9w s ud

18 October 1989~ 37.0362N  121.880W 7.0 Fig. 6. Map of earthquaken{>5.0) epicenters in Sumatra from

23 April 1992 33.9600N  116.317W 6.1 1950 to the present. Circles are the two events with8.0 since
28 June 1992 34.2000N 116.437W 7.3 1980

28 June 1992 34.2030N 116.827W 6.3 '

17 May 1993 37.1763N 117.832W 6.1

17 January 1994  34.2130 N 118.537W 6.7 ¢ ining the b ds of th . . ion to be tested
16 October 1999 345940 N 116.27P W 71 ermining the bounds of the seismogenic region to be tested.

22 December 2003 35.7002 N 121.097W 6.5 In the California application above, the choice of where
28 September 2004 35.8182 N 120.366 W 6.0 to divide northern California from southern California was
made by considering primarily the general fault structures,
the clusters of past event locations, and the ease to which the

Table 2. Dates, locations, and magnitudes of earthquakes withdivision could be incorporated into the analysis. Clearly this

m>8.0 since 1980 in Sumatra. inserts an amount of subjective prejudice into the analysis. A
universal procedure needs to be developed and utilized. Also,
Date Latitude Longitude Mag we need to better understand the dependence candm

as different regions (with different fault topologies and dif-
ferent Gutenberg-Richter scaling parameters) and different
catalogs are studied.

An interesting product of this analysis is the notion that
elevant time intervals are based on stress accumulation and
elease and are therefore measured in numbers smaller earth-

.R Its f vzina this enti : h in Fi 7quake:s at threshold magnitudesr. One way to view
esuftstor analyzing this €ntire region are SNown IN 9. 7. is a5 a Fourier series, only in terms of numbers of

At the top of this plot is the time dependent Pierce dlﬁ‘erenceevems_ The fundamental mode of, say&6 event is one

function AA(¢) as a function of time from 1 January 1980 : :
. i earthquake during the time computed fram1/f, where
to 31 May 2006. At the bottom is the earthquake magnitude —10°.10~"™. During this timer on average, assuming

as afuncti_on of time over the same period. The vertical Iinesbgl, there are two events having>m;=5.7 (first har-
T o, MOC). e v aving-y1 55 econd hamonic)
dent Pierce difference function was negativ,e It only becamean.d S0 fprth. Because OT clustering and stgtlstlcs, however,
positive approximately one year before the t.sunami-causin a time window that contains 1O®.O>3 events Is not exagtly

he same as a window that contains #0084 events; the win-

,gzg (iventjn 260December 2004. We note that currently Ndow length is scale dependent. Our process of summing over
umatraAA(#)>0. an ensemble ofiy values averages out these statistics.

26 December 2004 3.29B%1 95.982E 9.0
28 March 2005 2.085N 97.108E 8.6

used for this region consists of boxes having a side length of
10

6 Conclusions 6.1 Summary
While initial results from our EID analysis are promising, we To summarize our results, we compare the performance of

are aware that more refinements and testing are needed. two probability measures that define the locations of future
particular, we currently lack a standardized method for de-earthquake occurrence: the spatially coarse-grained relative

www.nonlin-processes-geophys.net/13/585/2006/ Nonlin. Processes Geophys., 13, 585-593, 2006
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Fig. 7. Value of the Pierce difference functiah.A(z) (top) and magnitude (bottom) as a function of time for events occurring on the map
area of Fig. 6. Vertical black lines represent times of major earthquakes haviBd. Pierce differences are computed for a scale-invariant
distribution of magnitude thresholds in the snapshot window ftof=5.0 to m7=8.0. Area integration is performed f@t € [0.00, 1.00].
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