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Abstract In this paper, we would like to put forth the notion of tree-structure in the 
development of a WordNet-compatible concept dictionary.  After getting the full- hyponymy 
information in WordNet successfully, we have further implemented a visual tree-structure 
control which enables the lexicographers to operate interactively on the view of the 
hyponymy tree, with correspondingly automatic modifications of the database in the 
background.  The expressing of semantics in the development thus adopts a much more 
intuitionistic and efficient way.  ICL (the Institute of Computational Linguistics) now has 
benefited a lot by employing this new solution for the development of CCD (the Chinese 
Concept Dictionary), our ChineseNet, here in Peking University. 
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1 Introduction 

Nowadays NLP in Chinese is more focused on the processing of content information, 
such as Information Retrieval, Automatic Abstraction, Literature Classification and others, 
which needs a WordNet-compatible dictionary of Chinese concepts as the knowledge-base.  
On the other hand, the Chinese Concept Dictionary (CCD) is totally necessary for Word 
Sense Disambiguation (WSD) in the field of NLU and MT. 

The Institute of Computational Linguistics (ICL), Peking University, with this point of 
view, has launched its ChineseNet project.  The expectant CCD might be described as 
follows: it should carry the main relations already defined in WordNet with more or less 
updates to reflect the practice of Contemporary Chinese, and, it should be a bilingual one 
with the parallel Chinese-English concept pairs to be simultaneously presented within.  Such 
a WordNet-compatible dictionary of Chinese concepts can largely meet our need of 
applications. 

Thus comes the radical issue on how to build the dictionary, or, in other words, on what 
is the proper solution for it. 

Answers may lie in the inherent structure of WordNet.  As the relations that link synsets 
in the dictionary actually interweave into a huge lexical semantic net, say tens of thousands 
nodes, so what really counts in the development of such a WordNet-compatible dictionary is 
how to set up the relations properly and how to maintain the semantic consistencies in case of 
frequent occurrences of modifications.  After analyses, we have come to believe that the 
difficulties of the development of the dictionary mainly result from these. 

Roughly there can exist three kinds of potential choices for the solution, a 
linear-structured one, a tree-structured one or a net-structured one.  Let’s begin with the two 
ends.  Naturally, a linear structure can hardly do for the difficulties of carrying tremendous 



pieces of net-structured information during the period of development.  To develop the 
dictionary directly on a large-scale, visual, net-structure control instead of merely the linear 
database may shed some light on this issue.  However, due to the same problem of 
connatural complexity, of time and of storage, such a net-structure control has not appeared, 
and, perhaps, may never appear. 

In this paper, we would like to put forth the notion of tree structure in the development of 
the dictionary. 

Later on, we intend to give an illumination of the solution with emphasis on the basic 
ideas, though some of the algorithms may be inevitably touched on.  The actual cases of the 
development practice in Peking University and the prospects of CCD will also be involved. 

 
2 Getting the Full-hyponymy Information in WordNet 

Obviously, the relation of hyponymy in WordNet is the most important relation among 
others. 

Since WordNet means to describe a kind of syntagmatic relations in lexicon, hyponymy, 
we may say, serves as the main frame to grasp the other relations such as antonymy, 
meronymy, troponymy, etc.  During the period of development, only when synsets (to act as 
the basic units which also highly rely on the ontology of full-hyponymy) and hyponymy (to 
act as the basic relation) are well defined and realized, can the other relations be appropriately 
added into the lexicon.  Likewise, during the period of utilization, the full-hyponymy 
information is totally valuable for the higher applications and the browser users. 

However, to extract the full hyponyms for a certain synset is by no means easy.  As we 
have examined, the number of hyponyms for a synset ranges from 0 to 499 with a maximal 
hyponymy depth of 15 levels.  This shows the shape of the potential full-hyponymy tree is 
quite unbalanced.  Because of this, the ordinary searching algorithm can hardly do with the 
complexity of time and storage.  If one inputs the word entity as an entry in WordNet 1.6 
and try to search its full hyponyms, he will get nothing but a note of “Search too large. 
Narrow search and try again.” provided that he does not narrow the searching by terminating 
it beforehand.  Sure enough, if the entry is not entity but another word, say cat, the searching 
will probably do.  The cases actually depend on the location of the entry word in the 
potential full-hyponymy tree in WordNet.  The higher the level, the less possibility of 
success the searching will have. 

Before we can go on, we need to introduce the item of position which plays a pivotal role 
in the tree-structure solution.  A position means the location of a certain node in the tree and 
it serves to organize the tree.  For example, a position by the value “005001002” is to be 
representing such a location of a node in a tree:  at the 1st level, its ancestor being the 5th;  
at the 2nd level, its ancestor being the 1st;  and at the 3rd level, its ancestor viz. itself now 
being the 2nd.  In fact, such an encoding does take an appearance of a linear string while 
expressing the full information of a tree-structure.  This special kind of encoding makes all 
the tree-structure algorithms feasible. 



Now let us demonstrate the searching algorithm for getting the full-hyponymy 
information in WordNet.  By and large, it involves a series of the two-way scanning process 
and the gathering process, with each round of the process series intending to get the 
information of nodes on one same level in the tree. 

Suppose, in the I-th round of the process series, we have got the synsets Li1, Li2, … , Lin 
with the positions “X001”, “X002”, … , “X00n” respectively.  This implies that on the I-th 
level in the tree, there are n nodes with the locations “X001”, “X002”, … , “X00n” 
respectively in the tree.  Then we want to have the (I+1)-th round of the process series to get 
the information of the nodes on the (I+1)-th level in the tree.  We have these synsets ordered 
by their offsets before we could do the two-way scanning process.  In the scanning process, 
two pointers are set, one for the array of the above sorted synsets, the other for the 
corresponding DAT file to be compared with.  During comparing, new positions on the 
(I+1)-th level are continuously generated according to the definition of position encoding.  It 
is easy to prove that such a task can be done in an O(N) time and an O(n+n’) storage, 
assuming N representing the number of records in the DAT file and n’ representing the 
number of synsets on the (I+1)-th level in the tree.  After the two-way scanning, n’ synsets 
on the (I+1)-th level in the tree together with their respective positions can be got.  In the 
gathering process, those synsets on the (I+1)-th level satisfying leaf-node condition is 
gathered while those sieved out are to be put into the next round of the process series. 

These process series are to be carried on repetitively till no new positions are generated 
on one round, which just means that the full-hyponymy information in WordNet has already 
been completely achieved.   

Also, it can be inferred that the number of the rounds equates to the depth of the 
full-hyponymy tree for a specific entry word, say 15 for entity, or 11 for food.  Now we have 
got the full-hyponymy information in WordNet, and, if one wants to view the tree, these 
pieces of information are ready for the tree-structured control through an operation of 
creating tree. 

By this special algorithm, the complexity of searching is greatly reduced.  In our lab, a 
tapping of the top entry word entity on an ordinary PC means 100 or so seconds of waiting 
time with all the 45,148 synonyms generated.  As for the ordinary entry word, say food with 
a total amount of 2,308 hyponyms, the algorithm is simply a real-time one.  

 
3 The Tree-structure and the Operations on It 

Following that, we have schemed a set of algorithms based on the existent Treeview 
Control in the Microsoft Visual Studio 6.0 and eventually implemented a new data-sensitive 
tree-structure control with 9 visualized operations on it. 

Apropos of the design of the algorithms for the operations, it is crucial that two sorts of 
critical consistencies should be especially maintained.  One is that of the structural 
information of the foreground tree and the other is that of the semantic information of the 
background database.  As these algorithms are too intricate to be presented here, in an 



introductive paper, we would just list names of the 9 visualized operations below. 
0. to create a tree from a file; 
1. to new a brother node; 
2. to new a child node; 
3. to delete the current node (for one); 
4. to delete the current node (for all);  
5. to cut the current node; 
6. to copy the current node; 
7. to paste as brother nodes; 
8. to paste as children nodes. 
Among these operations, apart from that the No. 0 is to create a new tree from the 

external storage, the rest are all to edit the tree, with respectively the No. 1, 2 for addition, the 
No. 3, 4 for deletion, and the No. 5, 6, 7, 8 for batch movement.  These operations have 
been carefully chosen to make them concise enough, capable enough and semantically 
meaningful enough. 

It is easy to prove that any facultative-shaped tree can be attained by iterative practice of 
these operations. 

 
4 The Development of ChineseNet in Peking University 

By now, we have got the full-hyponymy information in WordNet successfully through 
the special searching algorithm, and, it is just these pieces of information that will serve as 
the data bases for our future use.  Also, we have got a visual, data-sensitive, tree-structure 
control with the above well-defined operations on it.  Then we will go on to organize the 
full-hyponymy information, plus some other information relevant to the synsets, into a 
hyponymy tree. 

The lexicographers can now operate on the tree freely to express their intended lexical 
semantics, with correspondingly automatic modifications of the database in the background.  
It is of much significance that the lexicographers no longer need care for lots of details about 
the background database as they used to, for the foreground operations by themselves have 
already carried all the tree-structured lexical semantics and can deal with the net-structured 
lexical semantics with further work. 

Such is the outline of the more common solution for the development of a 
WordNet-compatible dictionary.  Generally speaking, it has provided an easy approach to 
the evolution of the dictionary. 

However, when it comes to the development of ChineseNet, the cases can be a little more 
complicated.  As we have mentioned in the introduction section, we wish that our CCD not 
only reflects the practice of Contemporary Chinese, but also should be a bilingual one.  So, 
on the one hand, the development works by and large to the above-mentioned common 
solution with semantic operations to be done, on the other hand, going with each English 
synset information, the corresponding Chinese synset information is also to be presented.  



To cope with the former problem, we have offered the 9 visualized operations.  To cope with 
the latter problem, we would further add the datafields of the peer to peer Chinese items to 
the background database, and also add the Editbox Controls recording value of the Chinese 
items to the data-sensitive tree in the foreground. 

Thus a tool for the development of the bilingual dictionary CCD has come out as below.  
The interface view is showing the full-hyponymy tree for the entry word food, which is one 
of the 25 initial semantic units of nouns in WordNet with the category value of 13. 

 

 
5 Conclusions and Future Work 

Peking University has launched the ChineseNet project since September, 2000, and by 
now we have fulfiled 10,000 or so Chinese-English concept pairs.  Due to the nice features 
of visualization and interaction of the tree-structure solution, we assuredly have benefited a 
lot by employing it for the development work.  What is more, as the byproducts of these 
methods and experiences, we even have found some faults of semantic expressing with 
WordNet 1.6, such as many occurrences of nodes with multi-father in the same category, 
improper locations of relational pointers in DAT files and others. 

In the long run, ICL wants to come to a total amount of 60,000 bilingual concept pairs 
which might largely meet our need of applications. 
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