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Abstract
This paper shows that simple transitive sentences with two quantificational phrases (QPs) in English are, in general, unambiguous, and that the scope order between the two QPs rigidly follows their overt command order in unmarked cases.  It is proposed that this is due to a minimality constraint, which exclusively applies to the chains created by quantifiers.  The empirical argument for this is the Suppressing Effect, where the wide scope of the object QP is systematically “suppressed” by the presence of a certain QP in subject position.  It is shown that the Suppressing Effect holds not only in multiple QP cases but also in wh/QP cases in English, calling for a uniform account in both cases.

0    Introduction

It has been claimed in the literature that an English sentence with two quantificational phrases (QPs), like (1), is ambiguous with respect to the relative scope order of the QPs (May 1977, 1985, Aoun and Li 1989, 1993a, and Hornstein 1995): 

(1) Someone read every book.

On one reading, which I call the “surface” scope reading, the scope order follows the surface c-command
 (hierarchical) order of the QPs, and the subject QP takes scope over the object QP.  Under this reading, (1) means that the “same” student read all the books.  On the other reading, which I call the “inverse” scope reading, the scope order is the inverse of the surface command order of the QPs, and the object QP takes scope over the subject QP.  Under this reading, (1) means that each of the books was read by a “possibly different” student.
  In the theory developed by May (1977), such an ambiguity arises because QPs freely undergo Quantifier Raising (QR) at the level of Logic Form (LF).  According to May, (1) is mapped to either (1’a) or (1’b) at LF, yielding the surface scope reading and the inverse scope reading, respectively:

(1’)
a.
[S someonei [S every bookj [S ti read tj ]]]

b. [S every bookj [S someonei [S ti read tj ]]]

However, the presence of certain QPs in subject position systematically suppresses the inverse scope reading.  For example, the inverse scope reading is absent in the sentences in (2): 

(2) a.
Most students read every book.

b. No student read every book.

c. Few students read every book.

In (2a), the inverse scope reading would predict that each of the books was read by a “possibly different” set of students that constitute a majority.  However, this reading is unavailable.  The set of students is somewhat “fixed” and cannot vary depending on the choice of book.  Similarly, in (2b-c), the inverse scope reading would predict that each of the books was read by no/ few student(s), however, the latter reading is also unavailable.  As the contrast between (1) and (2) shows, the wide scope of the object is “suppressed” by the presence of a certain QP in subject position.  I call the latter phenomenon the “Suppressing Effect”.  The Suppressing Effect is a puzzle not only for the earlier proposals on scope (May 1977, 1985, Aoun and Li 1989, 1993a) but also for the relatively recent proposals such as Liu 1990, Beghelli 1993, Chomsky 1995, Fox 1995, Hornstein 1995, Reinhart 1995, Beghelli and Stowell 1997.  

In this paper I give an account of the Suppressing Effect, by extending Beck’s (1996) proposal in German cases, where she argues that certain QPs are inherently quantificational and they always create a barrier for movement at LF in German.  I also show that the Suppressing Effect holds in wh/QP cases in English, calling for a uniform account.  In presenting my analysis, I follow the current linguistic theory, namely, the Minimalist Program (Chomsky 1995). 

In section 2, I discuss the cases where scope rigidity systematically holds in English, including the Suppressing Effect cases.  In section 3 I review the previous proposals on the quantificational status of QPs, which becomes crucial for characterizing the QPs that cause the Suppressing Effect.  In section 4, I propose the Minimal Q-Chain Constraint (the MQCC) and give an account of the Suppressing Effect.  In section 5, I extend my proposal to wh-question word (wh)/ QP cases in English.  Section 6 gives brief concluding remarks.   

1.1.   Scope rigidity in English and the Suppressing Effect
1.2.   Choice of QPs and scope

The idea that not all the English sentences are ambiguous, contrary to what May claims, is first persuasively suggested by Liu (1990).  Liu argues that many sentences that are claimed to be ambiguous by May are, in fact, not ambiguous if we exclude the so-called “independent (branching) reading,” where the values of QPs are determined independently of each other.
  For example, a sentence like (3) is claimed to be ambiguous between a distributive reading and a non-distributive reading; however, in fact, it has three logically possible interpretations represented in (3’):

(3) Every man loves some woman.

(3’)
a.
(x(x:man) (y(y:woman) [x loves y]


b.
(y(y:woman) (x(x:man) [x loves y]

c.
(y(y:woman)
    

>   [x loves y]


(x(x:man)   


(3’a)  represents a wide scope of the subject over the object reading, where the value of the object (some woman) depends on the value of the subject (every man).  (3’b) represents a wide scope of the object over the subject reading, where the value of the subject (every man) depends on the value of the object (some woman).  Finally, (3’c) represents an independent reading, where there is no dependency between the two QPs (some woman and every man.)  Importantly, since a QP like every man intrinsically cannot vary in its value depending on the value of another QP, (3’b) and (3’c) turn out to be logically equivalent.  Because of this reason, it is not clear whether the non-distributive reading found in (3) is a wide scope of the object (3’b,) or an independent scope (3’c.)  

Whether a wide scope of the object is available or not becomes clear once we choose a QP that potentially takes narrow scope (e.g. some student,) as a subject, as in (4a-b): 

(4) a.
Some student read every book.








(=(1))

b. Some student read more than two books.

In these sentences, a wide scope of the object and an independent reading are logically distinct.  Surprisingly, the wide scope of the object is available only in (4a) but not in (4b): in (4b), the choice of the student is somewhat “fixed” and cannot vary.  Liu notes that it does not mean that modified numeral NPs modified numeral noun phrases (modified numeral NPs) like more than two books are generically incapable of taking scope over other QPs.  In a different construction as in (5), they can take scope over other QPs: in (5), the choice of book potentially varies depending on the choice of student: 

(5) More than two students read some book.

By refining Liu’s descriptive observation and examining broader data, Beghelli (1993) concludes that the wide scope of the object is available only when the latter is a distributive universal like a noun preceded by every (every  N).   Thus, unlike (4a), wide scope of the object is unavailable in (6a-d) (Liu 1990, Ruys 1992, Beghelli 1993, Beghelli and Stowell 1997):

(6) a.
Some student read more than two books.
(=(4b))

b. Some student read no book.



c. Some student read two books.

d. Some student read most books.

1.3.   The Suppressing Effect

tc \l3 "2.1.3 Choice of subject and the Suppressing Effect
As Beghelli correctly predicts, the following sentences all allow the wide scope of the object over the subject, since the object is a universal QP: the sentences in (7) mean that each of the books was read by a “possibly different” set of at least two/ exactly two/ more than two/ two/ a few/ many/ several students:

(7) a.
At least two students read every book.

b. Exactly two students read every book.

c. More than two students read every book.

d. Two students read every book.

e. A few students read every book.

f. Many students read every book.

g. Several students read every book.

Interestingly, however, Beghelli’s prediction does not always hold.  When a certain QP appears in subject position, the wide scope of the universal in object position is systematically suppressed (the Suppressing Effect.)  Unlike the sentences in (7), sentence  (8) does not allow the wide scope of the object over the subject:

(8) Most students read every book.

In (8), the inverse scope reading would be paraphrased as “Each of the books was read by a possibly different set of students constituting a majority.”  However, this reading is not available, and the choice of the students is somewhat fixed.
   Similarly, there is a contrast between the following two sentences:

(9) a.
Most people approved every bill.

b.       Many people approved every bill.

In (9a), the inverse scope reading would be paraphrased as “For each of the bills, there is a possibly different set of a majority of people who approved it.”  This reading would be compatible with a situation where every bill was passed.  Such a reading should be the preferred reading because of the pragmatic context it offers.  However, this reading is unavailable.
  The only reading (9a) offers is the surface scope reading, which is paraphrased as “Each of the people that constitute a majority approved every bill,” and the choice of the people is somewhat fixed.  By contrast, (9b) allows the inverse scope reading, which is paraphrased as “Each of the bills was approved by many people.”  In this reading the choice of people may vary depending on the choice of bills.  (9b) also allows the surface scope reading, where each of the many people approved every bill.  

Note that it is not the case that most Ns is inherently incapable of taking a narrow scope.  Most Ns can take a narrow scope if it occurs in a different construction.  For example, in the sentences in (10), most Ns can take scope beneath the universal: in (10a), each student may have read a different set of books that constitute a majority; in (10b), in each of the exams, John solves possibly different (types of) questions that form a majority; in (10c), the students who study syntax may be different each semester:

(10) a.
Every student read most books.

b.
John solves most questions in every exam.

c.       Most students study syntax every semester.

This shows that the Suppressing Effect is sensitive to the structural position of the QPs.  

There are other QPs that cause the Suppressing Effect.  They include QPs such as no N and few Ns.  Consider (11a-b):  

(11) a.
No student read every book.

b.       Few students read every book.

Sentence (11a) allows the surface scope reading, which is paraphrased as, “There was no student who read every book.”  However, this sentence does not allow the inverse scope reading, which would be paraphrased as, “Each of the books had no student reader.”  If (11a) had an inverse scope reading, the sentence would be judged false if some students read some books, but not all of them; however, the sentence is still judged to be true in such a context.  This shows that the sentence does not allow an inverse scope reading.  Similarly, sentence (11b) allows the surface scope reading, which is paraphrased as, “There were few students who read every book.”  However, the sentence does not have an inverse scope reading, which would be paraphrased as, “Each of the books was read by few students.” If there were an inverse scope reading, the sentence would be judged to be false when each book was read by many students although there were few students who read all of the books; however, the sentence is still judged to be true in such a situation.  This shows that the sentence does not have an inverse scope reading.
 

The generalization is that an inverse scope is available in English only if the object is a distributive universal and the subject is not a suppressing QP (e.g. most Ns, no N, and  few Ns); otherwise, the scope order rigidly follows the overt command order of QPs.  Informally speaking, English comes close to resembling so-called “scope rigid” languages such as Chinese, German, Hungarian, and Japanese (Kuroda 1970, Huang 1982, Hoji 1985, 1986, Aoung and Li 1989, 1993a, Kiss 1991, Beck 1996).

The natural question that arises is whether the Suppressing effect holds only in subject-object relationships or any c-commanding relationships.  Although I will mainly investigate subject-object cases, the Suppressing Effect seems to generally hold in any c-commanding relationship between two QPs.  

First, observe that the Suppressing Effect still holds even when the universal is not a direct object. For example, the following sentences do not allow the wide scope of the universal: 

(12) a.
Most students came to every cultural event.

b. Most students are familiar with every professor.

c. No student is familiar with every professor.

d. No one is good at every sport.

e. Few people belong to every church.

In (12a) and (12b), the choice of the students is somewhat fixed.  (12c) does not have an interpretation where every professor has no student who is familiar with him.   (12d) does not have an interpretation where every sport is such that there is no one who is good at it.  Finally, (12e) does not mean every church has few people who belong to it, but it means that there are few people such that they belong to every church simultaneously.  In these cases, the universal is not in object position, but it is still c-commanded by the subject since it is in a complement PP.  This shows that the Suppressing Effect applies when the relevant QPs are in a c-commanding relationship.  This can be confirmed by the fact that the Suppressing Effect disappears if the c-commanding relationship is lost.  For example, unlike in (12a), the Suppressing Effect does not hold in (13):

(13) Friends of most students came to every cultural event.

In (13), the choice of students, whose friends came to the event, may vary in each event.  This is because most students does not c-command every cultural event in (13).

There are some cases where the Suppressing Effect does not arise although there seem to be c-commanding relationships between two QPs.  For example, the following sentences allow an inverse scope reading:

(14) a.
Few guards are standing in front of every building.

b. Few soldiers died in every war.

The sentences in (14) yield a sensible interpretation only under the inverse scope.  For example, (14a) can be interpreted as “Every building is such that few guards are standing in front of it.”  Sentence (14b) can be interpreted as, “Every war, few soldiers died.”  These sentences cannot be interpreted sensibly under the surface scope reading.  The reason why the Suppressing Effect does not arise in these cases is because the PPs that contain the universal in the sentences in (14) can be sentential adjuncts since they are not a complement of the verb.  Thus, unlike the PPs in the sentences in (12), which can only be a complement of a verb, the PPs in the sentences in (14) can be a sentential adjunct, and thus they do not have to be asymmetrically c-commanded by the subject.

2.   Semantics of the Suppressing QPs

The next question is what syntactic or semantic properties distinguish the Suppressing QPs (e.g. most Ns, no N, few Ns) from other QPs (e.g. some N, many Ns, a few Ns, more than two Ns, exactly two Ns, several Ns.)  To answer this question, the quantificational status of QPs becomes extremely important.

2.1.    Strong/ weak determiners 

Milsark (1974, 1977) draws the weak/strong distinction of determiners from syntactic differences found in Existential-There (ET) contexts: weak determiners such as two and some are allowed in ET contexts (15), whereas strong determiners, such as every and most, are not (15’):

(15) a.
There are two students in the room.

b. There is some student in the room.

(15’)
a. 
* There is every student in the room.

b. * There are most students in the room.

(*: ungrammatical)

Milsark argues that strong determiners function only quantificationally, but weak determiners function either quantificationally or non-quantificationally.  For example, sentence (16), with a weak determiner two, is interpreted either as in (16’a) or as in (16’b), depending on the function of two: 

(16) Two men walked in. 

(16’)
a.
TWO x [x:salesmen] walked-in (x)

b. (X [ |X|=2 & X({x| salesman(x)} & (x x(X (walked-in(x))]

In (16’a), two is a quantifier that ranges over individuals (salesmen) and expresses how many of them the predicate “walked in” applied to.  That is, every salesmen is implicitly checked for the status of the act of entering, and if the sentence is true, “walked-in” holds for two of them.  Thus, the sentence is false if there were actually three salesmen who walked in (the maximality effect.)  On the other hand, two in (16’b) functions as a cardinal adjective that describes the size of a set denoted by the nominal, and the sentence is true as long as there was a set of salesmen whose size was “two” and all of its members walked in. Consequently, two salesmen introduces a set variable (X) rather than an individual variable (x).  This is a necessary consequence since cardinal adjectives apply only to a set.  In the non-quantificational reading of two, the maximality effect does not apply.  The sentence remains true as long as there is a set of two salesmen who walked in.  In this way, the difference in the quantificational status of determiners yields a difference in truth-conditions: when there are three salesmen who walked in, sentence (16) is false in the interpretation in (16’a), but it is still true in the interpretation in (16’b). The differences between the quantificational and non-quantificational use of determiners in the theory are summarized in (17):


Quantificational determiners
Non-quantificational determiners

Function
quantifier
adjective

Type of variable
individual variable (x)
set variable (X)

The maximality effect
present
absent

2.2.   Unselective binding
Milsark does not clarify where the existential quantifier ( in (16’b) comes from, but this point was later elaborated by Lewis (1975), Kamp (1981), and Heim (1982).  For example, in Heim (1982), indefinites like a man are always non-quantificational.  They are raised, and then bound by external operators such as a default unselective existential operator (() inserted by a rule called “Existential Closure.”  Existential Closure is widely adopted, although there are some variations in specific procedures and assumptions.

Existential Closure plays an important role in the analysis of the Suppressing Effect that will be presented later, so I will make my assumptions clear here.  I will basically follow Reinhart (1995), who seriously tries to account for the apparent peculiar island-escaping wide scope of existentials without raising them.  It has been claimed that existentials like some N and two Ns behave quite differently from strong QPs like every N and most Ns. They extend their scope arbitrarily far away even across a strong island, but they do not necessarily induce scope dependency on a QP that they do not c-command (Ruys 1992, Abush 1994).  For example, sentence (18) has an interpretation where the scope of three relatives of mine extends beyond the conditional clause:

(17) If three relatives of mine die, I will inherit a house.

However, such an apparent island-escaping wide scope of three relatives of mine is quite different from a regular logical wide scope, which would be represented as in (18’):

(18’)
(three x (x: relatives of mine) (If x dies, I inherit a house)

(18’) is paraphrased as “there are three relatives of mine, for each of whom it holds that if he/she dies, I inherit a house.”  In this case, we expect the sentence to be true in a situation where I inherit a house if only one of these relatives dies.  However, the sentence is false in this situation.  What the sentence means is that I can inherit a house only if three relatives die.  This shows that the apparent non-overt wide scope of an existential in (18) does not induce scope dependency on a house, and thus it is quite different from what is represented in (18’).  This peculiarity of existentials can be accounted for if the apparent island-escaping wide scope of existentials is derived not by QR but by Existential Closure in a way suggested by Reinhart (1995).  Reinhart assumes that existentials may be either quantificational or non-quantificational, and if they are non-quantificational, they introduce a set denoted by the nominal with a choice-function variable f.  The latter choice-function variable is bound by an unselective existential operator that freely occurs anywhere in the sentence through Existential Closure.  In this case, sentence (18) is interpreted as in (18”):

(18”)
((f) (if f {X| relatives of mine (X) & three (X)} die, I inherit a house.)

(18”) is paraphrased as “there is a function f, such that if the set of three relatives of mine f selects dies, I inherit a house.”  Here, “the death of a set X” is interpreted as “the death of all the members of X.”
    This correctly predicts that I inherit a house only if three of my relatives die.

2.3.   Quantificational status of suppressing QPs

Milsark’s weak/ strong distinction does not straightforwardly characterize the suppressing QPs: most is an inherent quantifier,
 but no and few may or may not be a quantifier since they can occur in the ET context.  However, it has been noticed in the literature that the occurrence in the ET context does not always characterize the quantificational status of determiners.
  For example, by analyzing QPs in German, Beck (1996:34) proposes that negative elements and downward entailing expressions (e.g. kein Buch ‘no book,’  wenige ‘few (people),’ and weniger als vier Studentinnen ‘fewer than four students’) are inherently quantificational.  Although the suppressing QPs found here do not precisely correspond to Beck’s inherent quantifiers,
 some independent pieces of evidence show that the suppressing QPs are also inherent quantifiers. 

First, the suppressing QPs are incompatible with predicates such as dispersed that require a “set” or “group” status in their arguments.  Observe the contrast between the sentences in (19) and the sentences in (20):

(18) a.  #
Most students dispersed.

b.  #
No student dispersed.


c.  #
Few students dispersed.

(#: anomalous)

(19) a.
Many students dispersed.

b
A few students dispersed.

c.
Several students dispersed.

d.
Ten students dispersed.

e.
At least ten students dispersed.

f. More than ten students dispersed.

The sentences in (19) are anomalous and it makes sense only in an unusual context where a person could be pulled apart: sentence  (19a) only means that most of the students were such that each of them was pulled apart; (19b) only means that there was no person who was pulled apart; (19c) only means that there were few people who were pulled apart.  On the other hand, all the sentences in (20) can be naturally understood without assuming such an unusual context.  For example, (20a) can yield a sensible interpretation where there was a set of many students and it dispersed.
  Evidently, unlike the QPs in (20), the suppressing QPs (most Ns, no N, and few Ns) represent an individual denoted by the nominal but cannot represent a set denoted by the nominal.  This can be further confirmed by the fact that the suppressing QPs become compatible with the predicate “dispersed” if their nominal denotes collections of entities (e.g. group, crowd).  For example, unlike the sentences in (19), the sentences in (21) are sensible:

(20) a.
Most groups dispersed.

b.
No group dispersed.

c. Few groups dispersed.

The reason why these sentences are sensible is because most Ns, no N, and few Ns represent an individual denoted by the nominal, which happens to be a set.  These facts show that the suppressing QPs are incapable of introducing a set denoted by the nominal and that their determiners cannot function as an adjective that attributes size to a set.  Consequently, the only role left for the determiners of the suppressing QPs is as a quantifier.

Second, according to Milsark, quantifiers range over all the individuals denoted by the nominal and checks to how many of them the predicate applies, making an implicit assertion that the predicate does not apply to the rest of the individuals.  On the other hand, cardinal adjectives do not perform such a thorough checking over all the individuals denoted by the nominal, but they simply specify the size of a set whose existence is asserted by the sentence.  For example, in the following sentence, “a few” is ambiguous between a quantifier and a cardinal adjective.

(21) A few students failed.

On the quantificational reading of “a few,” the speaker somehow checked the status of all the students and concluded that the number or the proportion of the student-failures was “few.”  On the cardinal adjective reading of “a few,” the speaker did not check the status of all the students, but he happened to witness a few student-failures.  Unlike the above sentence, the following sentences, which contain suppressing QPs, are all unambiguous, allowing only a quantificational reading of the determiners: 

(22) a.
No student failed.

b.
Few students failed.

c. Most students failed.

Sentence (23a) means that the number of the student-failures was concluded to be “zero,” presumably after some thorough checking of the status of all the students.  This is the quantificational reading of “no.”  But the sentence does not have a cardinal adjective reading of “no,”  which would mean that there existed a set X, whose size was “zero,” and the members of X, (which do not exist,) were student-failures.  Simply, we cannot interpret the sentence this way.  The absence of the cardinal adjective reading of “no” can be confirmed by the fact that the sentence becomes false when there is one student who failed.  Such a context should be compatible with the cardinal reading of “no” since the latter does not assert the total number of the student-failures: however; the sentence is clearly judged false in such a context.  Similarly, sentence (23b) expresses that the total number (or the proportion) of student-failures was concluded to be “few,” presumably after some thorough examination of the status of all the students.  But we cannot interpret the sentence as meaning that there existed a set X, whose size was “few,” and whose members were student-failures.  If the sentence had such a reading, the sentence would remain true under the context where there were ten student-failures: however, the sentence is judged false in such a context.  Finally, sentence (23c) can only be interpreted as an assertion about the proportion of the student-failures to the entire number of the students.  That is, all of the sentences in (23) unambiguously express what the total number (or the proportion) of the student-failures turned out to be, but they do not make any assertion about an existence of some set. 

Combining the observations made above, the determiners of suppressing QPs such as most Ns, no N, and few Ns unambiguously function as quantifiers, whereas the determiners of the rest of the narrow-scope takers (e.g. a few Ns, many Ns, ten Ns, more than ten Ns) do not necessarily function as quantifiers.  As in Heim (1982), Reinhart (1987, 1995) and others, I assume that QPs whose determiners are not quantifiers acquire their quantificational force from external unselective binders at the level of interpretation.

3.   Minimality and the Suppressing Effect

By analyzing wh-questions in German, Beck proposes that quantifiers induce a barrier for LF-movement in German.  She proposes the Minimal Quantified Structure Constraint (MQSC)
 and argues that it applies in German, but not in English.  However, the suppressing effect we have observed in English suggests that a similar constraint also apply in English since the suppressing QPs can be identified as inherent quantifiers.  Thus, I will extend Beck’s basic idea to English multiple QP cases.  

To make my proposal concrete, I adopt the current linguistic theory, namely the Minimalist Program, elaborated by Chomsky (1995).  In the framework of the Minimalist Program (Chomsky 1995), QPs can basically remain in situ without undergoing Quantifier Raising (QR).  QR applies only when it leads to a distinct interpretation (Fox 1995, Reinhart 1995), raising only quantificational features [quant], and adjoining them to some head.
  The scope of QPs is presumably the c-command domain of [quant] or [quant]-bearing QPs.

However, we saw that QR is, in fact, limited to distributive universals (Beghelli 1993).  Following Beghelli, I assume that only distributive universals bear a distributive feature [Dst] that must be checked against the head of the Distributive Phrase (DstP), the latter of which occurs at sentence level.
  Adopting Beghelli’s proposal, and incorporating it into Chomsky’s framework, I assume that [quant] is raised only if it gets a free ride from other formal features such as [Dst].
  Otherwise, [quant] remains in situ.  This explains why a wide scope of object is available only when the object is a universal, as in (24a):   

(23) a.
Some student read every book.

b.       Most students read every book.

Then, the next task is to account for why the wide scope of the object is suppressed in (24b).  In the current framework, what are visible at LF are just syntactic entities such as formal features and syntactic positions.  Let us assume that a quantificational determiner and a non-quantificational (cardinal) determiner have different lexical representations at the time of numeration: the former bears a quantificational feature [quant], whereas the latter does not.  The idea behind this is that [quant] is a formal lexical feature that is associated with a semantic quantificational force.  In this case, a determiner like some is represented either as in (25a) or (25a’), whereas a determiner like most is unambiguously represented as in (25b):

(24) a.
some: [quant]

a’.
some: 

b.       most: [quant]

If [quant] of the universal is raised along with [Dst], sentence (24a) is mapped to (26a) if some does not bear a [quant] feature, and sentence (24b) is necessarily mapped to the LF in (26b):

(25) a.
[ [quant-Dst]i ...[AgrSP some student  ... [AgrOP every book ...]]] [t]i

b. 
[ [quant-Dst]i ...[AgrSP most students ... [AgrOP every book ...]]] [quant] [t]i

To allow (26a) while excluding (26b), I propose the Minimal Q-chain Constraint (27), which shares the basic idea with Beck’s Minimal Quantified Structure Constraint:

(26) Minimal Q-Chain Constraint (MQCC) 

Q-chains must be minimal where

(i)
Q-chain A is minimal if and only if there is no Q-chain B such that the head of B c-commands the tail of but not the head of A and,

(ii)
C=(i...n) is a Q-chain if and only if:

(a)
i is a [quant] feature or a [quant]-bearing element

(b)
i locally binds i+1

(c)
n occupies its unique Case(-checking) position

(d) C is maximal

3.1.   The account of the Suppressing Effect

To illustrate the above assumptions, consider the sentences in (24) again.  First, let us look at (24b), repeated as (28):  

(27) Most students read every book.

In order for the universal to take scope over the subject (most students), the [quant] feature of the former must be raised along with [Dst].  If this happens, (28) is mapped to the LF in (28’): 

(28’)
 *


[image: image1]
In (28’), there are two Q-chains.  One is the Q-chain whose head is [quant]i  and whose tail is [t]i, and it is represented by the thick line.  The other is the Q-chain whose head and tail are [quant] j, and it is represented by the dot (().  Crucially, these chains are nested in (28’), and thus it is ruled out by the MQCC.  Note that the MQCC basically disallows nesting and intersecting Q-chains but allows separate Q-chains.   

The grammaticality of sentence (28) can be accounted for if [quant] of the universal can be reconstructed into Spec of AgrOP after [Dst] is checked off, as in (28”):   
  


[image: image2]


 

In general, I allow [quant] features to be reconstructed into previous positions as long as it does not violate the MQCC.  In this case, since [quant] is reconstructed into a Case position, we can satisfy the requirement that the tail of a Q-chain must be in Case position.  In (28”), there are two chains.  One is the Q-chain created by [quant]j  which occurs in the Spec of AgrSP.  It is marked by the dot (().  The other is the Q-chain created by [(,quant]i,, which is in the Spec of AgrOP.  It is also represented by the dot (().   The latter chain is a legitimate chain since its tail occurs in Case position, and its head coincides with it.  [t]i that is adjoined to Dst is not part of this Q-chain since it occurs higher than the head of the chain, and it is presumably deleted at the end of the derivation.  Crucially, these Q-chains are separate, and thus the MQCC is satisfied, correctly predicting the grammaticality of the sentence.   Since the head of the Q-chain created by most students c-commands the head of the Q-chain created by every book in (28”), we correctly predict the wide scope of most over every, where the choice of students does not vary depending on the choice of book.

Consider, next, sentence (24a), repeated as (29):

(28) Some student read every book.

Unlike in (28), the Suppressing Effect does not hold in (29), and the universal object may take scope over the subject.  This can be also straightforwardly accounted for in the current analysis.  Determiners like some may or may not bear [quant], unlike determiners like most.  (29) is mapped to the LF in (29’a) if some bears [quant] feature, but it is mapped to the LF in (29’b) if some does not bear [quant]:
 


[image: image3]
The representation in (29’a) contains two Q-chains that are nested, violating the MQCC.  On the other hand, the representation in (29’b) contains only one Q-chain, which is the one created by every book.  This is because some student in (29’b) does not bear [quant] and fails to form a Q-chain.  Accordingly, (29’b) does not violate the MQCC.  In (29’b), some student is unselectively bound via Existential Closure (Heim 1982).  Following Reinhart (1995), I assume that some student in (29’b) introduces a (choice) function variable (f), which is bound by a default unselective existential operator (() that may occur anywhere in the structure. If ( occurs between AgrS and DstP as in (29”), we correctly predict the wide scope of every over some in sentence (29):   

In (29”), two chains are nested, but crucially only one of them is the Q-chain, and thus the MQCC is not violated.  (29”) correctly predicts the reading where the universal takes scope over the existential.  The latter can be informally paraphrased as “for each of the books x, there is a (possibly different) function f that selects a set of  “some student” Y such that x was read by (all the members of) the set Y.”  This roughly means that each of the books was read by a possibly different student. 

3.2.    The irrelevance of NP-traces for scope determination

The way the MQCC is formulated makes predictions that are very different from earlier proposals made by Aoun and Li (1989) and Hornstein (1995).  I will call their analyses ‘NP-trace-based scope analyses’, since the position of NP-traces contributes to scope determination.  For example, Hornstein assumes that the subject NP and object NP are both generated under the VP in English, and that they eventually move to the Spec of AgrSP and AgrOP, respectively.  Since movement is copying followed by deletion for Hornstein, a sentence like (30) is mapped to the LF in (30’) after copying, and then the latter is mapped to any one of the four LFs in (30”) after deletion: 

(29) Some student read every book.

(30’)
[AgrSP some student...[AgrOP every book... [VP some student [V’ read every book]]]]

(30”)
a.
[AgrSP some student...[AgrOP every book... [VP e [V’ read e ]]]]


b.
[AgrSP some student...[AgrOP e...   [VP e [V’ read every book ]]]]


c.         [AgrSP e...[AgrOP e... [VP some student [V’ read every book ]]]]

d.         [AgrSP e...[AgrOP every book... [VP some student [V’ read e ]]]]

Hornstein correctly predicts the wide scope of the object in  (30) since there is a well-formed LF, namely, (30”d), where the object c-commands the subject.  In the latter reading, the NP-trace position of the subject QP, namely Spec of VP, crucially contributes to scope determination.  In Aoun and Li (1989), the specific procedure is different from Hornstein, but the NP-trace of the subject is the crucial element that derives the wide scope of the object.  However, such an analysis is too powerful and it predicts the object wide scope in any of the simple transitive sentences with two QPs in English.  However, as we have seen, a wide scope of the object is, in fact, considerably limited in English, and thus their analysis gains an overwhelming number of counterexamples.  As long as NP-traces actively determine the scope, no constraint can account for the counterexample that they gain systematically.  A similar point is made by Huang (1993) in Chinese cases.  NP-trace-based scope analyses predict that passive sentences in Chinese are unexceptionally ambiguous.  However, the narrow scope of the surface subject is, in fact, unavailable in many of Chinese passive sentences.  For example, (31a-b) do not allow a narrow scope of the surface subject: 

(30)  a.
meiyiben shu dou bei ren na-zou le



every book  all  by  man take-away PERF

‘Every book was taken away by someone (or other).’ 

 b.
henduo xuesheng bei meiyige laoshi jiao-guo

many student    by  every teacher  teach-EXP

‘Many students have the experience of having been taught by every teacher.’ 

Thus, there arise many cases that cannot be easily accounted for if NP-traces contribute to scope determination.  On the other hand, such a problem does not arise in the proposed analysis since the way the MQCC is formulated disallows [quant] features to be reconstructed into any NP-trace positions, preventing NP-trace positions from contributing to scope determination.  More specifically, the MQCC includes a requirement that the tail of Q-chains must occur in Case position.
  As the tails of Q-chains (variables) are unable to occur in NP-trace positions, the heads of Q-chains (quantifiers) cannot occur in NP-trace positions.  I assume that the parallel situation holds for the variables that are bound by unselective binders.  Such a requirement actively constrains the freedom of reconstruction.  Due to this requirement, [quant] features can be reconstructed into their previous post-Case positions, but not into their previous NP-trace positions.

4.   The Suppressing Effect in Wh/QP cases

The Suppressing Effect also holds in wh/QP cases as well as in multiple QP cases, and the Minimal Q-Chain constraint (MQCC) provides a uniform account of it in both cases.

4.1.   The Suppressing Effect in wh/QP cases

tc \l2 "4.3  The Suppressing Effect in Wh/QP cases
Liu (1990) argues that wh-phrases do not always take scope over the clause-mate QPs even though the formers c-command the latter in surface structure.  She shows the contrast between the two sentences in (32):

(31)  a.
Whoi ti saw most students?  

b.       Who did most students see ti?


The wide scope of the wh-phrase over the QP, where the value of most students may vary depending on the value of the wh-phrase, is available only in (32a) but not in (32b).  (32a) can be interpreted as asking the identity of the person(s) such that each of them saw a possibly different set of students that constitute a majority.  By contrast, (32b) cannot be interpreted as asking the identity of the person(s) each of whom is such that a possibly different set of students that constitute a majority saw him. Based on this fact, Liu argues that the scope of the wh-phrases is not determined by their surface operator positions but by their trace positions.  The trace of the wh-phrase c-commands the QP in (32a) but not in (32b), and thus the wide scope of the wh-phase over the QP is available in (32a) but not in (32b).  

Nonetheless, there do appear to be cases where the scope of wh-phrases is determined by their operator positions.  For example, there is a contrast between (32b), and (33):

(32) Whoi did many students see ti ?

Unlike (32b), (33) allows a wide scope of the wh-phrase over the subject QP, where the question is asking for the identity of the person(s), each of whom was seen by a possibly different set of many students.  This shows that the operator positions do determine the scope of wh-phrases.  This point is further confirmed by the contrast observed in the following two sentences. 

(33) a.
Who do many people think the president likes?

b.       Many people know who the president likes.

The two sentences in (34) differ only with respect to the operator position of the wh-phrase, and a wide scope of the wh-phrase over many people is available only in (34a) but not in (34b): the value of many people may vary in (34a) but it is somewhat fixed in (34b).
 

The contrast between (32b) and (33), repeated as (35a) and (35b), respectively, parallels the contrast between (35’a) and (35’b), which are examined earlier in the discussion of the Suppressing Effect:

(34) a.
Who did most students see?

b.
Who did many students see?


(35’)
a.
Most students saw everyone.

b. Many students saw everyone.

In (35-35’), the wide scope of the object over the subject is “suppressed” in the (a) sentences, where the subject is an inherently quantificational QP, but it is available in the (b) sentences, where the subject is an existential.  This suggests that the Suppressing Effect hold in wh/QP cases as well as in multiple QP cases, calling for the same account. 

4.2.   Semantics of questions

4.2.1.   [Quant] in wh-phrases

The parallel between wh-phrases and distributive universals found in (35-35’) indicates that they both bear a [quant] feature, which is the crucial element that the MQCC refers to.  Suppose that the wh-phrases bear a [quant] feature in addition to the widely assumed [WH] feature.  This general idea is proposed in Abe (1993).   Following a suggestion by Chomsky 1964 and Kuroda 1968 (among others) that wh-phrases are composed of a WH portion and an indefinite like “someone” or “something,” Abe (1993) proposes that wh-phrases may bear two separate formal features, namely [+scope] and [+operator], which roughly correspond to [quant] and [WH] in my framework, respectively.  Henceforth, I will refer them as [quant] and [WH].

Abe (1993) is not explicit about the semantic import of his features.  Nonetheless, one possible interpretation of Abe's idea is that question formation involves two rather different notions of scope, and that the movement of the two features [WH] and [quant] reflects this split.  The idea would be that [WH] is a purely formal feature that is moved to Comp and checked in that position.  Once checked, the feature [WH] disappears.  By contrast, [quant] would have semantic as well as formal content.  Its presence would correlate with an interpretive effect.  Putting things slightly differently, [WH] would mark the “syntactic scope of a question” whereas [quant] would mark the “semantic scope of a question.”

The informal notion “semantic scope of a question” can be made more precise using the semantics for questions proposed by Hamblin (1973) and developed by Karttunen (1977).  The leading idea of this approach is that questions denote sets of propositions.  Specifically, a question denotes the set of propositions constituting true and complete answers to the question.  To illustrate, under Karttunen (1977), the question in (36a) denotes the set of propositions in (36b):

(35) a.
Who did Mary see?

b.       {p : p is true & (x [person(x)][p = ^saw(Mary, x)]}

In prose, (36b) is the set of true propositions p such that for some person x, p is the proposition that Mary saw x.  It's easy to see that the propositions in (36b) are all the true and complete answers to (36a).  Thus someone who asks (36a) may be understood as asking for the contents of (36b).  Under this view, it is reasonable that [quant], which is primarily found in QPs, represents the scope of the existential quantifier (() that appears in (36b). 

Abe assumes that [WH] is licensed by moving to the Spec of an interrogative Comp, whereas [quant] is adjoined to the most local projection separately from [WH].  Unlike Abe, I assume that [quant] is raised along with [WH].  The possibility of moving [quant] along with [WH] is important for me to account for the wide scope reading of the wh-phrase functioning as a grammatical object over the subject QP. 
   Once [WH] is checked off, [quant] may be reconstructed into the previous post-Case position.  Thus, (36a) may be mapped to the LF in (37a) or (37b) after [WH] is checked off: 

(36) a.
[CP    whoi 
  [C’ did [AgrSP Mary ... [AgrOP   ti          ...]]]] [(,quant]

b.
[CP      ti    [C’ did [AgrSP Mary ... [AgrOP   whoi
  ...]]]] [(,quant]

In both LFs, the scope of question is over the entire clause: however, they differ in the scope of the existential quantifier introduced by who.  In (37a) the quantificational scope of who extends over the clause, whereas in (37b) it is confined in AgrOP.

4.2.2.   Unselective Binding

tc \l3 "5.2.3 Unselective Binding
Abe makes an additional proposal: he assumes that wh-phrases may be quantificational or non-quantificational depending on whether they bear [quant].  Accordingly, a wh-phrase like who will be ambiguous between the two representations in (38):

(37) a.
who; [WH,quant]

b.       who; [WH]

Abe is not explicit about how non-quantificational wh-phrases acquire their quantificational force.  However, adapting Abe’s proposal on the base-generated null operators in Spec of CP, 
 I will make the following assumptions. 

First, I assume that non-quantificational wh-phrases introduce free wh-variables in their associated Case positions.  Secondly, I assume that these free wh-variables are unselectively bound by a base-generated null existential operator ((wh) that is in a SPEC-head agreement with an interrogative Comp.  (wh exclusively binds free wh-variables in Case positions.  By virtue of being an unselective binder, (wh shares the same properties with Existential Closure operators (Heim 1982, Reinhart 1995): they can simultaneously bind multiple variables across islands, but fail in inducing scope dependency on the intervening QPs (see Section 3).  Under these assumptions, sentence (36a), repeated as (39a), is mapped to the LF in (39b), if who is non-quantificational:

(38) a.
Who did Mary see?

b.
[CP whoi   [C’  (wh [C’ did [AgrSP Mary [AgrOP...ti/wh ]]]]

 [WH]        |__________________________|  

Here, the wh-phrase (whoi) does not bear [quant], and it moves to the sentence initial position to check [WH], leaving behind a free wh-variable (ti/wh) in AgrOP.  The latter variable is unselectively bound by (wh in Spec of CP.  

(wh  rescues wh-phrases without [quant] and I suppose it is responsible for creating sentences with multiple wh-phrases in-situ in English as well as in other languages.   I also suppose that whether (wh can license [WH] features vary across languages, creating cross-linguistic differences in overt wh-movement.
 

Under these assumptions, the regular existentials like some Ns and wh-phrases like who are treated in parallel: they may or may not be quantificational; if they are not quantificational, they are bound by an unselective binder; their wide scope accomplished by unselective binding does not induce scope dependency on intervening QPs, but instead yields an independent reading where no scope dependency arises.

4.3.    The analysis

To illustrate the above proposals, consider sentences (32b), (33), and (32a), repeated as (340a), (40b), and (40c), respectively:

(39) a.
What did most students see?


b.
What did many students see?


c.       Who saw most students?


As discussed earlier, the wide scope of the wh-phrase over the QP is suppressed in (40a) but is available in (40b-c).  

Consider, first, (40a).  The absence of the wide scope of what over most students is straightforwardly accounted for by the Minimal Q-Chain Constraint (MQCC).  In order for this reading to be available, the [quant] feature of the wh-phrase would have to c-command the [quant] of most students as in (41a):

(40)  

However, (41a) is ruled out by the MQCC since two Q-chains, namely the Q-chain created by the wh-phrase  and the Q-chain created by most students, are nested.  This correctly predicts the lack of the wide scope of the wh-phrase over the QP in (40a).  

Nonetheless, sentence (40a) is grammatical and allows an independent reading, where the question is asking what is the thing(s) such that the same set of students that constitute a majority saw.  This is also correctly predicted under the current analysis.  If the wh-phrase does not bear a [quant] feature, the free wh-variable introduced by the wh-phrase (ti/wh ) is unselectively bound by the existential operator ((wh) that occurs in Spec of the interrogative Comp as in (41b).  There are two nesting chains in (41b), but one of them does not bear [quant].  Thus, the MQCC is not violated.   For the same reason why Existential Closure operators do not cause scope-dependency, ( wh does not induce scope dependency on the intervening QPs (most students). 

By contrast, the wh-phrase can take scope over the QP subject many students in sentence (40b), repeated as (42):

(41) What did many students see?


This is because (42) can be mapped to the LF in (42’) without violating the MQCC if many is not a quantifier: 


Again, the two chains are nested but only one of them bears [quant], and thus the MQCC is not violated.  This correctly predicts the wide scope of the wh-phrase over the QP.

Finally, consider sentence (39c), repeated as (43):

(42) Who saw most students?

Sentence (43) can be mapped to the well-formed LF in (43’): 

Here, there are two Q-chains, but they are completely separate, and thus the MQCC is satisfied.  Since the [quant]-bearing wh-phrase (who) c-commands the QP (most students), it correctly predicts the wide scope of the former over the latter.

5.   Concluding Remarks

I have shown that scope order of QPs in English sentences, in fact, rigidly follows their overt command order in unmarked cases, and proposed that a quantifier-based minimality constraint, namely, the Minimal Q-Chain Constraint (MQCC), is responsible for it in part.  In the proposed account, the scope rigidity in English occurs due to the combination of the following four facts.  First, May-style free QR does not apply and quantificational QPs are in general interpreted in situ (Beghelli 1993).  This explains the lack of the wide scope of the object in the following sentences:

(43) a.
Some student read most books.

b. Some student read at least two books.

Second, QR as movement of [quant] features may apply only if other formal features (e.g. [Dst], [WH]) give a free-ride to [quant], but such QR is strictly constrained by the MQCC.  This explains the lack of the wide scope of the object in the following sentences:

(44) a.
Most students read every book.

b.
No student read every book.

c. Few students read every book.

Third, a wide scope reading that is made available via unselective binding does not induce scope dependency (Reinhart 1996). This explains the lack of a wide scope reading of the object, where the choice of student varies depending on the choice of book:

(45) Some student read two books.

Fourth, reconstruction cannot bring [quant] features back to NP-trace positions (the MQCC), and hence, NP-traces are irrelevant to scope determination.  Thus, in the following sentences, the narrow scope of the subject is unavailable although the sentences contain NP-traces:

(46) a.
Most books were read by every student.

b.
No book was read by every student.

d. Few books were read by every student.

Since English is, now, not very different from so-called “scope rigid” languages such as Chinese, German, Hungarian, and Japanese, the intriguing possibility is that the above four facts universally hold across languages and the remaining cross-linguistic differences on quantifier scope are due to some differences at lexical levels.

NOTES

* 
This paper is a part of my Ph.D. thesis (December 1996, SUNY at Stony Brook).  I would like to thank Richard Larson, Mark Aronoff, John Bailyn, Dan Finer, and Peter Ludlow for extensive comments and criticisms.
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�	I assume the definition of c-command in terms of maximal projection (May 1985:34) stated in (i): 


      (i)  c-commands  =df every maximal projection dominating  dominates , and  does not dominate .


� 	Besides the surface and inverse scope readings, there is another kind of reading, namely, a functional reading  (Groenendijk and Stokhof 1984, 1989, Chierchia 1993, Reinhart 1995, Dayal 1997).  For example, (1) can be interpreted as in (i) under a functional reading:


	(i)	Every book was read by some person, namely its author.


In this paper, I will not discuss functional readings since I assume that they require a special function variable, which is not in the scope of the current paper.  


�	The semantics of branching quantifiers is given by Barwise (1979):


If Q1 and Q2 are both monotone increasing, then 


Q1x  	\


 		    	[x loves y] 


Q2y	/ 





is interpreted as  (X (Y [Q1x(x(X) & Q2y(y(Y) & (x (y (x(X & y(Y  (x,y)], where a quantifier Q is monotone increasing is for all predicates A, B, QxA(x) & (x[A(x) (B(x) ] implies QxB(x).


� 	See Liu (1990).


� 	See Ruys (1992), Beghelli (1993) and Reinhart (1995).


� 	See Beghelli (1993).


�	Liu (1990) also gives a similar claim although her actual example is (i): 


(i)	Most of the students read every book.	


(=Liu1990:(3))


� 	This kind of sentence could allow an inverse reading if a special pragmatic context is provided.  For example, in the following scenario, the underlined sentence can allow an inverse reading, where the choice of the people varies depending on the choice of bills.


(i)	It was a strange day.  People were wandering in and out of the main chamber all day.  But most people present voted for every bill that came up.  


I think the inverse reading is not due to the wide scope of “every bill,” but due to the wide scope of the covert distributive quantifier over time t, which is inserted by the pragmatic context.  The latter can be paraphrased as “for every t, such that t is a moment at which a bill came up, most people present at t voted for the bill that came up at t.”


� 	Our intuitive judgment alone cannot logically verify the absence of the inverse scope reading in the sentences in (11) since in all the situations that the sentences are predicted to be true in their inverse scope construal, they are also true in their surface scope construal.  We can verify the absence of the inverse scope reading by embedding the sentence in a downward entailing environment, where the implication relation between inverse and surface scope construal is reversed.  In this case, we succeed in obtaining a situation we need.  For example, the sentences in (i) are predicted to be true on the inverse scope construal but false on the surface construal in a situation where some / more than two/ many student(s) read some books, but not all of them:


(i)	a.	It never happened that no student read every book.


b.	It never happened that few students read every book.


In such a situation, these sentences are judged false and we succeed in verifying the absence of the inverse scope in these sentences.


�   	See Scha (1981).


� 	Milsark (1974, 1977) argues that most is unambiguously quantificational because it expresses proportional size rather than absolute size.


� 	See Beghelli (1993) and Herburger (1993).


� 	It is not clear whether a monotone decreasing QP like fewer than two students causes the Suppressing Effect since there are some individual differences among the native speakers of English.  If it turns out to be a suppressing QP, my proposal is fully consonant with Beck’s (1986).  And if it turns out not to be a suppressing QP, we have to characterize the suppressing QPs independently from Beck’s proposal.  In the current paper, I take the latter position.


� 	Similar contrast holds with other predicates that require a set.  For example, (ia) yields an unusual interpretation where each of the students that constitute a majority surrounded the tree extending his arms, presumably at a different time, but (ib) can yield a usual interpretation where many students collaboratively surrounded the tree:


(i)	a.	Most students surrounded the tree.


b.	Many students surrounded the tree.


There are some cases where an expected contrast does not arise.  For example, some speakers found that both of the following sentences are sensible:


(ii)	a.	Most students gathered at the bar.


b.	Many students gathered at the bar.


I think this is because the act of gathering requires a set at the time when the act culminates, but does not require a set at the time when the act starts.  By contrast, the act of surrounding requires a set at the time when the act starts and ends.  Consequently, (ia) is anomalous but (iia) is not. 


� 	Beck (1996) proposes the Minimal Quantified Structure Constraint (MQSC): 


The Minimal Quantified Structure Constraint (MQSC): 


a.	Quantifier-Induced Barrier (QUIB):


The first node that dominates a quantifier, its restriction, and its nuclear scope is a Quantifier-Induced Barrier (QUIB).


	b.	Minimal Quantified Structure Constraint (MQSC):


If an LF trace  is dominated by a QUIB  , then the binder of  must also be dominated by 


� 	In Chomsky (1995), the purpose of QR is not to create operator-variable chains similar to the notations of standard logic.  The latter can be created at the level of interpretation.


� 	In Beghelli and Stowell (1997), DstP occurs between AgrSP and AgrOP.  In Sato (1996), I allow the possibility of generating DstP in various positions in a sentence in English.


� 	Other formal features that can give a ride to [quant] include Case features such as [AgrS] and [AgrO]. The idea that features get a free ride from other formal features and move as a feature package is proposed in Chomsky (1995). 


� 	The Minimal Q-chain Constraint (MQCC) proposed here and the Minimal Quantified Structure Constraint (MQSC) proposed by Beck (1996) make the same predictions except in inversely linked cases.  In inversely linked cases, the MQCC, but not the MQSC, makes a correct prediction in English cases, whereas the MQSC, but not the MQCC, makes a correct prediction in German cases.  This cross-linguistic difference is certainly very interesting, but I will not pursue it here since I focus on English cases in this paper.  I believe it is due to either structural differences or lexical variations between the two languages.  


� 	See the definition of chains in Chomsky (1981:333).


� 	This requirement exclusively applies to (quantificational) noun phrases, but presumably does not apply to negative elements such as sentential negation, which is also considered as a quantifier.


� 	As in Reinhart (1987, 1995), I assume that existentials are lexically ambiguous and they can be either quantificational or non-quantificational.


� 	 Since the tail of Q-chains roughly corresponds to a variable bound by a quantifier, this requirement is in consonant with the orthodox view that the variables must occur in Case positions (Chomsky 1981).


�	According to Liu, (i), which is more or less equivalent to (34a), does not have a wide scope reading of the wh-phrase over someone:


(i) Which men did someone say that Mary likes t ?		(Liu 1990:(57))


However, if we choose the context carefully, so that we can reduce the possibility of the specific reading of the existential, the latter may vary depending on the value of the wh-phrase in the similar construction.   For example, in the sentences in (ii), the value of the existential may vary: (iia) may be asking for the identity of foods each of which was instructed to avoid by some doctor or another; (iib) may be asking for the identity of medications each of which was claimed to be harmful by some researcher or another: 


(ii)	a.	Which foods did some doctor say that we should avoid?


b.	Which medications did some researcher say are harmful?


�	The possibility of moving [quant] along with [WH] is not important for Abe (1993), since he does not distinguish the latter reading from the independent reading of wh-phrases.  Since these readings arise through binding under Abe’s assumption, he does not have to raise [quant] along with [WH].  Independent reading of wh-phrases derived by binding will be discussed shortly.


� 	I assume that ti in (37b) is deleted at LF since it does not have any semantic contribution.  


� 	Following Chomsky’s (1992) suggestion about English in-situ wh-phrases, Abe (1993:237) assumes that the feature [WH] (his <+OP>) is licensed by being bound by the base-generated null operator that is in SPEC-head agreement with a Q-morpheme like ka in Japanese.  Abe finds that it is reminiscent of Heim’s (1982) proposal, but states that wh-phrases do not seem to obtain quantificational force from this procedure.   


�	For the possibility of multiple Spec, see Koizumi (1994) and Chomsky (1995).


� 	It is beyond the scope of this paper to discuss cross-linguistic variations in overt wh-movement.  See Abe (1993) for the possibility of allowing (wh to satisfy [WH] features.  


� 	Such a hypothesis is compatible with the widely held view that interlanguage variation is restricted to the idiosyncratic properties of individual lexical items (Borer 1983, Wexler and Manzini 1987).  Sato (1996) argues that the scope differences between English and Japanese result not from a radical difference in relevant LF-constraints or syntactic structures between the two languages, but from a difference in selectional properties of Dst between the two languages: the Dst in English is overt and selects various phrases such as IP, VP, NP, and PP whereas the Dst in Japanese is overt (-mo) and selects only NPs and PPs. 
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