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Abstract

This study of the behaviour of rainfall dynamics at different temporal scales identifies the type of approach most suitable for transformation
of rainfall data from one scale to another. Rainfall data of four different temporal scales, i.e. daily, 2-day, 4-day and 8-day, observed over a

period of about 25 years at the Leaf River basin, Mississippi, USA, are analysed. The correlation dimension method is employed to identify

the behaviour of rainfall dynamics. The finite correlation dimensions obtained for the four rainfall series (4.82, 5.26, 6.42 and 8.87, respectively)
indicate the possible existence of chaotic behaviour in the rainfall observed at the four scales. A possible implication of this might be that the
rainfall processes at these scales are related through a chaotic (scale-invariant) behaviour. However, a comparison of the correlation dimension
and coefficient of variation of each of the time series reveals an inverse relationship between the two (higher dimension for lower coefficient
of variation and vice versa). The presence of a large number of zeros in the higher resolution time series (that could result in an underestimation

of the dimension) and the possible presence of a higher level of noise in the lower resolution time series (that could result in an overestimation

of the dimension) might account for such results. In view of these problems, it is concluded that the results must be verified using other chaos

identification methods and the existence of chaos must be substantiated with additional evidence.
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Introduction

The outcomes of numerous studies of transformation of
hydrological data, such as rainfall, from one scale to another,
support unanimously such a possibility. Among these, the
fractal (or scaling) based studies that employ multi-fractal
random cascade schemes are of tremendous practical
significance. An important concern of such approaches,
however, is the connection between the structure of the
model on the one hand, and the underlying dynamics of the
process on the other. Establishing this connection is crucial.
The multi-fractal random cascade approaches treat the data
as a realisation of a stochastic process, whose prevalent
characteristic is the multi-fractal spectrum and, therefore,
may not account for the uniqueness of the data at hand.
Therefore, an approach that seeks to understand the whole
and unique data set, in addition to preserving the multi-
fractal spectrum, other important qualifiers of the records,
and the overall appearance of the data, is required to establish
such a connection. The notion of deterministic chaos (that
seemingly irregular-looking behaviour can be the result of

simple deterministic systems dominantly influenced by a
few nonlinear interdependent variables sensitive to initial
conditions) and the related nonlinear methods of data
processing have great potential.

Applications of the concept of deterministic chaos to
understand hydrological processes have received
considerable attention in recent times (e.g. Rodriguez-Iturbe
et al., 1989; Tsonis et al., 1993; Berndtsson et al., 1994,
Jayawardena and Lai, 1994; Koutsoyiannis and Pachaksis,
1996; Puente and Obregon, 1996; Porporato and Ridolfi,
1997; Krasovskaia et al., 1999; Sivakumar et al., 1999a;
Stehlik, 1999). That such applications have resulted in
noticeable progress in the areas of identification and
prediction of hydrological processes is encouraging news
for hydrologists. It is believed that the concept of chaos can
be employed also to solve other hydrological problems, such
as data transformation as well. An attempt is made in the
present study to employ the concept of chaos theory to
understand the dynamics of transformation of rainfall from
one scale (or resolution) to another, a problem of significant
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importance in hydrology, as the lack of high-resolution
rainfall data is one of the most prominent limiting factors in
hydrological calculations.

Almost all of the past studies of the existence of chaos in
rainfall processes analysed time series of only one particular
scale measured at the same geographical location (e.g.
Berndtsson et al., 1994; Jayawardena and Lai, 1994;
Sivakumar et al., 1999a) or of different scales observed in
different geographical locations (e.g. Rodriguez-Iturbe et
al., 1989). Hence, none could provide information about
whether or not the transformation of rainfall process between
different scales is chaotic. As a first step, the present study
investigates rainfall series of different (temporal) scales
observed at the same geographical location. Rainfall data
of four different temporal scales, i.e. daily, 2-day, 4-day,
and 8-day, over a period of about 25 years observed at the
Leaf River basin, Mississippi, USA, are analysed
(independently) to investigate the existence of chaos. The
underlying assumption is that the individual behaviour of
the dynamics of rainfall processes at these scales provides
important information about the dynamics of the overall
rainfall transformation between these scales. More
specifically, if the rainfall processes at different scales exhibit
chaotic behaviour, then the dynamics of the transformation
between them may also be chaotic. The presence of chaos
in the rainfall series is investigated by employing the
correlation dimension method (e.g. Grassberger and
Procaccia, 1983). The correlation dimension is a
representation of the variability or irregularity of a process
and furnishes information on the number of dominant
variables present in the evolution of the corresponding
dynamical system; it can indicate not only the existence of
chaos in the rainfall process, if any, but also reveal whether
the process is deterministic or stochastic, if not chaotic.

Correlation dimension method

The correlation dimension method uses the correlation
integral (or function) to distinguish chaotic and stochastic
systems. The Grassberger-Procaccia algorithm (Grassberger
and Procaccia, 1983), employed in this study to estimate
the correlation dimension of the rainfall series, uses the
concept of phase-space reconstruction. For a scalar time
series X, where i = 1, 2, ..., N, the phase-space can be
reconstructed using the method of delays, according to (e.g.
Takens, 1981):

Y=(X,X_X
J J

O T

2 Xj+(”l-l) 17) ( 1 )

where j =1, 2, ...., N-(m-1)t/At; m is the dimension of the
vector ¥, also called the embedding dimension; and 7 is a
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delay time. For an m-dimensional phase-space, the
correlation function C(r) is given by

2
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where H is the Heaviside step function, with H(u) =1 for u
>0, and H(u) =0 foru<0, whereu=r-1Y, - Yj\, ris the
radius of sphere centred on Y, or Y. If the time series is
characterised by an attractor (a geometric object which
characterises the long-term behaviour of a system in the
phase-space) then, for positive values of r, the correlation
function C(r) is related to the radius 7 by:

Cr)~a r 3)
v

where a is coffStant and v is the correlation exponent or the
slope of the log C(r) versus log r plot given by
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The slope is generally estimated by a least-squares fit of a
straight line over a certain range of 7, called the scaling
region.

The presence/absence of chaos can be identified using
the correlation exponent versus the embedding dimension
plot. If the correlation exponent saturates and the saturation
value is low, then the system is generally considered to
exhibit low-dimensional chaos. The saturation value of the
correlation exponent is defined as the correlation dimension
of the attractor. The nearest integer above the saturation
value provides the minimum number of variables necessary
to model the dynamics of the attractor. On the other hand, if
the correlation exponent increases without limit with
increase in the embedding dimension, the system under
investigation is generally considered as stochastic.

Analyses, results, and discussion

In the present study, rainfall data observed at the Leaf River
basin, Mississippi, USA, are used. The climate in this region
is humid subtropical, characterised by short, mild temperate
winters and long, hot summers. The mean annual
precipitation is about 1350 mm. March is the wettest month
with a mean rainfall of about 160 mm, while October is
driest with a mean rainfall of about 80 mm. For this
investigation, rainfall data of four different scales (or
resolutions), i.e. daily, 2-day, 4-day and 8-day, observed over
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a period of about 25 years (January 1963 - December 1987)
are used.

Figure 1 shows the variation of the daily rainfall series at
the Leaf River basin, while Table 1 presents some of the
important statistics of the above four series. The correlation
functions and the exponents are now computed for the four
series. The delay time, 7, for the phase-space reconstruction
is computed using the auto-correlation function method and
is taken as the lag time at which the auto-correlation function
first crosses the zero line (e.g. Holzfuss and Mayer-Kress,
1986). Figure 2 shows the variation of the auto-correlation

250 1

200

150 A

100 A

Rainfall (mm)

50 4

04 i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Time (Day)

Fig. 1. Variation of daily rainfall series at the Leaf River basin

Table 1. Statistics of Leaf River rainfall data (values in mm)

Parameter Daily  2-day 4-day 8-day
Number of data 8192 4096 2048 1024
Mean 4.03 8.06 16.12 32.24
Standard deviation 10.47 15.61 22.08 31.90
Variance 109.46  243.56 487.62 1017.62
Coefficient of variation 2.60 1.94 1.37 0.99
Maximum value 221.52  221.52 221.52 234.03
Minimum value 0.00 0.00 0.00 0.00
Number of zeros 4467 1633 412 62

(54.53%) (39.87%) (20.12%) (6.05%)
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Fig. 2. Autocorrelation function for daily rainfall series

Table 2. Results of correlation dimension analysis of rainfall
data

Parameter Daily  2-day 4-day  8-day
Delay time 2 5 3 5
Correlation dimension 482 526 6.42 8.87
Number of variables 5 6 7 9
Coefficient of variation 2.60 194 1.37 0.99
Percentage of zeros 54.53 39.87 20.12 6.05

function against the lag time for the daily rainfall series.
For the four series, the first zero value of the autocorrelation
function is attained at lag times 2, 5, 3 and 5 respectively
(Table 2); therefore, these values are used as the delay times
in the phase-space reconstruction.

For the daily rainfall series, Fig. 3(a) shows the
relationship between the correlation integral, C(r), and the
radius, 7, for embedding dimensions, m, from 1 to 20. The
log C(r) versus log r plots indicate clear scaling regions
that allow fairly accurate estimates of the correlation
exponents. Figure 3(b) presents the relationship between
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Fig. 3. (a) Log C(r) versus og r for daily rainfall series; and (b)
Relationship between correlation exponent and embedding
dimension for daily, 2-day, 4-day, and 8-day rainfall series
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the correlation exponent values and the embedding
dimension values for the four rainfall series. For all the
series, the correlation exponent value increases with the
embedding dimension up to a certain dimension, beyond
which it is saturated; this is an indication of the existence of
deterministic dynamics. The saturation values of the
correlation exponent (or correlation dimension) for the four
rainfall series are respectively, 4.82, 5.26, 6.42 and 8.87
(Table 2). The finite correlation dimensions obtained for
the four series indicate that they all exhibit chaotic behaviour.
The presence of chaos at each of these four scales suggests
that the dynamics of transformation of rainfall between these
scales may also exhibit chaotic behaviour. This, in turn, may
imply the applicability (or suitability) of a chaotic approach
for transformation of rainfall data from one scale to another.
However, care must be taken in adopting such an
interpretation for the following reasons.

The (correlation) dimension of a time series represents
the variability or irregularity of the values in the series. A
series with a high variability in values provides a higher
dimension, which, in turn, indicates higher complexity in
the dynamics of the process. A low dimension would be the
result of low variability, indicating that the dynamics of the
process are less complex. The dimension results obtained
above indicate that the rainfall series at the 8-day scale
exhibits the highest variability. The correlation dimension
value of 8.87 obtained indicates that the number of dominant
variables involved in the dynamics of the 8-day rainfall
series is 9. On the other hand, the daily series, yielding a
correlation dimension of 4.82, exhibits the lowest variability,
indicating that the number of dominant variables involved
in the daily rainfall dynamics is 5. For rainfall series at 2-
day and 4-day scales, the correlation dimensions obtained
are respectively 5.26 and 6.42 so that the number of variables
dominant in the dynamics is 6 and 7 respectively (Table 2).

The correlation dimensions and, thus, the number of
variables obtained for the four rainfall series indicate that
aggregating the rainfall from higher resolutions, such as
daily and 2-day, to lower resolutions, such as 4-day and 8-
day, increases the variability of the rainfall dynamics. Such
an observation seems to be contrary to what is normally
observed in nature; in general, the temporal aggregation of
rainfall often decreases the variability.

The values of the coefficient of variation, defined as the
ratio of the standard deviation to the mean, presented in
Table 1, support this latter point. The highest coefficient of
variation of 2.60 is observed for the (highest resolution)
daily rainfall series, indicating that the daily series exhibits
the highest variability. The coefficient of variation values
for the 2-day, 4-day and 8-day rainfall series are in
decreasing order with values of 1.94, 1.37 and 0.99
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respectively, indicating a decreasing trend in the variability,
with the (lowest resolution) 8-day rainfall exhibiting the
lowest variability.

The above dimension results seem to indicate that the
correlation dimension method may have some serious
limitations. It is not known, at this stage, whether the
dimensions of the higher resolution series are
underestimated or those of the lower resolution series are
overestimated. Possible explanations can be provided, if
either of the above is assumed correct (or wrong).

The correlation dimension method is based on the
assumption that the time series is infinite and noise-free.
Therefore, the application of this method to rainfall series,
which are always finite and contaminated by noise (e.g.
measurement error), may sometimes provide misleading
results. For example, a finite and small data set may
underestimate the actual dimension (e.g. Havstad and Ehlers,
1989), whereas the presence of noise may result in an
overestimation of the dimension (e.g. Schreiber and Kantz,
1996).

The belief that the estimation of the correlation dimension
requires a large data set is based on the assumption that the
data size depends on the embedding dimension used in the
phase-space reconstruction. However, Sivakumar (2000)
reveals that the data size depends on the type and dimension
of the underlying process, rather than the embedding
dimension. The sizes of the rainfall series considered in the
present study and the dimension results obtained may also
be used to explain the above point. The higher resolution
rainfall series, such as daily and 2-day, are significantly
larger in size than that of the lower resolution series, but
yield significantly lower dimensions than those of the lower
resolution series. In other words, the dimension estimate
increases with a decreasing data size and vice versa. This
suggests that the data size could have only very little
influence, if any at all, on the dimension estimate and,
therefore, the chances of underestimation of the dimension
for the higher resolution series (compared to the others) may
be very limited. Also, it is the author’s belief that the rainfall
series of different scales (with a lowest scale of 8 days)
observed over a period of 25 years are sufficient to
understand the dynamics of the rainfall process at these
scales.

Recent studies have revealed that the presence of noise in
the data could result in an overestimation of the dimension,
and the extent of overestimation increases with the noise
level (e.g. Sivakumar et al., 1999b; Sivakumar, 2000). The
(highest resolution) daily rainfall series is contaminated by
both measurement noise (due to the influence of wind,
wetting, evaporation, gauge exposure, instrumentation and
human error in reading the data) and dynamical noise. As
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the 2-day, 4-day and 8-day rainfall series are obtained simply
by adding the appropriate number of daily rainfall values,
the noise levels in these series relative to the daily series
may be interpreted in two possible ways. If the daily series
is contaminated by random noise, then the noise levels in
the 2-day, 4-day and 8-day series may be almost the same
as that in the daily series. However, if the noise is systematic
(either underestimation or overestimation of rainfall), then
the noise levels in the lower resolution series will be
(significantly) higher than that in the daily series. In the
absence of any information about the type and level of noise
present in the daily rainfall series, any conclusion on the
level of noise in the other three series is very difficult to
provide. However, as the systematic noise is more dominant
(compared to other types of noise) in a tipping bucket
raingauge (the type of gauge used for rainfall measurement
at the Leaf River basin), it is possible that the 2-day, 4-day
and 8-day rainfall series have, in order, increasing noise
levels. In view of this, the dimension results obtained for
the rainfall series of different scales indicate that the highest
dimension is obtained for the 8-day rainfall, which in all
probability has the highest noise level, whereas the daily
rainfall, probably having the lowest noise level, yields the
lowest dimension. These results suggest that overestimation
of the dimension of the lower resolution series (due to noise)
could be much higher than that of an underestimation of the
dimension at higher resolution scales (due to data size).

The problems of data size and noise are encountered in
almost every field of natural and physical phenomena,
including hydrology (e.g. Havstad and Ehlers, 1989;
Schreiber and Kantz, 1996; Sivakumar et al., 1999b). It is
important to note, however, that there could also be other
problems, as serious as or even more serious than the above,
that might not have received the necessary attention because
of their association with a particular field. One such problem
commonly encountered in the field of hydrology
(particularly rainfall) is the presence of a large number of
zeros in the measurements. In the presence of a large number
of any single value in a time series, the reconstructed hyper-
surface in phase-space will tend to a point and may result in
a significant underestimation of the correlation dimension
(e.g. Tsonis et al., 1994).

The statistics of the four rainfall series analysed in the
present study (Tables 1 and 2) indicate that the percentage
of zeros are 54.53, 39.87, 20.12, and 6.05, for daily, 2-day,
4-day and 8-day rainfall, respectively. As expected, the
percentage of zeros in the highest resolution rainfall, i.e.
daily, is greater than that in all the other series, and continues
to decrease for lower resolution series until it reaches the
lowest level for 8-day series. The percentage of zeros in the
four series suggests that the dimension of the daily rainfall

series could be underestimated significantly and the extent
of underestimation decreases for the 2-day and 4-day series
until it reaches the lowest level for the 8-day series. The
dimension results obtained for the four series support the
above. If the elimination of the large number of zeros from
the series is possible, then the underestimation of the
dimension can be avoided, in which case the highest
resolution series may result in the highest dimension; then
the change in the dimension could coincide with the change
in the coefficient of variation, thus representing the true
variability of the dynamics of the series. However, the
dimension value of even as high as 8.87 obtained for the 8-
day rainfall series (with 6.05% of zeros) could be an
underestimation of the actual dimension, if the influence of
noise is not significant in the dimension estimate.

The possible underestimation of the dimension due to the
presence of a large number of zeros in the rainfall series
may also be explained as follows. Assuming a (daily) rainfall
series of dimension d = 4.82, in all embedding dimensions
m < 4.82, the object is space filling. Thus, for m <5, n =m,
while for m 3 5, n = 4.82. Thus, the first deviation of the
correlation exponent from the diagonal (i.e. n =4.82 starting
at m = 5 and remaining constant for higher values of m)
against the embedding dimension should provide an estimate
of the correlation dimension. However, for the rainfall series
analysed in the present study (and many other natural time
series), Fig. 3(b), the plot of the correlation exponent versus
embedding dimension, shows that for values of m <5,n'm
(but n <m), and n =4.82 not for all values of m * 5, but only
when the value of m is large (about 13). In fact, the values
of n are underestimated consistently for all values of m. As
aresult, the first deviation in the correlation exponent from
the diagonal and the saturation of the correlation exponent
(i.e. d) do not occur at the same embedding dimension.
Instead, the correlation exponent deviates from the diagonal
for values of m even less than 5 (e.g. m as low as 1) and the
deviation continues for higher values of m until saturation.
This observation is not consistent with the concept of the
phase-space reconstruction, where n must be equal to m for
all values of m < d. A possible reason for this could be the
presence of a large number of a single value (zero in this
case) occurring in the series. Figure 3(b) indicates that
significant underestimation of the correlation exponent
(against m) occurs for the daily series and the
underestimation of d is very small for the 8-day series.
Interestingly, the daily rainfall series contains the highest
percentage of zeros (54.53%) and the 8-day series contains
the lowest percentage of zeros (6.05%). A decrease in trend
in the dimension estimate is observed also for 2-day and 4-
day rainfall, which have zero values of 39.87% and 20.12%
respectively. These observations suggest the extent of the
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influence of the large number of zeros on the correlation
dimension estimation (i.e. underestimation).”

In general, the dimension estimation of a time series can
be influenced by, but not limited to, data size, noise and
percentage of zeros. However, the observations made above
seem to indicate that the data size has very little influence
on the dimension estimation, whereas the presence of noise
and the large number of zeros may have significant effects.
Also, recent studies (e.g. Sivakumar et al., 1999b;
Sivakumar, 2000) reveal that, while small levels of noise
influence significantly the accuracy of prediction estimates,
the correlation dimension estimates are not influenced
significantly (i.e. overestimated) even when noise levels are
high. Hence, a significant part of the difference in the
dimensions of the daily and 8-day rainfall series may well
be attributed to the underestimation of the dimension due
to the presence of zeros in the series. This leads to the
suggestion that the dimensions of the higher resolution
rainfall series are significantly underestimated.

The above results suggest that the dimensions are
influenced more significantly by the presence of a large
number of zeros than by noise or data size, particularly in
the higher resolution series, such as daily and 2-day, in which
more than one-third of the values are zeros. However, most
studies of chaos in rainfall series analysed daily or even
higher resolution series (that with the exception of storm
events, may contain a large number of zeros) without
investigating the influence of the zeros. As those studies
analysed rainfall series of only one particular scale observed
in the same geographical location or of different scales
observed in different geographical locations rather than
rainfall series of different scales at the same location, the
accuracy of the dimension of the series could neither be
quantified nor the influence of the zeros investigated. The
availability of the coefficient of variation for each of the
series analysed in the present study could verify the accuracy
of the dimension estimate and the possible influence of zeros
(underestimation) as it analysed rainfall series at four
different scales. The inverse relationship between the
correlation dimension and the coefficient of variation
suggests the possible influence of a large number of zeros.

As it is typical to observe a large number of zeros in rainfall
series, particularly the higher resolution ones, this
observation adds an additional important question about the
application of the correlation dimension method to rainfall
series, . A zero value in the rainfall series is as important as
any other value in the series and, therefore, cannot be
eliminated in the correlation dimension estimation. On the
other hand, since the lower resolution rainfall series
considered in the present study are expected to have
significant levels of noise, it may be necessary to study its
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influence (overestimation) by estimating and subsequently
reducing the levels of noise. The outcomes of such studies
could be very useful in understanding the above problems
and in verifying the present results regarding the correlation
dimensions of the rainfall series and the existence of chaos
in the dynamics of rainfall transformation between the
different scales studied.

Conclusions and scope for further
study

Understanding the dynamical behaviour of transformation
between the rainfall processes observed at different scales
is important to identify the suitable type of approach and
the possibility of transformation of data from one scale to
another. Using the correlation dimension method, the present
study investigated rainfall series of four different temporal
scales, daily, 2-day, 4-day and 8-day, observed at the Leaf
River basin, Mississippi, USA. The underlying assumption
was that the dynamical behaviour of the rainfall processes
at the different scales could provide important information
regarding the behaviour of the overall transformation
process between these scales.

The fact that the correlation dimension method yielded
finite dimension values 0f 4.82, 5.26, 6.42, and 8.87 for the
daily, 2-day, 4-day and 8-day rainfall series respectively
suggests that all of the above rainfall series exhibited chaotic
behaviour. Hence, the transformation process between these
scales might also be chaotic; however, such an interpretation
must be further substantiated. Investigation of any parameter
that connects the above rainfall series could be useful. The
distribution of rainfall from one scale to another is one such
important parameter, studies of which might lead to
additional information regarding the behaviour of
transformation processes at the Leaf River basin.

The correlation dimension results showed that the higher
resolution rainfall series yielded lower dimensions than did
the lower resolution series, suggesting that the variability
of the higher resolution series was less than that of the lower
resolution series. Unfortunately, aggregations of rainfall
from higher to lower resolutions normally decrease the
variability; this suggests that the correlation dimension
method may have serious limitations. Verification, using
values of the coefficient of variation, revealed that the
dimensions of the higher resolution rainfall series might have
been underestimated significantly because of the presence
of a large number of zeros in these series compared to those
in the lower resolution series. On the other hand, the
dimensions of the lower resolution series might have been
overestimated slightly due to the presence of higher levels
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of noise in these series compared to those in the higher
resolution ones. It is important, therefore, to study the
problems of the presence of zeros and noise in the rainfall
series if realistic dimension estimates and variability of the
rainfall series are to be obtained.

Although the present study did not answer concusively
the existence of chaotic behaviour in the dynamics of rainfall
transformation process between different scales, it has
provided some clues so as not to exclude such a possibility
and justifies continuation of the investigation to confirm
the existence of a chaotic component in the transformation
process. In addition to the possible further directions
provided above, e.g. analysis of distribution of weights,
study of the presence of zeros and noise in the rainfall series,
other chaos identification methods, such as the nonlinear
prediction method, may support the present results. If
confirmed, the presence of chaotic behaviour could provide
interesting openings for a better understanding of the rainfall
transformation process.
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