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Abstract. This paper considers the fundamental problem of key agreement among
a group of parties communicating over an insecure public network. Over the years, a
number of solutions to this problem have been proposed with varying degrees of com-
plexity. However, there seems to have been no previous systematic look at the growing
problem of key agreement over combined wired/wireless networks, consisting of both
high-performance computing machines and low-power mobile devices. In this paper we
present an efficient group key agreement scheme well suited for this networking envi-
ronment. Our construction is intuitively simple, and yet offers a scalable solution to
the problem.

Keywords: Group key agreement, combined wired/wireless networks, mobile devices,
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1 Introduction

A group key agreement protocol is designed to allow a group of parties communicat-
ing over an untrusted, open network to share a secret value called a session key. This
common session key is typically used to facilitate standard security services, such as
authentication, confidentiality, and data integrity, in various applications which are
likely to involve a large number of users. As these group-oriented applications prolifer-
ate in modern computing environments (e.g., video conferencing, multi-player game,
and replicated database), the design of an efficient group key agreement protocol
has received much attention in the literature [8, 15, 3, 12, 4, 5, 13] as an important re-
search goal. The efficiency of group key agreement protocols is measured with respect
to communication complexity, as well as computational complexity. Communication
complexity is quantified as both the number of rounds of communication among users
and the number of messages sent/received by users, while computational complex-
ity is mostly concerned with the number of public-key cryptography operations that
users have to perform. For a group key agreement protocol to be scalable, it is of
prime importance in many real-life applications that the protocol be able to run only
in a constant number of communication rounds.

In this paper we consider the scenario where limited-function devices, such as
PDAs and handheld computers, and general-purpose computing machines like servers
and desktop computers coexist participating in the same group. When one considers
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the broad range of wirelessly connected mobile devices used today, it is clear that
integrating such network-enabled devices into secure group communication systems
is timely and will be increasingly important. Although mobile devices represent an
already large and growing percentage of the computing population, security is still
a major gating factor for their full adoption. Despite all the work conducted over
many decades, the implementation of strong protection in a mobile environment is
non-trivial [2]. Security solutions targeted for more traditional networks are often
not directly applicable to wireless networks due to a marked difference in computing
resources between mobile devices and stationary computers.

Indeed, most of previous group key agreement protocols are not well suited for
networking environments similar to our setting. Even though some constant-round
protocols have been proposed [8, 12, 5], they are still too costly to be practical for
applications involving mobile devices with limited computing resources. The reason
for this is that these protocols are fully symmetric and therefore, as group size grows,
the workload of every user also increases substantially, imposing an unfair, excessive
burden on small mobile devices. Other constant-round protocols [4, 6], while they
require only a fixed amount of computation for all but one group member, do not
provide perfect forward secrecy [10]; i.e., earlier session keys are compromised by loss
of some underlying information at the present time. Furthermore, in these protocols
one special user must perform O(n) public-key cryptography operations in a group
of size n, being a significant performance bottleneck in a large group setting.

In this work we focus on contributory key agreement protocols in which the session
key is derived as a function of contributions provided by all parties. In contributory
key agreement protocols, a correctly behaving party is assured that as long as his
contribution is chosen at random, even a coalition of all other parties will not be
able to have any means of controlling the final value of the session key. Therefore,
contributory key agreement protocols are fairer and more secure than key transport
protocols. Thus, it is often recommended to use contributory key agreement to prevent
some parties having any kind of advantage over the others [1]. Moreover, most key
transport protocols [16, 14], while they focus on minimizing the cost of the rekeying
operations associated with group updates, lack at least one of the important security
properties: perfect forward secrecy or known key security.

Our main contribution is an efficient constant-round scheme for contributory
group key agreement over combined wired/wireless networks, consisting of arbitrary
numbers of mobile devices and stationary high-performance computers. While a num-
ber of problems related to group key agreement have been tackled and solved over the
past years, there seems to have been no previous systematic look at the growing prob-
lem of group key agreement in this networking environment. In order to generalize
the problem, we broadly divide all the users of the network into two groups, namely,
users that have sufficient computational capabilities and users that have relatively
low computing resources. By evenly spreading most of workload across high power
users, we avoid any potential performance bottleneck of the system while keeping the
computational cost of low power users at minimal. Our group key agreement scheme
is also very efficient in terms of communication complexity which includes both round
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and message complexities. Without respect to the number of users, our scheme re-
quires only a constant number of communication rounds and furthermore achieves
optimal message complexity [3]. Communication complexity is especially relevant in
today’s computing environments where the rapid increase in computation power of
computers exposed high network delay and congestion as a major bottleneck in group
key agreement schemes.

The remainder of this paper is organized as follows. First, we review some of the
most well-known protocols in the next section. Then, we set up some notation and
assumptions in Section 3, and propose our group key agreement scheme in Section 4.
Finally, we discuss the efficiency and the security of the proposed scheme in Section
5 and Section 6, respectively.

2 Related Work

This section describes some of previous works including all the constant-round proto-
cols published up to date. The original idea of extending the 2-party Diffie-Hellman
scheme [9] to the multi-party setting dates back to the classical paper of Ingemarsson
et al. [11], and is followed by many works [8, 15, 3] offering various levels of complex-
ity. But, only recently have Bresson et al. [7] proposed the first group key agreement
protocol proven secure in a well-defined security model. This provably-secure protocol
is based on one of the protocols of Steiner et al. [15] and requires n communication
rounds to establish a session key among a group of n parties. Therefore, as group
size grows large, this protocol becomes impractical particularly in wide area networks
where the delays associated with communication dominate the cost of group key
agreement protocols.

Fully Symmetric Protocols. Using the security model of Bresson et al. [7], Katz
and Yung [12] have recently proposed the first constant-round and provably-secure
protocol for group key agreement. More precisely, they provide a formal proof of se-
curity for the two-round protocol of Burmester and Desmedt [8], and introduce a
one-round compiler that transforms any group key agreement protocol secure against
a passive adversary into one that is secure against an active adversary. While these
protocols [8, 12] are very efficient in general, they are not well suited for applications
deployed over a combined wired/wireless network. Due to the full symmetry of the
protocols, each mobile device has to receive O(n) messages, and perform 3 modular
exponentiations, O(n log n) modular multiplications, O(n) signature verifications, and
2 signature generations. Most recently, in [5], Bresson and Catalano have introduced
another fully-symmetric protocol which requires two rounds of communication. In-
terestingly, unlike previous approaches, they construct the protocol by combining the
properties of the ElGamal encryption scheme with standard secret sharing techniques.
However, with increasing number of users, the complexity of the protocol becomes
beyond the capabilities of small mobile devices.

Extremely Asymmetric Protocols. In [4], Boyd and Nieto have presented the
first group key agreement protocol that can be completed in a single round of com-
munication. But unfortunately, this protocol does not achieve perfect forward secrecy
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even if its round complexity is optimal; it still remains an open problem to find a
one-round group key agreement protocol providing forward secrecy. In 2003, another
constant-round protocol that does not achieve forward secrecy has been offered by
Bresson et al. [6]. This protocol provides an efficient method to agree on a session
key between a gateway and a cluster of mobile devices. However, in common with
the protocol of Boyd and Nieto [4], this protocol suffers from extreme asymmetry in
the sense that one distinct user performs O(n) computations whereas the other users
perform only O(1) computations. Consequently, none of previous research addresses
well the problem of group key agreement over combined wired/wireless networks.

3 Protocol Preliminaries

We fix a nonempty set U of n users who wish to agree on a common session key by par-
ticipating in a group key agreement protocol. Let U = S∪R, where S = {U1, . . . , Unh

}
is the nonempty set of users that have sufficient computational capabilities and
R = {Unh+1, . . . , Un} is the set of users that have relatively restricted computing
resources. As depicted in Fig. 1(a), the users are arranged in a tree structure with
height 2 according to their computing power. All users in R are at leaves in the tree
while the users in S could be at any level in the hierarchy from 0 to 2. Let nl denote
the cardinality of R (i.e., n = nh + nl). Given nh and nl, the number of users at
level 1, m, is determined as follows, aiming to minimize the maximum amount of
computation that one has to perform during an execution of the protocol.

m =





0 if nh = 1 or nh = 2
nh − 1 if nl ≥ (nh − 1)(nh − 2)

k otherwise,

where k is the largest positive integer such that k2 ≤ n − 1. Fig. 1(b) shows one
extreme case where m = 0 (i.e., nh = 1 or nh = 2), and thus, the users are organized
into an (n− 1)-ary tree with height 1.

…

U1

U2 Um+1

…

…Um+2

…

… Un

…

(a) nh > 2

U1

U2

…

…

UnU3

(b) nh = 1 or nh = 2

Fig. 1. U = S ∪R, S = {U1, . . . , Unh}, R = {Unh+1, . . . , Un}

In the next section, we first construct a two-round protocol for the extreme case
nh ≤ 2 and then show that an efficient three-round protocol for the case nh > 2 can
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be constructed by generalizing the idea of the two-round protocol. Due to lack of
space, we focus on security against passive adversaries and assume all messages are
digitally signed by their source in a way that the signatures cannot be forged.

To simplify the descriptions of the protocols, we divide the set U into three disjoint
subsets L0, L1 and L2 which denote the sets of users at level 0, 1 and 2, respectively.
We assume that all users know the structure of the tree and their position within the
tree. Furthermore, the finite cyclic group G = 〈g〉 of `-bit prime order q is assumed
to be known in advance. There is also a one-way hash function H : {0, 1}∗ → {0, 1}`

modelled as a random oracle in the security proof.

4 The Proposed Scheme

This section introduces new constant-round protocols for group key agreement, which
take advantage of the difference in computing power between users.

4.1 Basic Protocol

Consider the case nh ≤ 2. The protocol for this case, on input three sets L0 = {U1},
L1 = {U2, . . . , Un}, and L2 = ∅, is performed in two communication rounds, the first
with n− 1 unicasts and the second with a single broadcast, as follows (see Fig. 2 for
an example):

Round 1. Each user Ui ∈ L1 chooses a random ri ∈ Zq and computes zi = gri , and
sends zi to its parent U1, who chooses random s, r1 ∈ Zq and computes w = gs

and x1 = gsr1 .
Round 2. User U1 computes xi = zs

i upon receiving each zi. After computing X =∏
i∈[1,n] xi and the set Y = {yi | i ∈ [2, n]}, where yi = X ·x−1

i , user U1 broadcasts
w‖Y to its children.

Key computation. Upon receiving the broadcast, each user Ui ∈ L1 computes
X = yi · wri . All users in U compute their session key as K = H(Y, X).

U1

U2 U4U3

1) 1) 1)2)

1) Round 1: gr2 , gr3 , gr4 .
2) Round 2: w = gs,Y = {gs(r1+r3+r4), gs(r1+r2+r4), gs(r1+r2+r3)}.

Fig. 2. An execution of the basic protocol with U = {U1, U2, U3, U4}
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4.2 Generalized Protocol

This subsection presents our main construction which uses as a basic building block
the two-round protocol described above. The idea is to distribute the users into m
subgroups and to run the basic protocol for each subgroup. After having derived a
shared secret value, each subgroup participates again in the basic protocol as a single
entity to generate the final group key. Each parent Up ∈ L1 forms a subgroup with
its children (see Fig. 1(a)) and takes charge of the central control in that subgroup.
We denote by Ip the set of indices of the children of user Up. Now the users in three
nonempty sets, L0 = {U1}, L1 = {U2, . . . , Um+1} and L2 = {Um+2, . . . , Un}, agree on
a common session key as follows (see also Fig. 3):

Round 1. Each user Ui ∈ L2 chooses a random ri ∈ Zq and computes zi = gri , and
sends zi to its parent. The other users (i.e., the users with children) select two
random values; user U1 chooses random s1, k1 ∈ Zq and computes w1 = gs1 and
x̂1 = gs1k1 , and user Up ∈ L1 chooses random sp, rp ∈ Zq and computes wp = gsp

and xpp = gsprp .
Round 2. Each user Up ∈ L1, upon receiving each message zi for i ∈ Ip, computes

xpi = z
sp

i . After computing Xp =
∏

i∈Ip∪{p} xpi, the set Yp = {Yi | i ∈ Ip}, where
Yi = Xp ·x−1

pi , the subgroup key kp = H(Yp, Xp), and ẑp = gkp , user Up broadcasts
mp = ẑp‖wp‖Yp.

Round 3. The user U1 ∈ L0, upon receiving each message mp for p ∈ [2,m + 1],
computes x̂p = ẑs1

p . After computing X1 =
∏

p∈[1,m+1] x̂p, Y1 = {Ŷp | p ∈ [2,m +
1]}, where Ŷp = X1 · x̂−1

p , user U1 broadcasts w1‖Y1.
Key computation. Now for all p ∈ [2,m + 1] and all i ∈ Ip, user Ui is able to

generate the session key K; first Ui calculates kp = H(Yp, Xp) with Xp = Yi · wzi
p

and then K = H(Y1, X1) with X1 = Ŷp · wkp

1 .

U1

U2 U4

U5 U8

U3

U6 U7 U9 U10 U11 U12

1) 1) 1) 1) 1) 1) 1) 1)

2) 2) 2)

2) 2) 2)

3)

1) Round 1: z5, . . . , z12. 2) Round 2: ẑ2‖w2‖Y2, . . . , ẑ4‖w4‖Y4. 3) Round 3: w1‖Y1.

Fig. 3. An execution of the generalized protocol with U = {U1, . . . , U12}
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5 Efficiency

To the best of our knowledge, the protocol of Burmester and Desmedt [8] (often called
the BD protocol) is the most efficient one among forward-secure group key agreement
protocols published up to date. Therefore, in Table 1 we compare the efficiency of
our protocols with the BD protocol. As for computational costs, the table lists the
amount of computation that each user has to perform.

The protocols proposed in this paper are very efficient in terms of both round and
message complexities. In particular, both the two- and three-round protocols achieve
optimal message complexity, requiring only n messages (see Theorem 2 of [3]). Our
group key agreement protocols are also very efficient in terms of the computational
cost of mobile devices. If precomputations are possible, all the exponentiations in
the first round of the protocols can be performed off-line and thus, only one or two
exponentiations per mobile device is required to be done on-line. Furthermore, the
three-round protocol avoids any potential performance bottleneck by distributing
computation among the high power users; the maximum computation rate per user
is bounded by O(

√
n) with the reasonable assumption that the number of high power

users is at least
√

nl.

On the other hand, in the BD protocol, all users behave in a completely symmetric
manner; each user broadcasts one message per round, and performs 3 modular ex-
ponentiations and O(n log n) modular multiplications. While this protocol takes only
two communication rounds, the full symmetry negatively impacts on the overall per-
formance of the protocol involving mobile devices. The number of messages received
by each mobile device is O(n) compared to O(1) in our protocols. This implies that in
the BD protocol, all users including mobile users have to perform O(n) signature veri-
fications. Moreover, the number of modular multiplications per user increases rapidly
as group size grows.

We summarize as follows: in situations where users with equal computational
capabilities communicate over a broadcast network, the fully-symmetric protocol of
Burmester and Desmedt might be more favorable than our protocols which, in con-
trast, are well suited for more realistic settings where users with asymmetric comput-
ing powers are spread across a wide area network.

Table 1. Complexity comparison with the protocol of Burmester and Desmedt [8]

Communication Computation
Rounds Unicasts Broadcasts Low Power User High Power User

BD 2 2n 3E + O(n)V + O(n log n)M

Basic 2 n− 1 1 2E + 1V O(n)E + O(n)V

Generalized 3 n−m− 1 m + 1 3E + 2V O(
√

n)E + O(
√

n)V
E: Exponentiation, V: Verification, M: Multiplication
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6 Security of the Protocols

The main new building block of our scheme is the two-round protocol for the case
nh ≤ 2. Hence, we restrict our discussion to proving that the security of the two-round
protocol is based on the well-studied Decisional Diffie-Hellman (DDH) assumption;
yet the security of the three-round protocol can be proved in a similar way by using
the random self-reducibility of the DDH problem, and its proof will be given in the
full version of this paper.

Before describing the details of the proof, let us first define Advddh
G (t) as the max-

imum value, over all distinguishers D running in time at most t, of:
∣∣∣Pr[D(g, gx, gy, gxy) = 1 | x, y ← Zq]− Pr[D(g, gx, gy, gz) = 1 | x, y, z ← Zq]

∣∣∣.

Now we consider the following two distributions:

Real =





∣∣ r1, . . . , rn, s ∈R Zq;∣∣ z1 = gr1 , . . . , zn = grn , w = gs;
(T, K)

∣∣ x1 = gsr1 , . . . , xn = gsrn ;∣∣ X = x1 · · ·xn;∣∣ Y2 = X · x−1
2 , . . . , Yn = X · x−1

n





,

Fake =





∣∣ r1, . . . , rn, s, a1, . . . , an ∈R Zq;∣∣ z1 = gr1 , . . . , zn = grn , w = gs;
(T,K)

∣∣ x1 = ga1 , . . . , xn = gan ;∣∣ X = x1 · · ·xn;∣∣ Y2 = X · x−1
2 , . . . , Yn = X · x−1

n





,

where T = (w, z2, . . . , zn, Y2, . . . , Yn) and K = H(Y2, . . . , Yn, X).

Lemma 1. Let D be a distinguisher that, given (T,K) coming from one of the two
distributions Real and Fake, runs in time t and outputs 0 or 1. Then we have:

∣∣Pr[D(T,K) = 1 | (T,K) ← Real]−
Pr[D(T,K) = 1 | (T,K) ← Fake]

∣∣
≤ Advddh

G (t + (4n− 6)texp),

where texp is the time required to compute an exponentiation in G.

Proof. We prove the lemma by using the random self-reducibility of the DDH prob-
lem. Consider the following distribution, which is constructed from the triple (gs, gr2 , gs′r2) ∈
G3:

Dist =





∣∣ r1, α3, β3, . . . , αn, βn ∈R Zq;∣∣ z1 = gr1 , z2 = gr2 ,∣∣ z3 = gr1α3+r2β3 , . . . , zn = gr1αn+r2βn , w = gs;
(T,K)

∣∣ x1 = gsr1 , x2 = gs′r2 ,∣∣ x3 = gsr1α3+s′r2β3 , . . . , xn = gsr1αn+s′r2βn ;∣∣ X = x1 · · ·xn;∣∣ Y2 = X · x−1
2 , . . . , Yn = X · x−1

n





,
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where T and K are as defined above. If (gs, gr2 , gs′r2) is a Diffie-Hellman triple (i.e.,
s = s′), we have Dist ≡ Real since xi = zs

i for all i ∈ [1, n]. If instead (gs, gr2 , gs′r2) is
a random triple, it is clear that Dist ≡ Fake.

Lemma 2. For any (computationally unbounded) adversary A, we have:

Pr[A(T,Kb) = b | (T,K1) ← Fake; K0 ← {0, 1}`; b ← {0, 1}] = 1/2.

Proof. In experiment Fake, the transcript T constrains the values ai by the following
n− 1 equations:

logg y2 = −a2 +
∑n

i=1 ai,
...

logg yn = −an +
∑n

i=1 ai.

Since T does not constrain the values ai any further and since the equation logg X =∑n
i=1 ai is not expressible as a linear combination of the n − 1 equations above, we

have that the value of X is independent of T. This implies that

Pr[A(T, Xb) = b | (T, X1) ← Fake; X0 ← G; b ← {0, 1}] = 1/2.

Then, since H is a random oracle, the statement of Lemma 2 immediately follows.

Theorem 1. Let A be a passive adversary attacking the protocol and running in time
t. Then we have

Pr[A(T,Kb) = b | (T,K1) ← Real; K0 ← {0, 1}`; b ← {0, 1}] ≤
1/2 + Advddh

G (t′),

where t′ = t + O(nQtexp), with Q being the number of protocol transcripts obtained
by A.

Proof. This immediately follows from the lemmas 1 and 2 above, and the random
self-reducibility of the DDH problem.

7 Conclusion

In this paper we have provided an efficient solution to the growing problem of contrib-
utory group key agreement over combined wired/wireless networks, which consist of
both small mobile devices with limited computational resources and general-purpose
computing machines with relatively high computing power. Our scheme takes only
a constant number of communication rounds while achieving optimal message com-
plexity. Furthermore, by spreading most of workload across the high power users, the
scheme offers a low, fixed amount of computations to its mobile users and bounds the
computational complexity of the other users by O(

√
n). A typical research topic is to

improve the scheme to reduce the number of communication rounds while bounding
the maximum complexity of any user by O(

√
n). We believe this is possible, and are

currently working on it.
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