
Introduction

Metabolomics can be defined as a comprehensive analysis in
which all the metabolites of an organism are identified and
quantified.1) This field has emerged as a follow-up to func-
tional genomics methodology that can contribute to our un-
derstanding of complex molecular interactions in biological
systems.2) As such, metabolomics represents the logical pro-
gression from large-scale analysis of RNA and proteins to-
wards an understanding of systems biology.3)

The final goal of metabolomics is an exhaustive profiling of
all metabolites present in a target organism.1,4,5) Although it is
currently analytically impossible to profile thousands of
metabolites, there are a number of approaches that are capable
of acquiring significant amounts of data in a single experi-
mental analysis. At the present, the conventional classification
of these approaches originally proposed by Dr. Fiehn has been
accepted world wide.1) “Target analysis” is similar to classical
biochemical analysis of metabolites. “Metabolite profiling”
implies restricted profiling focusing on specific pathway and
metabolite groups.6–8) The third category, “metabolomics,” is
exhaustive profiling.9–11) The final grouping, “metabolic fin-
gerprinting,” refers to chemometrics tactics, in which the pre-
cise peak identification is not essential.12–14)

From a technological viewpoint, metabolomics is a compli-
cated interdisciplinary science that consists of a diverse set of
approaches, including bioscience, analytical chemistry, natu-
ral product chemistry, chemometrics, and informatics (Fig. 1).
However, a de facto standard protocol for metabolomics has
not yet been established because a typical metabolomics 
experiment involves multiple steps: ‘cultivation of organism,’
‘sampling,’ ‘extraction,’ ‘pretreatment,’ ‘derivatization,’
‘analysis,’ ‘data conversion,’ and ‘data mining.’ Each step is a
potential source of experimental error. The complicated na-
ture of the data acquisition and subsequent analysis is the
main reason why metabolomics is not yet widely used. Here
we present some of the technical problems associated with
plant metabolomics research.

Cultivation of Organism, Sampling and Extraction

It is important to pay careful attention to each sample prepa-
ration step in order to reduce experimental error.15) The opti-
mum preparation protocol to ensure sample reproducibility
should be developed depending on a case-by-case basis by
considering the following: First, it is essential to control not
only the growth stage but also the exact time of sampling, the
area and sample amount. Second, homogenous crushing of
plant materials is required to maintain the extraction effi-
ciency. A ball mill is a more suitable apparatus for this pur-
pose than a mixer because plant materials have a very rigid
tissue matrix. We use a ball mill with zirconium balls. Third, a
solid matrix for pre-column work should be carefully chosen
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according to the manufacture’s instruction manuals and appli-
cation data. Fourth, the concentration range of target metabo-
lites should be considered. The dynamic range of metabolite
concentration can extend over 109 (from pmol/L to mmol/L).
A simultaneous analysis for low and high abundant metabo-
lites is practically impossible due to a lack of dynamic range
of mass spectrometry. Therefore, multi-step dilution of sam-
ples is often required to prevent loss of metabolome informa-
tion. Actually we conduct two-step dilutions of samples for
gas chromatography/mass spectrometry (GC/MS) analysis
and integrate the data obtained.

In the case of target quantification, the selection of appropri-
ate internal standards as well as a suitable purification scheme is
extremely important. Unfortunately, it can be rather difficult to
choose an appropriate internal standard for normalization in
metabolic profiling due to variability in the metabolites struc-
ture and physical properties. It is therefore often necessary to
employ a range of internal standards that serve to cover the
chemical space of the compounds being identified/quantified. It
is also import to verify the efficiency of extraction and fraction-
ation processes, often requiring the use of surrogate standards.

Derivatization

Derivatization of target metabolites may be required depending
on the analytical platform used. For example, only thermally
stable volatile compounds can be analyzed by GC-MS.16) Polar
metabolites generally require derivatization by silylation or
other methods prior to analysis.17) High-performance liquid
chromatography (HPLC) also often requires derivatization if
the analyte does not contain a chromo- or fluorophore.18) A
good handbook collecting various derivatization method is
available.19) As a matter of course, derivatizing conditions, in-
cluding the category of reagent and reaction conditions, and
the stability of the derivatized product greatly affect the quality
of analyses. The procedures to optimize the derivatization pro-
tocol for metabolic analysis of Arabidopsis thaliana by GC/MS
have been investigated using design-of-experient procedures.20)

Instrumental Analysis

Choice of analytical instrumentation is important in initiating
a metabolomics study, which requires the ability to analyze a
range of target metabolites, quantitative linearity, resolution
and throughput. It is almost impossible to implement all the
specifications and the appropriate system configuration
should be selected based upon analytical requirement. Some
examples with their advantages and limitations are listed in
Table 1. The system 1 using Fourier transform infrared spec-
troscopy (FT-IR)13,21,22) or nuclear magnetic resonance
(NMR)14,23,24) is a high throughput system for metabolic fin-
gerprinting that does not contain a separation process. This
approach can cause difficulty in metabolite identification.
However, abundant metabolites that have specific functional
group can be quantified. The authors reported a metabolic
mapping analysis of plant microscopic preparation.25) Micro-
scopic FT-IR imaging is also useful for metabolic fingerprint-
ing at the cellular level. Advances in mass spectrometry in
sensitivity and accuracy have lead to the development of di-
rect injection based studies using electrospray ionization mass
spectrometry (ESI MS) and Fourier transform ion cyclotron
resonance mass spectrometry (FT-ICR MS).9,10,12) Direct in-
jection analysis offers a high throughput system, which is very
useful for screening large numbers of samples. However, a dis-
advantage is that the data quality can be suspect due to ion 
ization suppression. Ionization suppression occurs when an ana-
lyte’s ionization efficiency is suppressed owing to contaminants
that coexist in the ionization source.26,27)

The system 2 is a combination of chromatography or elec-
trophoresis and mass spectrometry in which a detail variation
can be observed at individual metabolites levels.10,11) Among
them, liquid chromatograhy/mass spectrometry (LC/MS) is
thought to be the most universal method due to its broad
metabolite coverage.28–30) However, ionization suppression
can be a serious problem in certain LC/MS applications. One
approach to overcome this limitation is through chromato-
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Fig. 1. General scheme of metabolomics and necessary science fields.



graphic separation prior to mass spectrometric analysis. Al-
though, it is not possible to achieve complete separation of
complex mixtures, chromatographic separation can signifi-
cantly reduce ion suppression.

Recently, a high-efficiency HPLC system consisting of
monolithic silica columns composed of network type silica
skeletons has been developed.31,32) These systems possess a
number of advantages including: (i) small consumption of sta-
tionary and mobile phases, (ii) high detection sensitivity for a
certain amount of samples, (iii) high-speed separation with a
low pressure drop, and (iv) the possible use of a long column
of 1�2 m that can provide approximately 100,000�200,000
theoretical plates. The usefulness of the system has been
proved by metabolic profiling of Arabidopsis metabolites.29)

We employed a monolith column HPLC system to accomplish
the perfect separation of naturally derived polyprenol geomet-
ric isomers.33,34) In the near future, a two dimensional micro
HPLC system using monolithic silica capillary column is ex-
pected to be available.35,36)

Another approach for solving the ion suppression problem
is the utilization of a stable isotope dilution-based compara-
tive quantification, which is the most convenient practical so-
lution. The principle of the method is that isotopomers of tar-
get metabolites are used as internal standards to normalize
analysis variation, particularly for ionization. Isotopes can be
introduced by post-harvest labeling or by in vivo isotope en-
richment. Metabolites are extracted from one specific sample
named ‘the test sample.’ In a similar manner, metabolites are
extracted from a control sample in which all metabolites are
labeled with the isotope. The test sample is then mixed with
the control sample. The mixture is subjected to LC/MS or
CE/MS analysis. On the chromatogram or electropherogram,
target metabolites and their corresponding isotopomers are
co-eluted. The comparative ratio of each target metabolite is
estimated by the peak ratio corresponding to each target and
its isotopomer. This principle is used in proteomics research,
isotope coded affinity tags (ICAT).37) We conducted methyla-
tion based post-sampling stable isotope labeling for
metabolomics. In that study, we employed 13C stable isotopes

because deuterium labeling may have some problems.38) In
vivo stable isotope enrichment is also a promising method for
stable isotope dilution. We applied in vivo 15N stable isotope
enrichment to achieve accurate quantification of rather labile
nitrogen containing metabolites.39)

Data Conversion

In metabolomics, raw data from instrumental analysis, such as
chromatogram, electropherogram, spectra, etc., should be
converted to appropriate data matrices.14,16,40,41) Only essential
components should be selected from the raw data and sub-
jected to further mining steps. A brief explanation is ad-
dressed using the example of GC-MS analysis. According to
the conventional analysis, a peak list, in which each peak is
integrated and identified to be a corresponding metabolite,
should be prepared prior to multivariate analysis.16) However,
peak list preparation can be very laborious. Firstly, peak inte-
gration might not be accurate due to peak broadening and co-
elution. Secondly, perfect peak identification is generally im-
possible, potentially leading to serious mistakes in the data
analysis. We developed a data mining protocol in which chro-
matogram patterns are directly analyzed without peak list for-
mation (Fig. 2).42) In our method, all chromatogram data
points are used for matrix formation. The method includes all
small peaks in the chromatogram and is not affected by peak
co-elution. In addition, throughput of the method is very high
because peak list preparation is not essential.

On-demand programs are required for data conversion and
normalization corresponding to the needs of the individual
equipment. The de facto standard methods for mass spectra
have already been established. However, a proper protocol of
chromatogram pattern recognition has not been developed due
to some difficulties of noise reduction, base line correction
and so on. A trial for data mining of GC/MS mass chro-
matogram has been reported.43–45) Several data conversion
software packages have been developed independently by a
different groups and can be browsed via the Internet.46–48)
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Table 1. Comparison of metabolomics systems

System Equipment Advantage Defect

1. Metabolic fingerprinting
FT-IR, Convenient, High-throughput, Lack of metabolic information, 

NMR Reproducible Low resolution

GC-MS, 
Available for metabolic information, 

2. Metabolite profiling CE-MS,
High resolution

Low quantitative

LC-MS

3. Stable isotope dilution 
GC-MS, 

based profiling
CE-MS, Highly quantitative Costly, Restricted in targets

LC-MS



Data Mining

The validated data are analyzed by a multivariate analytical
algorithm depending on data structure and mining intention.
Multivariate analysis methodology used includes multiple re-
gression, discriminant analysis, principal component analysis
(PCA), hierarchical cluster analysis, self organizing mapping
and many others.9,10,13,43,45,49) Among these methods, PCA
tends to be used the most often in metabolomics. The mission
of the analysis is mainly for the characterization of data struc-
ture and preliminary mining of significant tendencies in-
cluded in the data. Exploratory data analysis should be per-
formed before conducting further analysis, such as multiple
regression or classification. As described above, metabolomics
strongly requires a correct application of chemometrics that is
a interdisciplinary science crossing over both analysis and 
informatics.42–45) Careful validation of the data prior to data
mining is essential.

Conclusion

Truly comprehensive profiling of metabolites is currently not
possible. In practice, a combination of different analytical
platforms including multiple processes is required (Fig. 3).
For example, high throughput analysis should be performed at
first for understanding significant variation among the whole
samples. Next focused metabolome analysis or target profil-
ing should be conducted, in which high accuracy and moder-
ate reproducibility is required. On-demand fractionations,
pre-treatments, and other analyses should be considered. By
incorporating experimental results from multiple analytical
platforms, one can attempt to reconstruct the full
metabolome. In either case, MECE (maturely exclusive and
collectively exhaustive) concept is important for design of an-
alytical system in metabolomics.
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