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Chapter One   Introduction

The term “discourse analysis” was first employed by Z. Harris in his Discourse analysis in 1952 which was considered the prelude to modern discourse analyses. Since the 1980’s, many works on discourse analysis have appeared such as Discourse Analysis: A Social Linguistics Analysis on Nature Language by Michael Stubbs (1982); Discourse Analysis by Gillian Brown and George Yule (1983); Introduction to Discourse Analysis by Malcolm Coulthard (1985); Discourse and literature by Van Dijk (1985); Discourse by Buy Cook (1989); Discourse Analysis for Language Teacher by Michael McCarty (1991); Discourse and Language Education by Evelyn Hatch (1992); An Introduction to Discourse Analysis : Theory and method by Jamaes Paul Gee (1999) to name a few. In China Essentials of Text Analysis (1988) by Huang Guowen might be the earliest book which gives a systematic introduction to discourse analysis theory. Text Cohesion and Coherence (1994) by Hu Zhuanglin makes a contrast analysis on English and Chinese discourse. An Introduction to Text Linguistics (1994) by Wang Fuxiang makes an introduction to the Chinese discourse which promotes to the development of discourse analysis in China. The different approaches and perspectives adopted to study human communication make it difficult to present an exact definition of discourse analysis. ‘It would be nice if we could squeeze all we know about discourse into a handy definition. Unfortunately, as is also the case for related concepts as ‘language’, ‘communication’, ‘interaction’, ‘society’ and ‘culture’, the notion of discourse is essentially fuzzy.’ (Van Dijk, 1997: 1). In pursuing these areas of research, discourse analysis employs a variety of research methods, ranging from ethnographic fieldwork and conversation analysis to corpus-based analyses, elicitation techniques, and detailed analysis of video- and audio-recorded data. There is no standard paradigm of description in discourse analysis. This paper describes some of the different approaches to discourse analysis and suggests that a multi-dimensional approach should be adapted in discourse analysis.
Some people might claim that discourse understanding is a simple matter of linguistic decoding. Virtually any utterance can be used to show that this hypothesis is wrong. There is a gap between knowing what a sentence of English means and understanding all that a speaker intends to communicate by uttering it on any given occasion. Since discourse is a social activity and the way an utterance constitutes a particular form of action emerges from its placement within a larger social activity, therefore, in order to understand the language of social interaction it is important to understand its socio-cultural and psychological background as well. This means that discourse analysis is not restricted to a single discipline but is essentially interdisciplinary.

Chapter Two   Different Approaches to Discourse Analysis

This paper describes five approaches to discourse analysis   1.  Hallidayan Approach  2. Speech Act Theory  3. Conversation Analysis  4.Relevance Theory  5. Ethnography of Communication  6. Mental Approaches.  There is a certain degree of overlap between the approaches, but the initial hypotheses vary considerably. They also differ in that they regard meaning differently, either as a linguistic or a social phenomenon. Schiffrin differentiates these approaches according to three criteria:

(i) The individual participants of an interaction and their intentions, social acts and speech acts, linguistic competence and world knowledge.

(ii) Linguistic interaction of the participants as a product of cooperation.

(iii) The type of communication.

(Schiffrin, D. (1994). Approaches to discourse)

 1.  The Functional Analysis of English: A Hallidayan Approach

Systematic and functional grammar is the most important grammarian theory in language study which was put forward by M.A.K. Halliday and has a strong influence in China. Halliday recognizes three macrofunctions: ideational, interpersonal, and textual. 

The ideational function is to convey new information, to communicate a content that is unknown to the hearer. This function is present in all language use. This is because whatever specific use one is making of language he has to refer to categories of his experience of the world. The ideational function is a meaning potential. The whole of transitivity system, for example, is part of the ideational component. In this respect, this function not only specifies the available options in meaning but also determines the nature of their structural realizations.  

The interpersonal function embodies all uses of language to express social and personal relations. This includes the various ways the speaker enters speech situation and performs a speech act. This function is realized by mood and modality. Mood shows what role the speaker selects in the speech situation and what role he assigns to the addressee. If the speaker selects the imperative mood, he assures the role of one giving commands and putting the addressee in the role of one expected to obey orders. Modality specifies if the speaker is expressing his judgment or making a prediction (i.e. “It will rain tomorrow.”)

The textual functions refers to the fact that language has mechanisms to make any stretch of spoken or written discourse into a coherent and unified text and make a living message different from a random list of sentences. This can be seen from the following two sets of sentences:

1. John saw a handbag in a field. John walked across a field and picked up a handbag. John took a handbag to the Police Station and John handed in a handbag as lost property. When John had handed in a handbag as lost property, John went home.

2. John saw a handbag in a field. He walked across the field and picked up the handbag. He took the handbag to the Police Station and handed it in as lost property. When John had done this, he went home.

We find that the second set of sentences reads much more like a coherent text than the first, though their ideational and interpersonal function are exactly the same. The textual function can also highlight certain parts of the text. For example, in “such books I never read, but good poetry I do enjoy reading”, “such books” and “good poetry” are highlighted. Attention is drawn to them because they have been moved before their subject and predicator.

In his Towards a Closer Relationship Between the Study of Grammar and the Study of Discourse (1997), he gives a description from the following three aspects:

1) Text and cohesion

2) Theme-ryheme analysis 

3) Information structure

1.1 Text and cohesion

Systematic and functional grammar theorists have been concerned to provide a tighter, more formal account of how speakers of English come to identify a text as forming a text. Functional grammar theorists like Hillday & Hasan are concerned with the principle of connectivity which bind a text together and form a co-interpretation.

  Holliday & Hasan take the view that the primary determinant of whether a set of sentences do or do not constitute a text depends on cohesive relationships within and between sentences, which create texture: ‘A text has texture and this is what is provided by the cohesive relation (1976:2). Cohesive relationships within a text are set up ‘where the interpretation of some element in the discourse is dependent on that of another. The one presupposes the other in the sense that it cannot be effectively decoded except by recourse to it’(1976:4). A paradigm example of such a cohesive relationship is given (1976:2):

Wash and core six cooking apples. Put them into a fireproof dish.   

Of this text they say: “It is clear that them in second sentence refers back to (is anaphoric to) the six cooking apples in the first sentences. This anaphoric function of them gives cohesion to sentences, so that we interpret them as a whole; the two sentences together constitute a text’ (1976:2).

  Halliday & Hasan outline a taxonomy of types of cohesive relationships which can be formally established within a text, providing cohesive ‘ties’ which bind a text together.

1.2 Theme-rheme analysis

There is a long tradition of discussing topic (theme) and comment (rheme) in the context of analyzing the informational structure of discourse but these attempts never really moved beyond the sentence-pair boundary. In other words, they were not properly contextualized. It started in the Prague School tradition of analyzing themes and rhemes in sentences, an approach based on the assessment of the assumed information flow (‘communicative dynamism’) within them. The main problem in describing the theme-rheme-structure of sentences lies in the fact that various semantic (ideational) and pragmatic (interpersonal) criteria and the criterion of the linguistic form may be applied.  

  A simple explanation of theme in English is to think of it as the idea represented by the constituent at the starting point of the clause. This has been expressed by Halliday as “the point of departure of the message’. A clause begins with a realization of the theme. This is followed by the realization of the rheme, which can be explained as being the rest of the message:

    THEME-------RHEME

    One of the heuristic starting points of the theme-rhyme discussion is the fact that sentences in discourse contain some information which the speaker presupposes to be known by the hearer and some information which the speaker asserts. The former is often referred to as ‘old’ or ‘given’ information and the latter as ‘new’. Thus the theme-rheme contrast hinges on the presence or absence of anaphoric ties to the previous text. With regard to nouns, this means that the difference between definiteness and indefiniteness can serve as an indicator of anaphoricity. Another point of departure is found in what is being spoken about. In English, this is often mentioned as the first element in a sentence and also often serves as the subject. But the fact is that these different aspects have not been clearly separated and thus this whole area seems rather impenetrable.  
1.3 The Two Dimensions of Information Structure – new and given information in discourse
Extremely important aspect of a functional grammar is the way information is structured in communication. The terminology that is used to describe Information Structure and its semantics is simultaneously various, and under-formalized. Yet it seems that all definitions have some elements in common. They all draw at least one of the following distinctions: (i) a “topic/comment” or “theme/rheme” distinction between the part of the utterance that relates it to the purpose of the discourse, and the part that advances the discourse; (ii) a “given/new” distinction, between parts of the utterance-actually, words which contribute to distinguishing the content from other alternatives that the context makes available and those parts that are comments all of them. There are differences among the theories of course. Some, like Halliday’s  (Halliday:1967), view these two distinctions as orthogonal, applying at independent levels of structure. Here, we consider how information is packaged within such small structures and particularly, what resources are available to speakers and writers for indicating to their addressees the status of information which is introduced into the discourse. 

Scholars of the Prague School before the Second World War instituted the serious study of information structure within texts. They studied what the called ‘the communicative dynamism’ of the elements contributing to a sentence, within the framework of functional sentence perspective, the Prague School view of information as consisting of two categories: new information, which is information that the addressor believes is not known to the addressee, and given information which the addressor believes is known to the addressee (either because it is physically present in the context or because it has already been mentioned in the discourse). In interaction activities the structure of the interplay of new information and given information constituting information unit thus are called information structure

1.3.1 Information structure in terms of its phonological manifestations

  Information units are directly realized in speech as tone groups. The speaker distributes the quanta of information he wishes to express into these phonologically defined units. Tone groups are distinguished phonologically by containing one, and only one, tonic syllable. The tonic syllable is characterized as having the maximal unit of pitch on it. Tone groups, being produced in spoken language, are also related to the rhythm of spoken language. In Halliday’s terms, each foot begins with a stressed syllable and contains any number of following unstressed syllable. The tone syllable functions to focus the new information in the tone group. Suprasegmental phoneme can affect thematic meaning and information structure. Suprasegmental phoneme (nucleus, tone, tone unit) can be attached to the same utterance in different ways according to the speaker’s communicative intention. The new information can be a syllable, a phrase even a sentence. E.g. We’re going to the races (Quirk, 1985:1364) New information (NI) in this sentence depends on the context.

The whole sentence is NI:         
A: What’s on today?

                              B: We’re going to the races. 

                                        NI

The predicate is NI:              A: What’s on today?

B: We’re going to the races.

                      NI

The tail adverbial phrase is NI      A: What’s on today?

      B: We’re going to the races. 

                      NI

It is important to remember, as Halliday stressed, that it is not the structure of discourse which determines whether information is treated by the speaker as new, and marked with phonological prominence, or treated by the speaker as given/known, and not marked with phonological prominence. It is, on the contrary, the speaker’s moment-to-moment assessment of the relationship between what he wants to say and his hearer’s informational requirements. Take once again We’re going to the races for instance:

A: Who’s going to the races?

B: We’re going to the races

A: Have you decided whether you’re going to the races?

B: Yes, we are going to the races.

The nucleus is on ‘we’ and ‘are’ respectively, which affects the information structure and the communicative value.

  We assume that the limited resources of intonation are regularly exploited by the speaker to mark a range of discoursal functions, a range which the marking of information as either ‘new’ or ‘given’. With respect to information structure, intonation operates like an on/off switch. The speaker either treats the information as ‘new’ and marks it with phonological prominence, or he treats it as ‘given/known’ and does not mark it with phonological prominence.

1.3.2 Information structure and syntactic form

The syntactic forms which are regularly discussed in association with “given’ information include:

(i) lexical units which are mentioned for the second time as in (1) particularly those in definite expressions.

(ii) Lexical units which are presented as being within the semantic field of a previously mentioned lexical unit, as in (3) again particularly those in definite expressions.

(iii) Pronominals used anaphorically following a full lexical form in the preceding sentence as in (2)

(iv) Pronominzls used exophorically (to refer to the physical context of situation) where the referent is present, as in (4) and (5)

Speakers/writers usually use linguistic devices to mark entities (people, objects, ideas, information etc.) as ‘new’ or ‘given’. In the narrow sense, ‘new’ entities are the ones which are mentioned for the first time, or are mentioned again after a long stretch of text; ‘given’ are those the speaker/ writer has already mentioned. ‘New’ entities are introduced by naming or by the indefinite article; for ‘given’ entities the definite article or a pronominal reference is used (see Brown & Yule, 1983: 169-179). Consider (1) and (2) below: 

(1) It is a battle about how far countries are willing to accept constraints on domestic 
policy ... The battle is putting huge strains on the World Trade Organisation. 

(From The Economist, 8.5.1999) 

(2) Music companies may soon be able to stop worrying about piracy on the Internet. Instead, they will need to start worrying about what they are for. 
(From The Economist, 8.5.1999) 

In reality, what speakers/ writers treat as ‘new’ or ‘given’ is influenced by what they expect their listeners/ readers will have in mind when interpreting a particular stretch of text.   Example (3) below illustrates the point: 

(3) Ted bought an expensive computer system, but only after a week the screen broke down. 

Here the treatment of ‘the screen’ as a given entity is based on the assumption that the previous mention of a ‘computer system’ has lead listeners/ readers to think of all the components of such a system, and therefore ‘screen' was on their minds when listening to or reading the second part of the text.

Since written sentences have no intonation, these writers assign intonation structure to them. They then rely on the syntactic form of nominal expressions, and on the sentence structure, to determine what, in the sentence, has the status ‘new’ and what has the status ‘given’. As we shall see below:

The village suffered seriously from the earthquake.

     GI                             NI

                      The earthquake happened at midnight,
                           GI               NI

                                      a time when people are sound asleep
                                      GI           NI

KI=given information

NI=new information

The new information in the first sentences becomes the known information, and the new information in the second sentences is the known information in the third sentences and the like. 

Clark (1977:92) gives an analysis on the ‘given’ information from the listener point of view:

 Listeners should be confident that the given information conveys information they can identify uniquely. They understand that it is information the speaker believes they both agree on and that the speaker is asserting his beliefs about.

                                      (Pragmatics: p.180)
The general form of the expression can be expressed in the following formula:    
GI (1)  +  NI(1)

                        GI(2)  +  NI(2)

GI(3)  +  NI(3)

                  ……

A chunk or a text generally takes given information as a backdrop to introduce new information which turns into given information to further introduce another new information. In fact, information flow is much more compicated than this. The given information is the one either has already been mention in the discourse or is physically present in the context. In the other word, there is no discourse without context. 

1.3 Weakness of Hallidayan Approach

Hallidayan Approach has a deep influence on discourse analysis. It emphasizes the study of the social function of a language and how the three macrofunctions: ideational, interpersonal, and textual are reflected in language system and restricted by social factors. Functional approach also attaches great importance to the thematic structure and information structure of both written and spoken language. However, Halliday & Hasan put too much stress on cohesion i.e. they emphasize the study of cohesive ties, and coherence. As a result, they neglect the role of other elements of cohesion such as text topic, background knowledge, and context etc. Thus the cohesion theory weakens the interpretation of the language function. Therefore, discourse analysis based on functional approach should absorb some parts of pragmatics such as speech act theory, conversational implicature and relevance theory etc.  

2. Speech Act Theory 

Although Speech Act Theory was originally not developed as an approach of discourse analysis, some of its basic ideas are exploited by scholars in discourse analysis. Since a better understanding of the nature of language must involve a better understanding of how language is embedded in social institutions, and of the various actions that can be used to perform.
  Speech Act Theory was introduced by the language philosophers John Austin and John R. Searle, who believe that language is not only used for the functions of reference and descriptions but also for the performance of social actions. Typical utterances are: “I hereby name this ship Red Flag”, “I bet you five you it will snow tomorrow”, “I promise to be here at nine o’clock”, and “I apologize”. In these cases, the uttering of the relevant words is the leading event, without which the action specified cannot be done. It is claimed that all sentences, in addition to what they literally mean, ‘perform specific actions or doing things’ through having specific forces. Austin suggests three basic senses in which in saying something one is doing something, and three kinds of acts are performed simultaneously: LOCUTIONARY ACT, ILOCUTIONARY ACT and PERLLOCUTIONARY ACT.  Searle suggests five basic categories of illocutionary acts as follows: ASSERTIVES, DIRECTIVES, COMMISIVES, EXPRESSIVES, DECLARATIONS. Although many speech act theorist have different classifications of illocutionary acts, so far, Searle’s classification is the most systematic one. 

2.1 The properties of speech act approach

A number of further important elaborations of speech act theory lie in the work of John Searle. One is that he allocates a central place to communicative intentions (this is based on the assumption that a speaker has wants, beliefs and intentions which are indexed in the performance of utterances). At the same time, he develops a typology of speech acts, which for him, is rooted in the range of illocutionary verbs that occur in a given language. A third contribution of Searle is the development of a theory of indirect speech acts. This concept is based on the observation that by uttering, say, what appears to be a statement (e.g. “It’s hot in here.”), language users often indirectly perform another type of illocutionary act (in the case of the example: voice a request to open the window).

The undeniable merit of speech act theory lies in advancing a view of language use as action. In Searle's words,

A theory of language is part of a theory of action, simply because speaking is a rule-governed form of behaviour. Now, being rule-governed, it has formal features which admit of independent study. But a study purely of those formal features, without a study of their role in speech acts, would be like a formal study of the currency and credit systems of economies without a study of the role of currency and credit in economic transactions. A great deal can be said in the study of language without studying speech acts, but any such purely formal theory is necessarily incomplete. It would be as if baseball were studied only as a formal system of rules and not as a game. (Searle, J., 1979b (1975), “Indirect Speech Acts”)

This dimension of language in use is explored by analyzing speech acts, which therefore requires a descriptive framework. Searle has formulated constitutive rules for speech acts and also dealt with indirect speech acts which are characterized by the fact that there is no direct mapping between the linguistic form and the illocutionary meaning. 

Speech act theorists look for coherence not at the level of linguistic form and meaning but at the level of expressed interactional moves. 

Consider now the following conversational exchange, in which John says to Mildred (at a party they’re both attending; example modified from Levinson 19830:


It’s getting late, Mildred

Among Mildred’s possible answers, we could imagine at least the following three:


      Are you really that bored?

Do you want to go home?

So?

We must try to establish the ‘illocutionary intention’ of John’s remark. What kind of speech act does it represent? A statement, admonition, request, threat, confession? It all depends on such things as: how well Mildred knows John (whether they are married, or just dating); what sort of a party it is (a formal dinner, or a drop-in or gate-crashing affair); and so on. What counts is how a speech act functions. If Jhon’s remark to Mildred functions as a statement, then it is that speech act (or some variant of it, such as a reminder); if it functions as an expression of boredom, then it is that expression, and so on. 

Levinson (1983: 289) characterizes the general properties of this approach as follows:

  (i) There are unit acts - speech acts or moves - that are performed in speaking, which belong to a specifiable, delimited set.

(ii) Utterances can be segmented into unit parts - utterance units - each of which corresponds to (at least) one unit act.

(iii) There is a specifiable function, and hopefully a procedure that will map utterance units into speech acts and vice versa.

(v) Conversational sequences are primarily regulated by a set of sequencing rules stated over speech act or (move) types.

2.2 Difficulties in speech act theory

The problem with (i) which is stated in previous section is that there are single-sentence utterances which perform more than one speech act at a time. Often an utterance does not perform just one act, but two or three acts, and it is not always easy to decide what act or acts an utterance performs. When a mother says to a child “Is that your coat on the floor?” it can be a question about the ownership of the coat, but it is often used to issue a request (to pick it up) and a criticism (for leaving things everywhere). Sometimes two unrelated acts are performed by one utterance and it is left to the hearer to choose. For example,

A:  They say it’s the cleverest students who fail in their exams.

B:  You should be O.K. then.

B’s remark is both a reassurance and a desire to make a joke. There are also cases when one utterance performs two different acts for the hearers. For instance, 

(S is talking to H1 on the telephone and H2 is a group of people making a lot of noise in the room)

S: sorry, there’s a lot of noise at this end.

In which S apologizes to H1 (who accepts the apology) and reprimands H2 (who apologize and stop making noise). On other occasions, an even bigger problem is given by the fact that conversational responses can be directed towards the perlocution(s) of an utterance as well as to its illocution(s).   
The problem of identifying unit parts as stated in (ii) is difficult to solve because the clauses as well as other sub-sentential parts of a sentence may manifest more than one speech act each. In addition, utterance responses may be realized by non-linguistic behavior such as a gesture or a nod of the head.

Since contextual influences may be crucial for the mapping procedures characterized in (iii) there is the necessity of some immensely complex inferential process that utilizes information of many different kinds. 

However, such a critique requires an elaboration in its own right to the extent that it is based on assumptions of cultural uniformity at the expense of variability and contradiction. Thus, as Verschueren (1985 conversational analysts) notes, depending on the data context examined, speakers of English can be seen to hold conceptualizations of speech actions rather similar to those invoked by linguistic anthropologists to bring out ethnocentric bias. Lack of situational diversification equally underlies critiques of speech act theory coming from : can speech acts be identified at all independently of the interactional sequences in which the utterances occur. One of the central problems which is indeed raised by an “antipersonalist” critique of speech act theory is whether the speaking subject can be seen as the origin of meaning, as is presupposed by the centrality of the concept of communicative intentions. The latter is in some respects a result of speech act theory's roots within analytical philosophy, which has tended to rely on a rational view of a “whole” subject which is seen as the source of social action.

2. Conversation analysis 

Harvey Sacks, Emanuel Schegloff, Gail Jefferson, Deirdre Boden record conversations and analyze their reoccurring patterns. Their approach is different from other scholars’ in that they have a lot of naturally occurring data for their analysis and they do not suggest many generalizations.  

3.1 speaking turn 

One central concept within conversation analysis is the speaking turn. According to Sacks et al. (1974), it takes two turns to have a conversation. However, turn taking is more than just a defining property of conversational activity. The study of its patterns allows one to describe contextual variation (examining, for instance, the structural organization of turns, how speakers manage sequences as well as the internal design of turns). At the same time, the principle of taking turns in speech is claimed to be general enough to be universal to talk and it is something that speakers (normatively) attend to in interaction. 

3.2 Adjacency pair 

A second central concept is that of the adjacency pair. The basic idea is that turns minimally come in pairs and the first of a pair creates certain expectations which constrain the possibilities for a second. Examples of adjacency pairs are question/answer, complaint/apology, greeting/greeting, accusation/denial, etc. However, sometimes they are not adjacent, but separated by another adjacency pair. For example, 

 A:  May I have a bottle of whisky?

 B:  Are you twenty-one?

 A:  No.

 B:  No.

In this conversation the answer to the first question is suspended until a certain condition is satisfied. 

  Adjacency pairs can further be characterised by the occurrence of preferred or dispreferred seconds.  For examples, there are many responses to questions which are not answers but which count as second parts. In the following, a question can be followed by a question (in a), by a partial answer (in b), by a statement of ignorance (in c), by a denial of the relevance of the question (in d) or by a denial of its presupposition (in e):

A:  What does Joe do for a living?

B:  (a)  Do you need to know?

(b) Oh, this and that.

(c) I’ve no idea.

(d) What’s that got to do with it?

(e) He doesn’t.

On the basis of this observation it is suggested that there can be several second parts to first parts of adjacency pairs; but they are not of equal status. Some are preferred and some dispreferred. The preferred second parts are more usual, more normal and less specific. For example,

(a)   A: Have you got a light?

B: Yes.

      (b)  A: Have you got a light?

B: No, sorry. I don’t smoke.

B’s reply in (a) is preferred and dispreferred in (b). It has been found that dispreferred second parts have much in common. They contain more material than preferred second parts; they often have elements of delay (such as “well”, “let me see”, “Hehh, Un…”), elements of apology (e.g. “ Sorry” in b), and when relevant an element of appreciation and an element of explanation as in the following example:

A: Could you come to our party tonight?

B: Hehh, well, thanks for the invitation, but I’m afraid I can’t make it this time. You see I’m having a party in my house myself…

   The occurrence of adjacency pairs in talk also forms the basis for the concept of sequential implicativeness: each move in a conversation is essentially a response to the preceding talk and an anticipation of the kind of talk which is to follow. In formulating their present turn, speakers show their understanding of the previous turn and reveal their expectations about the next turn to come. This is often singled out as conversation analysis’s most important insight, viz. that actors, in the course of interaction, display to each other their understanding of what they are doing - an insight which can be traced to phenomenology’s belief that actors maintain an awareness of their own actions, and it is this awareness which is displayed to the other party (see Goodwin 1990). 
, Hanks 1996:218
3.3 Summary

The major strength of conversation analysis lies in the idea that an important area of interactional meaning is revealed in the sequence. Its most powerful idea is undoubtedly that human interactants continually display to each other, in the course of interaction, their own understanding of what they are doing. This, among other things, creates room for a much more dynamic, interactional view on speech acts than is enabled by analytical philosophy and mainstream pragmatics. Yet, note in one and the same breath, that there is a problem over the kind of participant outlook that tends to be presupposed in conversation analysis.     

 The problem with conversation analysis is that they rarely raise their eyes from the next turn in the conversation, and, further, this is not an entire conversation or sizeable slice of social life but usually a tiny fragment. The restricted co-text of utterance is insufficient for our understanding of the words that are spoken, unless it includes an understanding of the actions that take place as part of, and as a result of, those words. In order to understand people’s linguistic behavior, we need to know what their language use is about: that is, we must look further than the co-text of utterance and take the whole of the language scene into our view. This means that we must extend our vision from the linguistic or conversational co-text to the context, understood as: the entirety of societally relevant circumstances that surround the production of language. One of the weaknesses of a strictly CA-oriented approach is that those societal aspects of conversation have no place to go in a framework that primarily studies co-text, and which allows for the context to appear only as a function of the conversational interaction.  

3. Relevance and Discourse Understanding

Relevance is defined in terms of contextual effect and processing effort. Contextual effects are achieved when newly presented information interacts with a context of existing assumption, by contradicting and eliminating an existing assumption, or by combining with an existing assumption to yield a contextual implication: that is, a logical implication derivable neither from the new information alone, nor from the context alone, but from the new information and the context combined. Sperber and Wilson claim that newly presented information is relevant in a context when and only when it achieves contextual effects in that context, and the greater the contextual effects, the greater the relevance; but the greater the processing effort needed to obtain these effects, the lower the relevance. The connection between relevance should now be clear. To see the intended relevance of an utterance, the hearer must identify the proposition and prepositional attitude expressed, and combine these with the intended set of contextual assumptions to obtain the intended contextual effects; the intended set of contextual effects will include the intended contextual implications of the utterance, or what we have been calling its implicatures.  To see the intended relevance of an utterance, then, amounts to recovering the intended combination of content, context, attitude, and implications. Relevance and understanding are two sides of a single coin.

4.1 the criterion of consistency with the principle of relevance

The principle of relevance is the principle that every utterance (or other act of overt communication) creates an expectation of relevance. What exactly does this expectation amount to, in terms of effort and effect? Sperber and Wilson (1986) define a notion of optimal relevance which is meant to spell out what the hearer is looking for in terms of effort and effect. An utterance, on a given interpretation, is optimally relevant if and only if:

(a) it achieves enough contextual effects to be worth the hearer’s attention;

(b) it puts the hearer to no gratuitous processing effort in achieving those effects.

On the effect side, what the hearer is entitled to look for is enough effects to make the utterance worth his while to process. In general, what this means is that he is entitled to expect more effects than he would have got from any other information that he could have been processing at the time. How much that is depends on what is going on elsewhere in his cognitive environment. Thus suppose that someone walks into an important lecture and says:

Ladies and gentlemen, I have to tell you that the building’s on fire.

‘The building’ is a referential expression, and different assignments of reference lead to different levels of contextual effect. In the circumstances, the first hypothesis to come to the audience’s mind should be that ‘the building’ means the building where the lecture is taking place. Clearly, the utterance, on this interpretation, would be immediately filled with thoughts of how to get out. Given that at a formal lecture the audience is supposed to be entirely absorbed in what the lecture is saying, it is hard to see what other interpretation would achieve enough effects to justify the interruption; and in these circumstances, the interpretation just suggested is basically the only possible one. It might be thought that in the other circumstances the intended interpretation would be harder to pin down. Surely there might be several radically different combinations of content and context, each of which would yield enough contextual effects to make the utterance worth the audience’s attention.

The actual criterion proposed in Sperber and Wilson(1986), then, is a criterion of consistency with the principle of relevance which takes account of this type of case: An utterance, on a given interpretation, is consistent with the principle of relevance if and only if the speaker might rationally have expected it to be optimally relevant to the hearer on that interpretation.

4.2 Practical application of relevance theory to discourse understanding 

Consider how an addressee who realizes that a presumption of relevance has been communicated, might construct hypotheses about the communicator’s informative intention. First, the plausibility of some hypotheses may already be manifest in the environment. Thus, consider the following exchange:

a. Peter: Would you like some coffee?

b. Mary: Coffee would keep me awake.

In interpreting Mary’s utterance, Peter would normally be expected to supply the contextual assumption in (1) and derive the contextual implication in (2)

(1) Mary doesn’t want to be kept awake.

(2) Mary doesn’t want any coffee.

Notice that this is not the only possible interpretation. In certain circumstances - for instance, if Peter and Mary are just about to attend a boring lecture – an interpretation along the lines of (3) and (4) might be both intended and understood:

(3) Mary wants to stay awake.

(4) Mary wants some coffee.

How does the hearer know which interpretation was intended? The answer follows from clause (b) of the definition of optimal relevance. If, in the circumstances, the contextual assumption in (1) is highly salient, and leads on to a satisfactory interpretation, then this is the only interpretation that the speaker is free to intend and the hearer to choose. Similarly, if, in the circumstances, the contextual assumption in (3) is highly salient, then this is the only interpretation that the speaker is free to intend and the hearer to choose. The first interpretation tested and found consistent with the principle of relevance is the only interpretation consistent with the principle of relevance: all other interpretations are disallowed.

Relevance theory is a new approach to discourse understanding. Since its appearance in 1986, it has been widely accepted. Some scholars even say that relevance theory can take place of cooperative principle since relative theory argues that there is no maxim and no rules at all. However, relevance theory has some problems.  

4.3  Problems with relevance theory

  Sperber and Wilson’s relevance theory does not attach enough importance to the role of conventionality in discourse understanding. They seem to over-emphasize the communicator’s creativity and subjective initiative. “Relevance” in relevance theory is a relative concept with various degrees. Given every other things are equal, the greater the contextual effects, the greater the relevance; but the greater the processing effort needed to obtain these effects, the lower the relevance. Therefore, contextual effect and discourse understanding efforts are two opposite elements that pin down each other. But the relevance theory seems to tell us that contextual effect decides how much effort needed in interpreting an utterance. On the other hand, the contextual effect is decided by the effort. Thus, the two elements—effect and effort fall into a contradictory circle. That is to say, it is difficult to tell it is the effort that decides the effect or it is the effect that decides the effort. Furthermore, the concept “relevance” appears to be abstract if it does not link with a discourse with certain meaning. 
5. The Ethnography of Communication

The ethnography of communication is a framework that takes into account a more global perspective and recognizes that different cultures practice different ways of speaking. Such a wider framework is provided by Dell Hymes, who describes speech acts in a global model of communication, i.e. in the context of their material and psychological setting such as the communicative purpose of the communication, the key how to interpret the acts, the instrumental means available, the norms of interaction and the genres.

Dell Hymes (1986) goes beyond the principles of cooperativeness and politeness, which are two essential aspects of communication, and builds many more components into his model, which is called Ethnography of Communication. He aims at describing communications in various cultures comprehensively and in such a way as to allow comparison. His approach is based on the communication model of Jakobson (1960). In contradistinction to Chomsky’s term (linguistic) competence, Hymes coined the term communicative competence. For Chomsky the crucial question was: what is human language and on which psychological capacities does it rest, while Hymes asked: what is the (social) purpose of language and how is it used? He interprets language use as a system of socially and culturally specific behavior on a par with other social systems such as economics, politics or kinships. Doing research in these areas requires that linguists (at least for a time) become members of the speech communities which they are studying, in order to be able to describe the meanings ‘from inside’ At the very least they must be closely familiar with them. The aim of his approach is to describe communication in its particular cultural setting within the framework of universally available possibilities of communicative functions. These functions are numerous and the single speech communities select and implement them in different ways. Thus using a language means that a speaker must be able to handle different cultural concepts reflected in that language. Even the question of what counts as ‘communication’ is culturally relative, as the following example shows: (Hymes 1986, quoted in Schiffrin 1994: 142). 
An informant told me that many years before he was sitting in a tent one afternoon during a storm, together with an old man and his wife. There was a clap of thunder after another. Suddenly the old man turned to his wife and asked, “Did you hear what was said?” “No”, she replied, “I didn’t catch it.” My informant, an acculturated (Ojibwa( Indian, told me he did not know at first what the old man and his wife referred to. It was of course the thunder. The old man thought that one of the Thunder Birds had said something to him. He was reacting to this sound in the same way as he would respond to a human being, whose words he did not understand.

Hymes emphasizes the methodological advantage of comparative studies. He also prefers studying speech groups or speech communities to studying a language or a dialect. He defines speech community according to two criteria both of which are regarded as necessary (Hymes, 1986: 54):

(i) the sharing of rules for the conduct and interpretation of speech and (ii) the sharing of rules for the interpretation of at least one linguistic variety. The sharing of grammatical (variety) rules is not sufficient because even if people have a grammatical understanding the whole of the message may escape them. They may not know “what counts as a coherent sequence, request, statement requiring an answer, requisite or forbidden topic, marking of emphasis or irony, normal duration of silence, normal level of voice etc., and have no metacommunicative means or opportunity for discovering such things.

A striking example of the importance of such research emerged when the linguistic behavior of Afro-American speech groups in the urban USA was analyzed. Whereas Afro-American dialects do not show many differences with respect to standard English, the Afro-American speakers differ considerably from their white counterparts because Afro-American speech style makes use of speech acts such as ‘signifying’, ‘sounding’ and ‘toasting’. For Afro-American these speech acts are very important but in the country at large they are hardly known. Among other factors, this led to a false assessment of the linguistic abilities of black children.

It is important to note that the term speech act is defined as a unit relative to its context and that it is not identical with the one introduced by Austin and Searle. Hymes places them in the wider framework of a material and psychological setting. A speech act could be a joke which typically occurs within a speech event, i.e. a party conversation, which itself is part of a speech situation, i.e. the party. “It is of speech events and speech acts that one writes formal rules for their occurrence and characteristics. Notice that the same type of speech act may recur in different types of speech event, and the same type of speech event in different contexts of situation.” (Hymes, 1986: 56).

He takes several other components of the communication event into account such as the communicative purpose of the communication (ends), the key (tone, manner) how to interpret the acts, the instrumental means available, the norms of interaction (cooperativeness and politeness are two essential ones, but many more obtain in various cultures) and the genres (jokes, stories, religious services). These are summarized by the mnemonic term

S-P-E-A-K-I-N-G  
S
   setting


    physical circumstances


   scene


    subjective definition of an occasion

P
   participants

    speaker / sender / addressor / hearer / receiver / audience / 





    addressee

E
   ends


    purposes and goals, outcomes

A
   act sequence

    message form and content

K
   key


    tone, manner

I     instrumentalities       channel (verbal, non-verbal, physical), forms of speech drawn from
 community repertoire

N
   norms


   norms of interaction and interpretation, specific properties attached 





   to speaking; interpretation of norms within cultural belief systems

G
  genres


   textual categories

 He was particularly interested in the norms of a speech community, because they make up the cultural value or belief system and because they constitute a wider framework which, as was indicated above, is still lacking in Wierzbicka’s approach.

In spite of the broad basis of this approach to discourse analysis, it has some shortcomings: 
(i) Because of its complexity, descriptions only achieve a superficial level of observation. 
(ii) Rather than study everyday communication; ethnographers prefer to describe forms of ritual communication which does not allow wide-ranging generalizations. (iii) Non-verbal communication is not analyzed. A linguist who tries to compensate for these shortcomings is Martin Pütz (1987b). He adopts Hymes’s approach but modifies and extends it into what he calls the Ethno-Semiotics of Communication. Through participant observation he studies the service rituals in a church belonging to the Church of God denomination. He applies the categories of the S-P-E-A-K-I-N-G grid and also describes these rituals according to paralinguistic categories such as pitch, tempo and rhythm as well as a wide range of non-verbal categories such as facial expressions, gestures, body movements, physical distance and eye contact. Apart from this study there are very few of such a high caliber. Still, this general and broadly based framework seems to be an inescapable condition for serious and ‘non-impressionistic’ discourse analysis. At the same time, ethnomethodology is much more concerned with the performative dimensions of text and/or talk, e.g. reporting as a persuasive display of professional competence which renders members' actions accountable. 

6. Mental Representation Approaches

The mental representation approach this paper describes in this section deals with the cognitive processes that take place in the mind of the hearers and which allow them to interpret the discourse elements contextually and produce a mental text representation. It has been positively influenced by the upsurge of Cognitive Linguistics. But as Lenk (1998) has shown, it is not only restricted to the “static” description of referential and relational coherence. It also deals with the question of what interactants do in order to safeguard communicational success. This is work done at the intersection of the mental and the interactional processes that are involved in communication.

In comparison to the previous approaches most of which are interaction-oriented, there is a fundamental approach which concentrates on the cognitive processes that take place in the mind of the hearers and which allow them to interpret the things they hear and to see them in relation to all the other elements in the discourse. All this belongs to the mental picture of the discourse as it proceeds and is referred to as mental text representation.

Discourse comprehension works in two directions: bottom-up and top-down. The bottom-up process means that the understanding of what is going on, what is being said, what is being implied and which point is made,  is arrived at by processing one sentence or utterance after the other. The top-down process implies that the recipient works with a framework of expectations and experience, which Brown and Yule (1983) refer to as the topic framework. These two processes correspond to the micro- and macro-structure of discourse. The following text can serve as an example of how understanding relies on both bottom-up and top-down processes (Brown and Yule, 1983: 72  For ease of reference the sentences have been numbered).

(1) The procedure is actually quite simple. (2) First you arrange things into different groups. (3) Of course one pile may be sufficient depending on how much there is to do. (4) If you have to go somewhere else due to lack of facilities that is the next step, otherwise you are pretty well set. (5) It is important not to overdo things. (6) That is, it is better to do too few things at once than too many. (7) In the short run this may not seem important but complications can easily arise. (8) A mistake can be expensive as well. (9) At first the whole procedure will seem complicated. (10) Soon, however, it will become just another facet of life. (11) It is difficult to foresee any end to the necessity of this task in the immediate future, but then one never can tell. (12) After the procedure is completed one arranges the materials into different groups again. (13) Then they can be put into their appropriate places (14) Eventually they will be used once more and the whole cycle will then have to be repeated. (15) However, that is part of life.
Readers of this text will not have any difficulty in understanding the single sentences in isolation. Up to a point they will also be able to comprehend relations between the sentences, e.g. sentences (2) and (4) are an elaboration of sentence (1), sentences (9) and (10) form a contrast etc. But what the readers are not able to do is see the referential coherence between the procedure, the group, the piles etc. because the domain to which this text belongs has not been specified. Consequently the referents of the following words cannot be identified correctly: 
(1) procedure; (2) things; (3) pile; do; (4) facilities; (5) overdo; things; (6) do; things; (7) complications; (8) mistake; (9) procedure; (10) task; (12) procedure; materials; (13) (appropriate) places; (14) cycle.
Another consequence is that the readers are not capable of forming a mental text representation. For instance, they will have great difficulties in retelling or summarizing what they read or heard. The referents cannot be identified because they mean different things in different domains.  Some meaning differences can be specified in table 1 according to whether the textual domain is ‘sharpening knives’ or ‘washing clothes’.

	
	´sharpening knives`:

   (1) procedure = sharpening knives
   (2) things = the knives
   (3) pile = pile of knives
        do = sharpen (knives)
   (4) facilities = facilities for sharpening 
   (5) overdo = sharpen too much /

                       knives
         things = knives
   (6) do = sharpen
        things = knives
   (7) complications = complications in 

                                   sharpening knives
   (8) mistake = mistake in sharpening
   (9) procedure = sharpening knives
(10) task = sharpening knives
(12) procedure = sharpening knives
       materials = knives
(13) places  = places where one keeps

                       knives
(14) cycle = sharpening cycle

	´washing clothes`:
   (1) procedure = washing clothes
   (2) things = the laundry items
   (3) pile = pile of laundry
        do = wash (clothes)
   (4) facilities = facilities for washing
   (5) overdo = wash too often / much

                       laundry
         things = laundry items
   (6) do = wash
        things = laundry items
   (7) complications = complications in 
                                   washing clothes
   (8) mistake = mistake in washing
   (9) procedure = washing clothes
(10) task = washing clothes
(12) procedure = washing clothes
       materials = laundry items
(13) places = places where one keeps

                      clothes
 (14) cycle = washing cycle



Table 1.

It is obvious that the attribution to either the knife-sharpening or the laundry domain also has an effect on the relative meanings of words. Thus the cycle for washing clothes is a matter of days whereas the cycle for sharpening knives is a matter of months or even years. The same applies to words like mistake or complications. Since knives are potentially dangerous instruments, a mistake or complications in sharpening them may result in serious injuries. Using a washing machine is not dangerous at all, but a mistake may ruin one’s clothing. Other expressions may be quite concrete like go somewhere else but they only have a meaning relative to a reference point, which is also not given. On top of that, all the pronouns which refer to the above words cannot be traced either.

This shows that the discourse topic of a given text has a great influence on the process of interpreting it. In the above example the topic was formulated according to two criteria, i.e. the criterion of a purposive activity (sharpening, washing) and the domain criterion (knives, clothies). Brown and Yule introduce the term topic framework, which they characterize in terms of the domain, the participants and their activities, the setting (location and time) and the type of discourse, i.e. whether it has a problem-solution structure, a jocular or a narrative one. Therefore it is neither possible nor adequate to define or formulate only a single topic which correctly applies to a discourse or text but several. This reflects the fact that discourse comprehension is quite flexible and operates at three levels:

(i) Global discourse structure: speakers and hearers must be clear about what is meant, i.e. they must be clear about the goals and intentions of the interaction such as the discourse topic, which takes care of referential coherence.

(ii) Paragraph structure: the discourse topic and subtopics must be clear, which includes frame, discourse spaces and relational coherence, i.e. the links between clauses, sentences and even larger sections of the discourse.

(iii) Propositional structure: the referents must be identifiable, i.e. the entities and processes (including actions).(Levelt:1989) 
If all three demands are met, the recipients or interactants can construct a coherent mental representation of the discourse. New information, which is consistent with the one previously given, will then be integrated. 
The ‘domainless text’ at the beginning of this section showed cohesion and referential coherence only at a superficial level. The reason for this is that quite a few lexical elements were not grounded in a domain or a setting known to the reader. Therefore also the cohesive ties were of a superficial nature and not really traceable. Apart from the grounding in a domain and setting, the term coherence is meant to cover all those aspects which help a person understand a text. Coherence and text understanding is not an inherent property of a text but is dependent on both the text and the world knowledge of the interactants and enables them to form a mental representation. This is a result of text interpretation, which in turn is based on the utterances, their implicatures and on the cultural and world knowledge of the interactants, i.e. the conceptual links they establish between the various entities referred to in the text and the evoked events. 
For an adequate analysis the local coherence level is as important as the global one. The former covers the coherence of neighboring elements, the latter the coherence of elements which lie further apart. The more hints a listener receives the easier it is to comprehend the coherence intended by the speaker. She regards coherence as a processual phenomenon which has to be established and ascertained again and again. In order to achieve an adequate description of the different uses of discourse markers she regards their scope, directional orientation, pragmatic meaning, their position within the discourse and their form. In order to establish the scope of a discourse marker she analyzes its function with regard to its semantic, rhetorical and sequential relations. The criterion of orientation results in the distinction between retrospective and prospective discourse markers. Retrospective markers are oriented towards the prior discourse and exhibit relations between the upcoming utterance and earlier segments of discourse. The prospective markers point out relations to intended upcoming contributions. Anyway, however and still are predominantly retrospective, actually and incidentally are predominantly prospective discourse markers and what else can have both functions. She summarizes her results according to the criteria of (i) meaning within the discourse, (ii) orientation, (iii) collocations and (iv) differences between American and British English. It is particularly remarkable that Lenk does not only present her results traditionally in a theoretical way, but also adopts an Applied Linguistics perspective and formulates the meaning of the discourse markers, which she has analyzed, in terms of model entries for dictionaries. The functions of the above discourse markers are particularly interesting because their use shows that the speaker and also the other participants have to develop their own understanding of the progress of the interaction. But they also have to construct a mental representation of the comprehension of the others. In the course of the interaction both the mental representation of their own comprehension and that of the others have to be adapted to new information and other changes. Coherence is established if one or more participants believe that the mental representations coincide. Repairs and other processes like the use of discourse markers are used for this purpose.

Chapter Three Multi-dimensional Approach: a Tentative Solution

A linguistic string cannot be fully analyzed without taking context into account. If the sentence-grammarian wishes to make claims about the ‘acceptability’ of a sentence in determining whether the strings produced by his grammar are correct sentences of the language, he is implicitly appealing to contextual considerations. After all, what do we do when we are asked whether a particular string is “acceptable”? Do we not immediately, and quite naturally, set about constructing some circumstances/context in which the sentence could be acceptably used? Doing discourse analysis certainly involves doing syntax and semantics, but it is more than doing syntax and semantics. In discourse analysis, we are concerned with what people using language are doing, and accounting for the linguistic features in the discourse as the means employed in what they are doing.   Therefore, we can say if there is no context, there is no discourse. 

Language is dynamic and inexhaustible. When it is used in communication, it is even more so. This nature of language means no single theory could cover all aspects of language.  Therefore, a multi-dimentional approach should be a tentative solution to the discourse analysis in a dynamic way.

A multi-dimensional approach requires the different strategies to be used integratively in the analysis of a discourse. In a discourse where cohesive ties provide adequate understanding of , say, information coherence, then linguistic approach itself will be enough. However, there is no inherent or logic between forms and meanings. The same meaning can be expressed in different forms. Take the two languages, English and Chinese, for example. English has more cohesive ties than Chinese, which does not necessarily mean English is more linguistically coherent than Chinese. 

Coherence can be achieved through transparent forms and opaque forms. The former is the conventional means of coherence. It establishes the semantic relevance by making the use of lexical means such as transitional words, logical connectors, grammatical connectors, and lexical connectors, which are categorized as the Hallidayan Approach.

Although the transparent coherence is a conventional way of establishing discourse relevance, it is not the only way. How pieces of information are related in a discourse is very often complicated. Very often, coherence is implied rather than directly stated. Though transparent cohesive devices are lacking, it does not mean that the text lacks coherence. The relationship that exists between sentences is, for example, usually one of expansion. Here, “expansion” means that the secondary clause expands the primary clause, by (a) elaborating it, (b) extending it or (c) enhancing it. 
In elaboration, one clause elaborates on the meaning of another by further specifying or describing it. The secondary clause does not introduce a new element into the picture but rather provides a further characterization of one that is already there, restating it, clarifying it, refining it, or adding a descriptive attribute or comment. 

1) Exposition. 

Here the secondary clause restates the thesis of the primary clause in different words, to present it from another point of view, or perhaps just to reinforce the message. For example 

She wasn’t a show dog; I didn’t buy her as a show dog.
2) Exemplification

Here the secondary clause develops the thesis of the primary clause by becoming more specific about it, often citing an actual example; for example

Your face is the same as everybody else has—the two eyes so, nose in the middle, mouth under.

3) Clarification. In this case the secondary clause clarifies the thesis of the primary clause, backing it up with some form of explanation or explanatory comment.

Alice could only look puzzled: she was thinking of the pudding.

The above examples show that the lack of cohesive devices do not mean the lack of coherence. Many of the cohesive devices are optional in the sense that they are the elements of surface structures. For example:

English: Because he was ill, he was in hospital.

Chinese: 他生病了，住院了。
English：After he came into the room, he turned on the light and sat at the table.

Chinese：他走进房间，打开灯，坐在桌子边上。
From the above examples, it is not difficult to see that what is transparent in one language can be opaque in another language, without significant changes in the coherence of the message. Even within the same language, the transparent means can give way to opaque means or vice versa:

English:  He was ill; he was in hospital.

Chinese: 他生病了，所以住院了。
English：He came into the room, turned on the light and sat at the table.

Chinese：他走进房间以后打开灯，坐在桌子边上。

In order to work out the coherence achieved by opaque means, we have to analyze discourse by employing paralinguistic means, for example, the Cooperative Principle that governs our communicative behaviours and the derived principle such as Politeness Principle and Irony Principle 

1.CP, PP and IP

Speech Act Theory was developed further by Pragmatic Discourse Analysis, which is based on Grice’s cooperative principle. Unlike Austin, Grice (1975, 1978) did not suggest a typology of speech acts or performative verbs. He observed that due to the context, a speaker conveys more information than is encoded in the semantic structure of his or her utterance. He introduced the four maxims of cooperation: quantity, quality, relevance and manner (Grice, 1975: 46).  If these maxims are adhered to they provide inferential means of interpreting the speaker´s meaning. Consider the following question-answer pair: 
A: Did you eat all the biscuits?
B: I ate some of them.

                            (Leech:1983).

A will infer that B did not eat all of the biscuits, because it can be expected that speakers will tell as much of the truth as is necessary to put the hearers in a state of knowledge, which renders them sufficiently informed. From a logical point of view B is certainly telling the truth, because eating some of the biscuits is logically implied in eating all of them. What B fails to do is give A all the (relevant) information that s/he has. Therefore B has conversationally implied that s/he did not eat all of the biscuits and thus has misled A. 

In the following example A has to assume that B’s answer to the question is relevant and work out the appropriate meaning (Cf. Hünig 1989: 626).

 
 A: Would you like a chicken salad?


 B: I’m a vegetarian.
A has to reason as follows: vegetarians do not eat meat and since chicken salad contains meat B is turning down the offer. This information is a conversational implicature because it is independent of the explicated information and context-dependent. It is also cancellable because B might add:


 B: (I´m a vegetarian.) But not a very strict one, so I´ll try your chicken salad.

Since it is normal for speakers to say far less than they intend to convey, it is understandable that Grice’s cooperative principle has been widely used in establishing the coherence that is implied between seemingly disconnected speeches and texts.  

Apart from the inferences which people draw from each other’s statements there is also a more emotional involvement in using language because of the need to be recognized as individuals. A striking example of this aspect is given in the following dilemma. A has a close friend, B, who is very poor. B wears a very ugly jacket and asks A: How do you like my new jacket? Obviously A’s answer is not only determined by his truthfulness but also by considerations of tact. Thus speech act logic as described above is not sufficient to explain certain variations and additional communicative strategies used by speakers and hearers. This is so because speakers care about what others think of them, i.e. they care about their social image. Brown and Levinson (1987) saw this deficiency and introduced the term face into linguistics, which the sociologist Erving Goffman (1955, 1967) had introduced into sociology, to refer to the interactional identities of speakers and hearers. It is derived from metaphorical phrases such as to lose one’s face and to keep one’s face. Goffman (1967) uses the expression to be in face, for example, to refer to a role behavior which is in accordance with the expectations accompanying that role and the expression to be out of face to behavior which runs counter to such expectations. Brown and Levinson (1987: 13), who wanted to distinguish different degrees of linguistic politeness, coined the terms positive and negative face, which they describe as follows:
Central to our model is a highly abstract notion of ‘face’ which consists of two specific desires (‘face wants’) attributed by interactants to one another: the desire to be unimpeded in one’s actions (negative face), and the desire (in some respects) to be improved of (positive face). This is the bare bones of the notion of face which (we argue) is universal, but which in any particular society we would expect to be the subject of much cultural elaboration.

Certain speech acts threaten the positive or negative face wants of the hearer and are therefore called face-threatening acts (FTA). If the speaker criticizes the hearer s/he commits a positive face-threatening act, if s/he wants the hearer to do him or her a favor s/he commits a negative face-threatening acts. The seriousness or weightiness of a face-threatening act depends on three factors: the social distance between the speaker and the hearer, the power that the hearer has over the speaker and the degree to which a certain face-threatening act is rated an imposition in a specific culture. 
Brown and Levinson’s theory of politeness is taken up by Leech, who introduces a somewhat simplified Politeness Principle (Leech, 1983: 81):

(i) Minimize (other things being equal) the expression of impolite beliefs!

(ii) Maximize (other things being equal) the expression of polite beliefs!

The social motivation for it is that unless people are polite to their neighbors the channel of communication will break down. But at times it may be useful to make a point by being ironic, i.e. by saying something which is obviously not true, such as the following:

A: Geo has just borrowed your car!

B: Well, I like that!

There is an obvious breach of the Quality Maxim: What B says is polite to Geoff and is clearly not true. Therefore what B really means, is, impolite to Geoff and true!

Irony typically takes the form of being too obviously polite for the occasion. The Irony Principle reads (Leech, 1983: 82):

If you must cause offense, at least do so in a way which doesn’t overtly conflict with the Politeness Principle but allows the hearer to arrive at the offensive point of your remark indirectly, by way of implicature.

Gibbs (1994: 365) goes a step further and claims that irony does not only serve a social goal, directed at an interlocutor, but constitutes a mode of thought. He provides the example of someone saying What lovely weather in the midst of a rainstorm and comments as follows: 
This statement reflects the speaker’s conceptualization of the incongruity between certain expectations that the day would be nice and the reality of rain. We judge events as ironic because of an awareness of the incongruity between expectation and reality, even though, in some cases, other participants in the situation appear to be blind to what is really happening. This awareness suggests that irony is not merely a matter of rhetoric or of language but is a fundamental figure in the poetics of mind. We conceptualize events, experiences, and ourselves as ironic and our language reflects this figurative mode of thinking.

2.  Following, breaking & bending the rules. 

Grice presented the Co-operative Principle and its Maxims as “guidelines for the efficient and effective use of language in conversation to further co-operative ends” (Levinson, 1983: 101). But following these guidelines (or ‘rules’) is only one option. Table 1 below outlines the options speakers/ writers have, as well as the potential consequences for verbal expression and communication. 

	OBEYING THE RULES

(Observing maxims or opting out)
	· Communication is explicit & straightforward. 

· Expression can lack flavour/ interest. 

· The force of any offence/ friction is maximised. 

	BREAKING THE RULES 

(Violating maxims)
	· Miscommunication. 

· Communication of untruths. 

	BENDING THE RULES 

(Flouting maxims) 
	· Flexibility of expression. 

· Creation of interest/ style/ effect. 

· Humour. 

· Any offence/ friction is indirect/milder. 


Table 2. Summary of interaction options and their effects. 

3.  Inferring procedures.

Inferring (commonly referred to as ‘reading/listening between the lines’) is essential for effective communication for two reasons. Firstly, the conventional meaning of lexis is not always a clear indicator of the intended message of speakers/ writers (e.g. Grice, 1975). Secondly, “discourse rarely provides us with a fully explicit description of a situation” (Eysenck, 1990: 224); therefore, we usually have to fill in the missing information (see also Clark & Clark, 1977: 96-98). But how is inferencing achieved? That is, how do we understand more than (or even something different from) what the actual words seem to denote? What knowledge and clues do we use? What processes take place in our minds?

3.1 Context

It is worth restating that language is not used in a vacuum, but in specific situations, by people who want to achieve specific purposes. The physical, social and psychological background in which language is used has been termed ‘context’ (see Brown & Yule, 1983: 36-46; Crystal, 1991: 79; Halliday & Hasan, 1989: 5-9; Levinson, 1983: 23). The basic elements of context are: 

· Participants: speaker(s)/ writer(s) and (actual or intended) listener(s)/ reader(s). 

· Relationship between participants. 

· Topic. 

· Setting (place & time). 

· Purpose (what speakers/ writers want to achieve). 

· Language out of context has only potential for meaning. In other words, the same sentence/ utterance can have different meanings in different contexts. For example, let us examine the meaning of question (1), asked in two different contexts: 

(1) What do you think? 

· Context A. Two friends shopping. One of them tries on a pair of shoes, looks at the other and asks: `What do you think?' (= Do you think they suit me? / Should I buy them?) 

· Context B. Wife comes into the house all wet. Husband asks: ‘Is it raining?’ Wife answers ‘What do you think?’ (= Of course it is!) 

An interesting observation is that whereas in context A the speaker is asking a genuine question, in context B the speaker doesn't expect a response. 

  In order to further clarify the nature and use of contextual knowledge, I would like to stress the following points. 

• Contextual knowledge is not an either/ or affair, but depends on the number of contextual elements that a listener/ reader knows. 

• In cases when listeners/ readers have partial knowledge of the context they can use the given elements of the context, as well as the co-text and relevant background knowledge to infer the missing contextual elements. 

• Full knowledge of the context is not always essential for successful interpretation (see Levinson, 1983: 22-23). Brown & Yule (1983: 59) present the “principle of local interpretation”, which “instructs the hearer not to construct a context any larger than he needs to arrive at an interpretation”. 

• When listeners/ readers try to interpret language out of context they use “a set of background assumptions about the contexts in which (the particular stretch of language) could be appropriately uttered” (Searle, 1979 in Levinson, 1983: 8). 

 3.2. Background knowledge 

Apart from knowledge of language and context, listeners/ readers need to make use of background knowledge relevant to the context in order to interpret the messages of speakers/ writers. For example, let us take the following exchange: 

(1) A: What time is it? B: Well, the postman’s been already. 

(From Brown & Yule, 1983: 226) 

In order for A to make use of B’s reply, A doesn’t just need to understand the language, but also to know what time the postman usually comes. 

A number of models have been proposed regarding the way knowledge is represented in the mind and used in interpretation. What seems to be common to the different models is that we keep stored in our minds stereotyped representations of places, situations, event sequences, participants etc. (Brown & Yule, 1983: 238-255; Clark & Clark, 1977: 166-168; Eysenck, 1990: 261-273; Singer, 1990: 98-110). For example, when the topic is ‘going to the dentist’ the knowledge we will activate may include any of the following: 

· Place & organisation (e.g. waiting room and surgery – which we expect to be next/near to each other). 

· Objects, their position and layout (e.g. chairs and magazines in the waiting room; dentist’s equipment in the surgery), as well as their expected size, weight, texture, colour etc. 

· Participants (e.g. dentist, secretary, nurse, other patients) and their roles. 

· Activities (e.g. drilling, filling a tooth), their sequence and their results. 

· Sounds (e.g. drilling). 

· Smell (e.g. camphor). 

· Feelings (e.g. anxiety). 

These representations are modified and expanded according to our experience. When interpreting language, the nature and quantity of knowledge that is activated will depend on the particular context, co-text and our needs. Let us consider example (3) below in a ‘dentist’ context: 

(2) I tried to read to keep my mind occupied, but the sound kept reminding me of what was to follow. 

It is clear that we don't need to activate all possible elements of knowledge for successful interpretation of (2). 

3.3. Communication conventions and implicature

3.3.1 Implicature 

The notion of implicature was introduced by Grice (1975) to account for the distinction between what is said and what is implicated by a speaker, or in other words ‘what the speaker can imply, suggest, or mean, as distinct from what the speaker literally says’ (Brown & Yule, 1983: 31). Leech (1983: 17 & 30-35) uses the terms ‘sense’ (‘meaning as semantically determined’) and ‘force’ (‘meaning as pragmatically, as well as semantically, determined’). He stated that ‘the force will be represented as a set of implicatures’. 

3.3.2  Implicature and inference procedures  

Here I will examine examples of the clues and thought processes employed by listeners/ readers in order to infer successfully, as well as examples of how speakers/ writers create style and effect. In my discussion I will be referring to the responses and comments of participants  

(1) A: Where’s Bill? B: There’s a yellow VW outside Sue’s house. 
(From Levinson, 1983: 112) 

· Does B seem to be co-operative? 

· What is B's intended message? 

· How can A understand B's message? 

Of course, B could be much more helpful and answer ‘I think he is at Sue's, because his car is parked outside her house’. Still, such a straightforward answer is only one option. B prefers to give a some relevant facts and let him/ her draw conclusions. What is more, in some contexts it might be safer for B to let A draw his/her own conclusions. Let us follow A's (probable) train of thought: 

I have’t received a straightforward answer, but still believe that b does want to answer my question. Let me see how I can use the clues that B gave me: I know that Bill owns a yellow VW and that he’s a friend of Sue’s. So I think that B wants to tell me that as far as he/she knows Bill is at Sue's. 

The clues used here are: 

· Shared knowledge/ experience. 

· Belief that the speaker wants to be helpful. 

· Belief that the speaker has information that (as far as he/ she knows) is valid/ correct. 

(2a) Where’s the cheese sandwich? 

· What does the speaker want to know? 

· What response do you expect? 

Look at the answer (2b). 

(2b) He's sitting over there by the window. 

(Adapted from Yule, 1996: 20). 

· Is this a relevant/ helpful answer? 

· How did the participants manage to understand each other? 

This is an exchange between two waiters. Referring to customers by their order is quite common in such contexts. What is more, we expect that the first waiter asked the question in order to serve the right customer. The clues used here are: 

· Shared knowledge/ conventions 

· Knowledge of context 

It should be mentioned here that lack of knowledge of the ‘restaurant’ context would make it difficult for a reader/ listener of this exchange to understand that the ‘cheese sandwich’ is actually a customer. 

(3) Johnny: Hey Sally, let's play marbles. 

Mother: How is your homework getting along, Johnny? 

(From Levinson, 1983: 112.) 

· What does Johnny's mother want? 

· How do we understand that? 

The participants understood the mother’s response (as indeed would Johnny) as a command for Johnny to finish his homework before doing anything else. Although the response is grammatically a question, it doesn’t function as one. That is, the mother does not require a report on the progress of Johnny’s homework, as it is clear that Johnny is not working on it right now. The clues used here are: 

· Context (mother-child relationship) 

· Co-text: Johnny’s stated intention to play marbles. 

· Knowledge of the conventions/ rules applying in that context (play is allowed only after schoolwork or house chores have been completed). 

(4) Patience walked into a room. The chandeliers burned brightly. 
(From Clark & Clark, 1977:97-98.) 

· Where were the chandeliers? 

Most participants ‘saw’ the chandeliers in the room Patience walked into. What is interesting is that no explicit connector is there to signal this. Participants were able to infer the location of the chandeliers combining the following clues: 

· Proximity: the two sentences are one after the other, therefore readers expect a link. 

· Time/ space sequence: like a camera we follow Patience into the room and with her see the chandeliers. 

· The definite article (‘the chandelier’): the writers treat the chandeliers as ‘given’. But what has already been introduced is the room; therefore readers are led to infer that there is a close link between ‘room’ and ‘chandeliers’. 

· Shared knowledge/ experience: chandeliers in a room are consistent with our experience. Readers would find it more difficult or even impossible to draw this inference if the second sentence were ‘The crocodiles looked hungry’, as this would contradict expectations of what a room may normally contain. 

(5) Mary got the picnic supplies out of the car. The beer was warm. 
(From Clark & Clark, 1977:97-98.) 

· Where was the beer? 

· Where were the picnic supplies? 

· What did the picnic supplies include? 

All participants understood that the beer was part of the picnic supplies. It is interesting that some participants did not even feel there was anything to infer, as the text seemed straightforward and explicit to them. This is an indication that in familiar contexts inference procedures are quick. Participants also ‘saw’ that the picnic supplies were in a picnic basket, which was in the boot of the car, and that the supplies also included sandwiches, soft drinks, fruit and dessert. It should be mentioned here that readers who are not familiar with the activity of picnicking would be expected to find the connection between ‘beer’ and ‘picnic supplies’ much less straightforward, even if they had the meaning of ‘picnic’ explained to them. The clues used here are: 

· Proximity. 

· The definite article. 

· Shared knowledge/ experience. 

(6) A: Look at me! I'm fat and ugly. B: Come on, you’re not fat! 

(From Gabrielatos, 1994: 15.) 

· What is the second speaker's intended message? 

· How is it expressed? 

Superficially, A seems to be making a statement. Nevertheless, the fact that A says that in the presence of B leads B to infer that he/ she is invited to make a comment. Similarly, although B does not make a negative comment explicitly, A clearly receives the message that B thinks (or wants A to think) that A is ugly. Here the source of the insult (or joke) is the omission of ‘and ugly’ in B’s response. To return to A’s prompt, what makes its function clear is that B cannot avoid commenting on A’s statement; even silence would be understood as an insult/ joke. This case illustrates how the Irony Principle (Leech, 1983) can be put to use (for a detailed analysis of the mechanisms of humour see Nash, 1985). It is interesting to notice that participants did not question for a moment the function of A’s ‘statement’ as a prompt. The clues used here are: 

· Context: A's comment is made in the presence of B. 

· Quantity Maxim and/or Irony Principle: B’s response addresses only part of A’s prompt.

 We can see inferring as a combination of identifying available helpful clues and filtering them through knowledge of a number of elements. Table 3 below gives an outline of those clues and elements. 

	LEXIS
+
GRAMMAR
+
PHONOLOGICAL FEATURES
+
LAYOUT / PUNCTUATION / FONTS
+

DISCOURSE ORGANISATION COHESION


[image: image1]KNOWLEDGE OF CONTEXT
+

KNOWLEDGE / EXPERIENCE / EXPECTATIONS / BELIEFS

+
KNOWLEDGE OF COMMUNICATION CONVENTIONS
[image: image2]INFERENCE


Table 3. Inference: clues and procedures. 

 For successful inference, participants need to accurately identify the entities to which the speaker refers (within or outside the text). When participants have partial knowledge of context they can use textual information, the elements of context they know, and relevant background knowledge to infer the missing contextual elements. 

4. Summary

 Most obviously, discourse analysis emphasizes the relevance of the study of context for our understanding of many aspects of discourse. Only through the study of context and inferential model can we build the coherence and relevance among the seemingly unrelated pieces of discourse.  The fact that someone chooses to express an irrelevant assumption may itself be highly relevant. For instance, it may be a way of making manifest a desire to change the subject, and this desire may well be relevant. Relevance and coherence may be achieved by expressing irrelevant assumptions, as long as this expressive behaviour is itself relevant.  Relevant in such contexts are the social domain (e.g., Education, Politics), the global act partially accomplished by text or talk (e.g., legislation, teaching, etc), the participants and their various communicative, social and professional roles, the relations between participants (such as that of power), the setting (time, location) and maybe some other social or interactional properties of communicative event. 

Chapter Four   Conclusion

Studying the ways people communicate is a very complex matter because it entails various aspects of different disciplines. Discourse analysis draws upon a variety of disciplines, including linguistics, philosophy, psychology, pragmatics, rhetoric, and sociology, to study language use. Discourse is a complex of social, psychological, and linguistic phenomena subject both to the rules of grammar, which all speakers of a language know implicitly, and to the general principles of discourse coherence. A large body of scientific research has developed, which examines how speakers construct and how hearers interpret discourse.
The diversity of the discussed approaches shows that there is still no singular methodology accepted by most discourse analysts.  What discourse analysts should agree upon is that all these approaches treat valid and relevant aspects of human communication. The approaches are diverse and multifaceted because human communication is diverse and multifaceted. This assessment is not meant to suggest that the approaches are basically equivalent. Their description has shown that they focus on different aspects of communication and/or interaction and that they assign different importance to the structure or the function of discourse. My aim in this paper is to attempt to advance a multi-dimensional approach as a tentative solution to the discourse analysis in a dynamic way. The core of this theory lies in the interplay of different approaches when we analyze discourses. Generally speaking, in communication when the transparent forms of coherence can manifest the relevance of a discourse, it is not necessary to interpret it by employing pragmatic approaches. Only under the condition of lacking lexical ties will we seek help from the cooperative principle and other means. The semantic relevance in the deep level can be achieved via the opaque coherent form such as the context knowledge. While we analyze a discourse, we often make use of more than one approach and by doing so, we can well achieve relevance and have a better understanding of the discourse. 
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