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Abstract

   This paper focuses on the relationship between cohesion, coherence and communication. Cohesion is a semantic category. It refers to the explicit relationship between linguistic items which is realized by cohesive devices or cohesive ties. Coherence is a pragmatic category. It refers to the implicit relationship between linguistic elements which is realized by pragmatic connections, such as context, conversational implicature, illocutionary force. Communication involves the interpretation of both the surface or sentential meaning and the implicature and intention of a discourse. In the verbal communication, cohesion helps the communicators follow the propositional development within a discourse, while coherence helps them trace the illocutionary development in a communication unit. Both cohesion and coherence are necessary for the production and the interpretation of a communication discourse. Whenever communicators fail to identify cohesion in a discourse, they return to coherence. A communication discourse must be coherent, but not necessarily cohesive.
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内容提要

衔接和连贯是交际篇章的必要条件。衔接属于语义范畴，指篇章组成成分之间的显性的连接。这种显性连接是由衔接手段或称衔接节实现的。连贯属于语用范畴，指的是篇章成分之间的隐性连接。这种连接是由一些语用关系来实现的，如语境、会话含义、言外之意等。交际既涉及到字面的、表面的意义的理解，又涉及到深层的含义和意图的理解。在语言交际中，衔接可以帮助交际者按照命题的推进来组织话语和理解话语，而连贯则可以帮助交际者理清篇章中意图推进的脉络。衔接和连贯对于话语或篇章的产生和理解都是相当重要的。一段篇章可以不必是衔接的，但必须是连贯的。

关键词：衔接、连贯、交际、命题推进、意图推进
1.  Introduction

1.1 Discourse

   In the discussion of discourse
, there have always been arguments and confusion about what makes strings of words or strings of sentences a discourse. In other words, what is it that makes a passage written or a set of utterances spoken a unified whole instead of just a collection of unrelated sentences? Are there any certain features that are characteristic of discourse? In order to answer these questions, a probe needs to be made to look into the inner mechanisms that govern the making of a discourse.

   Normal linguistic behavior does not consist in the production of separate sentences but in the use of sentences for the creation of discourse. A discourse may be spoken or written, prose or verse, dialogue or monologue. It is a unit of language in use. It is misleading to envisage a discourse to be a kind of super-sentence, a grammatical unit that is larger than a sentence but is related to a sentence in much the same way that a sentence is related to a clause, a clause to a group and so on. A discourse is different from a sentence not in size but in kind. 

A text is best regarded as a SEMANTIC unit: a unit not of form but of meaning. Thus it is related to a clause or sentence not by size but by REALIZATION, the coding of one symbolic system in another. A text does not CONSIST OF sentences; it is REALIZED BY, or encoded in, sentences…we shall not expect to find the same kind of STRUCTURAL integration among the parts of a text as we find among the parts of a sentence or clause. The unity of a text is a unity of a different kind. 

                           (Halliday & Hasan, 1976:2)

   A discourse has texture, and this is what distinguishes it from something that is not a discourse. If a passage of a language containing more than one sentence is regarded as a discourse, there will be certain linguistic features present in that passage which can be identified as contributing to its total unity and giving it texture. The texture is provided by the cohesive relation that exists between two or more items in the discourse. Such relation is called "tie" by Halliday & Hasan (1976:3), and they have discussed the cohesive ties in some detail and their discussion has become a standard reference.

1.2 Cohesion and Coherence

   Many linguists have discussed the question of cohesion and coherence. But their opinions on these two notions differ. Some (such as Crystal, 1985) think that cohesion realizes the relation between meaning and its super forms and coherence realizes the relation between meaning and the context. Some (such as Brown & Yule, 1983) think that when people interpret a discourse they do not need textual markers (cohesive ties), and they assume that the discourse is coherent and make the interpretation under this assumption. Some (such as Wang Zongyan, 1992) think that cohesion is the lexical and grammatical devices in a text and coherence is the effect realized by these devices. Still some (such as Widdowson, 1978) think that cohesion is the explicit relationship between propostions of sentences and coherence is the relationship between illocutionary acts of utterances. In this paper I refer to cohesion as anything at the semantic level that makes parts of communicative elements related, and refer to coherence as anything at the pragmatic level that makes parts of communicative elements related.

   Cohesion occurs where the interpretation of some elements in the discourse is dependent on that of another. The concept of cohesion is a semantic one; it refers to the relations of meaning that exist within a discourse. The interpretation of a discourse does not only rely on the lexicogrammatical devices; one has to refer to the cohesive relations that exist between the elements in a discourse. That is to say, in a discourse, some elements presuppose and some other elements are presupposed. The interpretation of the element that presupposes cannot be reached without recourse to the presupposed. Take the following discourse as an example:

(1)    Find a proper word for the sentence. Put it into the blank.

It is clear that it in the second sentence refers back to a proper word in the first sentence. This kind of relation is called anaphoric and it is this anaphoric function of it that gives cohesion to the two sentences, so that we interpret them as a whole; the two sentences together constitute a discourse. What is more, the interpretation of it cannot be made if we do not rely on the relation that exists between it and a proper word in the two sentences. There are several other cohesive relations that make a discourse into a whole which I will discuss in the second part of this article.

   Certainly we rely on the cohesive devices for the interpretation of the meaning of a linguistic message, but it is a mistake to think that meaning can be or is only achieved by syntactic structures and lexical items used in a linguistic message. Sometimes we can recognize a discourse in form but can not claim to have understood, simply because we need more information. To show this point, let us check the following exchange taken from Widdowson (1978: 29).

(2)    A: That's the telephone.

      B: I'm in the bath.

      A: O.K.

How do we make sense of this? We cannot find any cohesive ties in this exchange. But our mind tells us these fragments of linguistic messages do form a unified whole instead of some unrelated sounds. That is to say, we do recognize this as a coherent instance of discourse. What we do, of course, is to envisage a situation in which the uttering of the first sentence is regarded as a request. The reason we give it the value of a request is that we recognize the way in which it relates to the other parts of the exchange here. For the same reason, we take B's remark as a reply to A's request and as having the communicative value of an excuse for not complying with A's request, and we take A's second remark as an acceptance of B's excuse and as an undertaking to do himself (or herself) what he (or she) originally asked B to do. Having recognized these relations, we can, therefore, supply the missing propositional links and produce a version which is cohesive:

(3)   A: That's the telephone. (Can you answer it, please?)

     B: (No, I can't answer it because) I'm in the bath.

     A: O.K. (I'll answer it).

The elements in the brackets are not supplied by the two speakers (neither A nor B) but are provided by the two listeners (both B and A). 

   In a discourse, such elements which are not supplied directly but can be complemented by the listener or the reader constitute the coherent relationship within a discourse. A discourse with coherent relations may claim to have coherence in it.

1.3 Communication 

As is discussed above, the interpretation of a discourse can not be achieved without taking the cohesive or the coherent devices within it into consideration. The proper use of the two devices by the speaker/writer to encode the meaning and by the listener/reader to decode it throws light on the linguistic competence that a communicator possesses. Here I am not referring the competence to the "internalized grammar" advanced by Chomsky, but referring it as Dell Hymes' notion of "communicative competence" or Halliday's notion of "meaning potential" which, according to Halliday, is not unlike Hymes' "communicative competence". Both Halliday and Hymes reject Chomsky's distinction between language competence and language performance either as being of little use in a sociological context or as being inadequate in accounting for the communicative function of language.

Here we shall not need to draw a distinction between an idealized knowledge of a language and its actualized use: between 'the code' and 'the use of the code' or between 'competence' and 'performance'. Such a dichotomy runs the risk of being either unnecessary or misleading: unnecessary if it is just another name for the distinction between what we have been able to describe in the grammar and what we have not, and misleading in any other interpretation.  

                                  (Halliday, 1970:145)

   And according to Hymes, if an adequate theory of language users and language use is to be developed, it seems that judgments must be recognized to be in fact not of two kinds (grammaticality and acceptability) but of four. And if linguistic theory is to be integrated with theory of communication and culture, this fourfold distinction must be stated in a sufficiently generalized way (quoted in Munby, 1978:15):

1. Whether (and to what degree) something is formally possible;

2. Whether (and to what degree) something is feasible in virtue of the means of implementation available;

3. Whether (and to what degree) something is appropriate (adequate, happy, successful) in relation to a context in which it is used and evaluated;

4. Whether (and to what degree) something is in fact done, actually performed, and what its doing entails.

So both Halliday and Hymes approach communicative competence from two ways: semantic and pragmatic. Here in human communication the two approaches of linguistic study interact and complement each other.

   Communication by its nature occurs at a number of levels (e.g., cultural, institutional, functional) but a concern with message strategy and effectiveness is at the core of communication. Communication involves constructing messages that direct a listener or reader to a selected portion of reality with linguistic devices --- cohesion and coherence. So the discussion of these two and their functions to communication are the main concern of this paper.

2. Cohesion
Halliday and Hasan are concerned with cohesion that "occurs where the INTERPRETATION of some element in the discourse is dependent on that of another" (Halliday & Hasan, 1976:4). Cohesion has to do with relations among surface linguistic forms while coherence refers to more general organizational patterns that lend order to a discourse. The dependency relation is key to cohesion. When one element of a discourse presupposes another element, then a cohesive relation has been established. Another way to think about cohesion is as a tie between two linguistic forms that assists a text with its sense of wholeness as in Example (4).

(4)    Bundle the papers with a string. Then place them on the shelf.

The relationship between them and papers is a cohesive tie. The function of them is to refer to papers and the cohesive tie makes it possible to interpret the two sentences as related. The term them presupposes papers and makes no sense without that presupposition. These principles of cohesion are part of the language system. The possibilities for cohesive relations among linguistic features are built into the language because the term them is only cohesive if it is semantically linked to something previously mentioned in the text. All texts (oral and written) rely on cohesion for their own creation. A text becomes a structural unit when its elements cohere with each other. This means that cohesion in a text is reliant on a system of relationships that promote cohesion. These relationships are obvious (i.e. can be seen on the structural level of language use) because they are properties of the text. Cohesion creates the continuity between one part of a text and another. This continuity is not, however, the whole of a text because general themes and patterns and topics and implicatures of coherence are also responsible for texture. But this continuity is essential for the reader or hearer of a text to supply all the necessary information and assumptions that are required for interpretation. Halliday and Hasan identify five types of cohesion ---- reference, substitution, ellipsis, conjunction, and lexical cohesion ---- but pay particular attention to reference, substitution, and ellipsis. The descriptions and critique here are necessarily brief.

2.1 Reference

All texts have some elements that refer to something else for interpretation. These elements are not directly semantically interpreted but rely on reference to something else for semantic interpretation. The pronoun them in Example (4) is an example. 

 Reference can be divided into some sub-categories: Exophoric reference and Endophoric reference. An exophoric reference instructs the listener/reader to go to the context of the environment for interpretation and not to some place in the text, thus it is the reference of situation (situational)
. Endophoric reference is when a cohesion tie relies on some element within the text for interpretation, thus it is reference within a text (textaul). There are still two types of endophoric reference: When a tie must go to something previously mentioned in the text it is called an anaphoric reference, and when a tie must wait for something to come in the text it is called a cataphoric reference. An anaphoric relationship says: "look backward in the text for an interpretation," and a cataphoric relationship says, "look forward." These types of reference are illustrated in the following example (Brown and Yule, 1983: 193):


(5a)  Exophoric reference:  Look at that. ( that =  __________ )

(5b)  Endophoric reference:  

     (i) Anaphoric reference:Look at the sun. It's going down quickly.                                 (It refers back to the sun.)

     (ii) Cataphoric reference: It's going down quickly, the sun.

                            (It refers forwards to the sun.)

In (5a), the interpretation of that lies outside the text, in the context of situation. This exophoric relationship plays no part in textual cohesion (Halliday and Hasan, 1976:18). In (5b), the relationship of reference is illustrated as holding between a full lexical expression the sun and a pronominal expression it. The interpretation of it does exist within a text although one needs to look back or forward in the text for the interpretation.

   The pronominal system in a language does much of the work of cohesive reference. The most prevalent types of referential ties are personal pronouns (he, she, it, they, him, her, theirs, etc.) and demonstratives (this, that, those, these, there, etc.). Another type of reference is comparative where a likeness is expressed between two things. Likeness is referential because a thing must be "like something." Expressions such as same, identical, similar, different, and a variety of adjectives and superlatives all express comparative relations of some sort. All of these types of cohesive references are endophoric in that they refer to internal semantic relations within the text.

2.2 Substitution

The difference between substitution and reference is that substitution is a difference in "wording rather than in meaning" (Halliday and Hasan 1976:88). It is necessary to recognize that all distinctions in types of cohesion are not clear-cut. So sometimes it is hard to say what type of cohesion ties a relationship can be put into. This is sometimes the case when we consider the difference between reference and substitution. Reference is a distinction between semantic forms and meaning, while substitution is a relation between linguistic items, such as words or phrases. In terms of the linguistic system, reference is a relation on the semantic level, whereas substitution is a relation on the lexicalgrammatical level, the level of grammar and vocabulary, or linguistic 'form'. Ellipsis is in this respect simply a kind of substitution; it can be defined as zero substitution. The cohesion in Example (4) lies in the semantic identity between papers and them. There, the pronoun them is a structural marker that instructs one to look elsewhere for meaning. Substitution, on the other hand, implies a repetition of a particular vocabulary item. So in Example (6) and (7):

(6a) How is your job going?

(6b) Thanks, I am thinking of getting a new one.

(7a) Is he sick today?

(7b) I think so.

one and so are substitutes; one substitutes for job, and so for he is sick today. Substitutes can literally take the place of what precedes them. There are three types of substitution: nominal, clausal and verbal. Examples (6) and (7) are nominal substitution and clausal substitution respectively. The nominal substitution is often realized by pronouns one and ones and a nominal phrase the same. And the clausal substitution is often realized by the pronoun so and the adverb not. The third type of substitution, the verbal substitution, is often realized by the verb do as in the following example given by Halliday and Hasan (:114):

(8a) Does Granny look after you every day?

(8b) She can't do at weekends, because she has to go to her own house.

Here the verb do substitutes for look after me but every day is negated by at weekends. 

2.3 Ellipsis

   The third form of cohesion is ellipsis where something is left unsaid. In a sense, it is difficult to separate ellipsis and substitution as is mentioned earlier that ellipsis is simply "substitution by zero". For practical purposes, however, it is more helpful to treat the two separately. Although substitution and ellipsis embody the same fundamental relation between parts of a text (a relation between words or groups or clauses --- as distinct from reference, which is a relation between meanings), they are two different kinds of structural mechanism, and hence show rather different patterns.

   Ellipsis expresses "something unsaid". There is no implication here that what is unsaid is not understood; on the contrary, "unsaid" implies "but understood nevertheless". The reference that is necessary to make a text cohesive is missing but "understood" as in the following examples.

(9) Histories make men wise; poets witty; the mathematics subtle; natural philosophy deep; moral grave; logic and rhetoric able to contend.

(10a) Do you like Chinese food?

(10b) Yeah.

The structures of the clauses except the first are just Subject and Complement. These structures normally appear only in clauses in which at least one element, the Predicate, is presupposed, to be supplied from the preceding clause. There is no possible alternative interpretation here; the second clause can be interpreted only as poets make men witty; the third as the mathematics make men subtle; the fourth as natural philosophy makes men deep; and so for the fifth and the last clauses.

   Ellipsis is not the fact that a speaker must apply information from his or her own background to interpret an utterance because that is always true and is of some help when the speaker is understanding cohesion. Rather, ellipsis is when there is a structural place that presuppose some item that provides necessary information. The space after yeah in Example (10b) is a structural slot that gets filled by a clause from the preceding utterance. This is the same as substitution except that in substitution a lexical item marks what is to be presupposed, and in ellipsis nothing is in the slot. Ellipsis can also be nominal, verbal, or clausal as illustrated in the following examples respectively.

(11) Smith was the first person to leave. I was the second. (slot for person)

(12a) Have you been swimming?

(12b) Yes, I have. (slot for been swimming)

(13a) What were they doing?

(13b) Holding hands. (slot for They were)

2.4 Conjunction

The fourth and final type of cohesive relation that is found in the grammar is that of conjunction. Conjunction is rather different in nature from the other cohesive relations, from both reference, on the one hand, and substitution and ellipsis on the other. It is not simply an anaphoric relation. Conjunctive elements are cohesive not in themselves but indirectly, by virtue of their specific meanings; they are not primarily devices for reaching out into the preceding (or following) text, but they express certain meanings which presuppose the presence of other components in the discourse.

Instances of reference, substitution and ellipsis are, on the whole, rather clearly identifiable. This is much less true of conjunction, which is not definable in such clear-cut terms. The conjunctive relations themselves are not tied to any particular sequence in the expression; if two sentences cohere into a text by virtue of some form of conjunction, this does not mean that the relation between them can subsist only if they occur in that particular order. Reference, substitution, and ellipsis are relatively straightforward because they are primarily directions for interpreting elements in the textual environment. An interpreter is told to either "refer back" to some element in the text (reference), "substitute" one lexical item for another (substitution), or "fill in" a blank slot with a noun, verb, or clause, from somewhere else in the text (ellipsis). Conjunctions, on the other hand, specify how information at one point in a text is related to what has preceded it. This relationship is semantic rather than structural. So the word afterwards in Example (14) is a conjunctive expression that achieves cohesion through the semantic relationship of time succession. The time sequence is the only thing that relates the two events. Examples (15), (16), and (17) relate the two events through structural relations of various types (Halliday and Hasan, 1976:228).

(14) They fought a battle. Afterwards, it snowed.

(15) After they fought a battle, it had snowed.

(16) After the battle, there was a snowstorm.

(17) A snowstorm followed the battle.

   There are a number of common conjunctive elements, the simplest of which is "and". Others are but, yet, so and then. These are simple adverbs or coordinating conjunctions. There are other compound adverbs (e.g., furthermore, nevertheless, consequently), and prepositional phrases (e.g., on the contrary, as a result, in spite of that, in addition) all of which are common conjunctives in the language system. These various conjunctive elements in the language system can be used to establish particular types of conjunctive relationships. Halliday and Hasan (1976) described four particular types of conjunctives and called them additive, adversative, causal, and temporal respectively. See the following example.

(18) I spend the entire night working on my class project.

a. And it was really difficult. (additive)

b. Yet I am not very tired. (adversative)

c. So I am almost finished. (causal)

d. Then, in the early morning, I fell asleep. (temporal)

Conjunctions depend on meanings or sentences and on the generalized types of relations that we recognize. An additive conjunctive relationship annexes information to the propositional content of a sentence. Such a conjunction typically links information along a series of points in an effort to contribute to a main proposition. Adversative conjunctions communicate information that is contrary to expectations established by a previous piece of text. The expectations can result from the content of the text or from something in the speaker-hearer relationship. The causal conjunction communicates that some information or state is the result of the condition just prior to it. These too can be links along a series of points that support a main propostition. Finally, when two successive utterances or sentences are related by sequence of time, then the conjunction is temporal as in Example (18d). Temporal conjunctions express a subsequent occurrence that is not necessarily causal, additional, or counter to expectations.

2.5 Lexical Cohesion

Lexical cohesion is achieved by the selection of vocabulary. There exists the class of "general noun" which is a small set of nouns having generalized reference within the major noun classes, those such as "human noun", "place noun", "fact noun", and the like (Halliday and Hasan, 1976:274). Examples are:

people, person, man, woman, child, boy, girl [human]

place, site, office [place]

question, idea [fact]

move, go, run, walk, stride [action]

…

These items play a significant part in verbal interaction, and are also an important source of cohesion in the language. The use of general nouns as cohesive agents depends either on their occurring in the context of reference --- having the same referent as the item which they presuppose (reiteration), or on the association of lexical items that regularly co-occur (collocation). Take the following sentences as examples.

(19) The book was very important. It was a rare volume of poetry.

(20) Roger bought a new bat. He just loved baseball.

(21) Why does this little boy wriggle all the time? Girls don't wriggle.

In example (19) book and volume are synonymous. In example (20) baseball implies a more general class of objects that includes a bat. Both of them are cohesive because one lexical item refers to another. Bat or volume are not cohesive onto themselves but stand in semantic relation (reiteration) to the vocabulary terms that precede them. These lexical devices allow for continuity of meaning. They may occur in conjunction with referential relations but are not dependent on them. But in example (21), girls and boys are hardly synonymous or near synonymous, nor is there any possibility of their having the same referent; they are mutually exclusive categories. Yet their proximity in a discourse definitely contributes to the texture.

   There is obviously a systematic relationship between a pair of words such as boy and girl; they are related by a particular type of oppositeness called complementarity in Lyons' classification. Therefore, the basis of the lexical relationship that features as a cohesive force can be extended to pairs of opposites of various kinds, complementaries such as boy and girl, stand up and sit down, antonymous such as like and hate, wet and dry, crowded and deserted, and converses such as order and obey. It is also the case with the following pairs: dollar…cent, north…south, red…green, chair…table, laugh…joke, blade…sharp, garden…dig, ill…doctor, try…succeed, sunshine…cloud (Halliday and Hasan 1976: 285-286). The cohesive effect of such pairs depends not so much on any systematic semantic relationship as on their tendency to share the same lexical environment, to occur in collocation with one another. In general, any two lexical items having similar patterns of collocation --- that is, tending to appear in similar contexts --- will generate a cohesive force if they occur in adjacent sentences.

2.6 Sub-Conclusion

   I have simply described the five types of cohesion discussed by Halliday and Hasan under the five heading of reference, substitution, ellipsis, conjunction and lexical cohesion. The classification is based on linguistic form; these are the categories of cohesion that can be recognized in the lexicogrammatical phenomena of one kind or another.

   Reference, substitution and ellipsis are clearly grammatical, in that they involve closed systems: simple options of presence or absence, and systems such as those of person, number, proximity and degree of comparison. Lexical cohesion is, as the name implies, lexical; it involves a kind of choice that is open-ended, the selection of a lexical item that is in some way related to one occurring previously. Conjunction is on the border-line of the grammatical and the lexical; the set of conjunctive elements can probably be interpreted grammatically in terms of systems, but such an interpretation would be fairly complex, and some conjunctive expressions involve lexical selection as well.

The cohesive devices discussed here are central to the organization of discourse. They are some of the basic machinery of the text. But some important questions remain. First, is cohesion as explicated by Halliday and Hasan a sufficient determinate of text? And second, are the features of cohesion necessary to achieve texture or that sense of semantic unity with the environment that characterizes texts. Halliday and Hasan suggest that cohesion is "necessary … but not the whole story" (:324). It is important to draw a distinction more clearly than Halliday and Hasan have, and that is the distinction between semantic relations and the textual expression of the those semantic relations. Halliday and Hasan overemphasized the textual constituents of cohesion when, in fact, few would deny that cohesion is the result of semantic relations within the text. Cohesion depends more on underlying meaning relations than on the elements of the verbal record. There are a lot of examples of texts that are easy enough to interpret but display no specific cohesive ties such as in Example (22).

(22a) What time is it?

(22b) The postman's been here already.

In this example, and in many other situations, there is not an explicit tie between a and b. But most people will assume that this example is textual and that the sequences are sensible enough from some perspective to assume that b is related to a. What makes the sequence here sensible is the pragmatic relationship between a and b. This relationship draws on principles of coherence rather than co-interpretation mechanisms for meaning. But it still is constructive of a text; it remains the case that texture can be achieved (at least in simpler examples) without resorting to explicit cohesive ties.

3. Coherence

As is mentioned in the end of the last part of this paper, people do not understand the meaning of a linguistic message solely on the basis of the words and structure of the sentence(s) used to convey that message. They certainly rely on the syntactic structure and lexical items (cohesion) used in a linguistic message to arrive at an interpretation, but it is a mistake to think that people operate only with this literal input to their understanding. In fact, we can point to linguistic messages which are not presented in sentences and consequently can't be discussed in terms of syntactic analysis, but which are readily interpreted. Our lives are full of such "fragments" as in the following example (Brown and Yule, 1983:224):

(23) Self Employed Upholsterer

Free estimates. 332 5862.

If we encounter (23), we are expected to understand that the source of the advertisement is the upholsterer and that he or she will provide free estimates of the cost of upholstery work which the reader may need to be done.

   Thus, we might say, in addition to our knowledge of sentential structure, we also have a knowledge of other standard formats in which information is conveyed. We also rely on some principle that, although there may be no formal linguistic links (ties) connecting contiguous linguistic strings, the fact of their contiguity leads us to interpret them as connected. And this is the assumption of coherence. The assumption of coherence will produce one particular interpretation in which the elements of the message are seen to be connected, with or without overt linguistic connections between those elements. On the assumption of coherence, example (23) could be interpreted as an advertisement by someone looking for an upholsterer. There is nothing in the literal message to discourage such an interpretation. There are several things in the reader, however, which lead him to avoid this interpretation. The most important of these is the reader's (or hearer's) effort to arrive at the writer's (or speaker's) intended meaning in producing a linguistic message.

   Then on what does the reader base his interpretation of the writer's intended meaning? There are many aspects, other than the cohesive devices suggested by Halliday and Hasan, within the language system that affect the process of the interpretation. This paper shall discuss these points in some detail in the course of this part.

3.1 Context

   Since the beginning of the 1970s, linguists have become increasingly aware of the importance of context in the interpretation utterances. It is generally believed that the notion of context was first advanced by Malinowsky and subsequently elaborated in greater abstraction by J. R. Firth and M. A. K. Halliday. Firth remarked: 

Logicians are apt to think of words and propositions as having 'meaning' somehow in themselves, apart from participants in contexts of situation. Speakers and listeners do not seem to be necessary. I suggest that voices should not be entirely dissociated from the social context in which they function and that therefore all texts in modren spoken language should be regarded as having 'the implication of utterance', and be referred to typical participants in some generalized context of situation.

             (1957:226, quoted in Brown and Yule. G, 1983:37)
Later, Firth was concerned to embed the utterance in the "social context" and to generalize across meanings in specified social contexts. He described that a context of situation for linguistic work should bring into relation the following categories (Brown and Yule, 1983:37):

A. The relevant features of participants: persons, personalities.

(i) The verbal action of the participants.

(ii) The non-verbal action of the participants.

B. The relevant objects.

C. The effect of the verbal action.

   An approach similarly emphasizing the importance of an ethnographic view of communicative events within communities has been developed by Hymes. Hymes viewed the role of context as, on the one hand, limiting the range of possible interpretations and, on the other, as supporting the intended interpretation:

The use of a linguistic form identifies a range of meanings. A context can support a range of meanings. When a form is used in a context it eliminates the meaning possible to that context other than those the form can signal: the context eliminates from consideration the meanings possible to the form other than those the context can support.

          (Hymes, 1962, quoted in Brown and Yule, 1983:37-38)

Hymes specified the features of context like Firth. He abstracted the roles of addressor and addressee, the categories of topic, setting, channel, code, event, and purpose etc. He intended that these contextual features should be taken into account when a particular communicative event is analyzed. If, for example, the utterance in Example (24) is put into different contexts of situation, can it be interpreted as the same intended meaning?

(24) I do think Adam's quick.

[Context A: speaker: a young mother, hearer: her mother-in-law, place: park, by a duck pond, time: sunny afternoon in September 1975. They are watching the young mother's two-year-old son chasing ducks and the mother-in-law has just remarked that her son, the child's father, was rather backward at this age. The young mother makes the above utterance.]

[Context B: speaker: a student, hearers: a set of students, place: sitting round a coffee table in the cafeteria, time: evening in March 1980. John, one of the group, has just told a joke. Everyone laughs except Adam. Then Adam laughs. One of the students makes the above utterance.]

   Clearly we can do a formal analysis on these tokens and, in both cases, the speaker says of Adam that he is quick. It is clear, however, that the utterance in the contexts of situation in which they are cited, would be taken to convey very different messages. In Context A, we shall simplistically assume that the referents of I and Adam are fixed by spatio-temporal co-ordinates. This Adam is being compared, favorably, with his father. Quick, may be interpreted, in the context of backward, as meaning something like "quick in developing". In Context B, different referents for I and Adam are fixed spatio-temporally. This Adam is being compared not with his father and favorably, but with the rest of the students unfavorably. In this case quick must be interpreted as meaning something like "quick to understand /react /see the joke." Moreover, since it is said in a context where Adam has just obviously failed to react to the joke as quickly as the rest of the students, the speaker (given this type of speaker to this type of hearer in this type of surroundings) will be assumed not to be intending to tell an untruth, but to be implicating the opposite of what he has said.

   Through further contributions by linguists such as Halliday and Lyons, the category of context is elaborated. Now it is generally believed that context includes the features as demonstrated in the following figure:

          Inter-language  mastery of the language in use

          knowledge     understanding of the previously mentioned

                                   encyclopedic knowledge

                       Background   (common sense)

Context                 knowledge   specific social-cultural norms

                                   specific conversational regulations

         Extra-language              time and place of communication

          knowledge     Situational   topic of communication

                        knowledge  formality of communication

                                   relation of participants

                        Mutual

                        Knowledge

3.2 Thematic organization and known-new information

   Whenever a speaker / writer makes an utterance (or sentence), he has to face the what has to be called the "linearization problem", i.e. he has to choose a beginning point. This beginning point will influence the hearer / reader's interpretation of everything that follows in the discourse since it will constitute the initial context for everything that follows.

   Linguists have long before noticed this linear matter of language (e.g. Mathesius in 1942). Each simple sentence has a theme --- the starting point of the utterance, and a rheme --- everything else that follows in the sentence which consists of what the speaker states about, or in regard to, the starting point of the utterance. The theme is what speakers / writers use as what Halliday calls a "point of departure". In many cases (often considered unmarked) the theme of declarative sentences will be a noun phrase (the grammatical subject), that of interrogatives the interrogative word, and that of imperatives the imperative form of the verb. Here, I shall just focus on simple declarative sentences and discuss their thematic, rather than their syntactic, structure.

   In the English language, as in many other languages, there exists a very wide range of syntactic forms which can be used by the speakers to convey the same propositional or cognitive content. Take the following forms as an example:

(25a) John kissed Mary.

(25b) Mary was kissed by John.

(25c) It was John who kissed Mary.

(25d) It was Mary who was kissed by John.

(25e) What John did was kiss Mary.

(25f) Who John kissed was Mary.

(25g) Mary, John kissed her.

The same propositional content is expressed each time. In each case it is asserted that kissing went on and that John did the kissing and that Mary was the one was kissed. If the only reason for having syntactic structure were to permit us to express propositional content, it is hard to see why there should be such an immense variety of forms to permit the expression of that propositional content. Why do we find this wide variety of structures?

   From the discourse analyst's point of view, the most wide-ranging and interesting approach must be that which considers the effect of using one sentential form rather than another in the context of discourse. It is clearly the case that (25a-g) could not all function satisfactorily as answers to the same question. A speaker producing these utterances would have different assumptions about the state of knowledge of his hearer, that is about his hearer's presuppositions. Thus, in answer to the question "What did John do?", (25a) seems possible and so does (25e), but the rest seem less appropriate; (25b) seems to provide some information about Mary rather than about John; (25c) seems to imply that the hearer already knows that someone kissed Mary and identifies John as the person who did it; (25d) seems to imply that the hearer knows that John kissed somebody and identifies the recipient as Mary and may indicate that it was Mary rather than somebody else who was the recipient; (25f) similarly assumes the hearer knows that John kissed somebody; (25g) seems more appropriate as an answer to the question "What happened to Mary?".

   From this simple example, it seems reasonable to suggest that the thematic organization does affect the judgement that the speaker makes about what the hearer believes to be the case with respect to what he wants to talk about. What the speaker or writer puts first will influence the interpretation of everything that follows. Thus a title will influence the interpretation of the text which follows it, the first sentence of the first paragraph will constrain the interpretation not only of the paragraph, but also of the rest of the text. That is, we assume that every sentence forms part of a developing, cumulative instruction which tells us how to construct a coherent representation.

   The fact that the different arrangement of the linear sequences of the elements of an utterance or a sentence (the different thematiztion) gives rise to different interpretations of the utterance or sentence indicates that different elements in a sentence contributes different functions, when we put the issue within the framework of "functional sentence perspective", which was first advanced by the Prague School linguists. Halliday elaborated and developed those aspects of Prague work which related directly to his interests in structure of texts. In particular, he adopted the Prague School view of information as consisting of two categories: new information, which is information that the addressor believes is known to the addressee, and given information which the addressor believes is known to the addressee (either because it is physically present in the context or because it has already been mentioned in the discourse). 

   Halliday further followed the Prague School in supposing that one of the functions of intonation in English is to mark off which information the speaker is treating as new and which information the speaker is treating as given. The following example is taken from Clark & Clark (1977:93, quoted in Brown and Yule, 1983:177). 

(26) Five types of sentences and their given and new information

________________________________________________

       SENTENCE                   GIVEN AND NEW

                                      INFORMATION

________________________________________________

1. It is the BOY who is petting    Given: X is petting the cat

the cat.                     New: X = the boy

2. It is the CAT which the boy 
   Given: the boy is petting X

is petting.      



New: X = the cat

3. The one who is petting the

Given: X is petting the cat

cat is the BOY.




New: X = the boy

4. What the boy is petting is 

Given: the boy is petting X

the CAT.





New: X = the cat

   5. The BOY is petting the cat.

Given: X is petting the cat









New: X = the boy

  _____________________________________________________

Sentences signal given and new information by stress or accent on particular words. The word with the focal stress, or a phrase containing it always conveys the new information. Given information is specified as being treated by the speaker as recoverable either as being anaphorically or situationally, while new information is said to be focal not in the sense that it cannot have been previously mentioned, although it is often the case that it has not been, but in sense that the speaker presents it as not being recoverable from the preceding discourse.

3.3 Speech acts

   Halliday's cohesive ties available to a speaker or writer are important for the creation of cohesive messages. But participants in interaction are also performing some action. Language occurs in a context and has real effects. If someone says that "I promise to come tomorrow" he is using language in the interaction to perform action --- the act of promising. The distinction between the propositional nature of an utterance and its functional nature is important. Propositional structure refers to the content, subject matter, or ideas of a communication. The functional or actional structure of an utterance is concerned with what the utterance does. The example just given functions as a promise, and its propositional content involves coming tomorrow as opposed to a promise to do something else.

   The British philosopher J. L. Austin (1962) is the first to make very explicit the different functions of language. He shows many utterances are not just statements about some information, but are actions. If, in the appropriate context, a speaker says something like:

(27) I'll bet you $50 on the Lakers game tonight; or

(28) I promise to mow your lawn; or

(29) I apologize for what I said yesterday,

then the speaker is doing more than making statements about betting, promising, or apologizing. He or she is betting, promising, or apologizing. The utterance of these acts constitutes their performance. Each of the three utterances is, as described by Austin, performing illocutionary act that produces an effect on the hearer; each makes the speaker's intentions known. A speaker could utter any of the examples while alone but they would have no effect and produce no action. But in the context of another person each of the examples has a strong influence on the listener.

   Austin calls statements "constatives" and argues that they have no privileged position as a language function because even though it is possible to simply describe the world, that is not what people do most of the time. Illocutionary force is achieved when a hearer understands what the speaker is trying to do when the speaker has said something. Statements have their propositional content as the main concern of the statement. In the case of statements, the question of truth or falsity is a legitimate question. But performatives perform actions and it makes no sense to talk about truth or falsity. It makes no sense for a listener to respond to statement (27) with "That is not true." In sentence (29) the apology is performed simply by its statement. It is possible that a speaker says "I am sorry for what I said yesterday" and does not mean it. The word "sorry" is not a performative verb, rather it is a description of his feelings and therefore subject to a test of truth or falsity. It is possible to question whether or not the speaker is truly in a state of sorrow. However, if he says "I apologize" then the act itself is an apology.

   Austin later realizes that his distinction between constative and performative is not entirely clear, and that the same utterance can contain both. Let's see the following exchange between two friends:

(30a) You should buy some stocks.

(30b) I don't think that would be a good investment.

(30b') You are always giving me advice.

The response in (30b) refers to the content of (30a). If we interpret (30a) as a statement then it is subject to matters of truth or falsity. The anaphoric that refers to the content of the utterance. But the response in (30b') reflects a discussion about investment opportunities and strategies and thus is the response to the speech act performed (advice) by (30a) and not to the propositional content. So speech acts can relate to textual cohesion in the way participants in communication refer to utterances. 

   A speaker could use the performative verb and restate (30a) as:

(31)    [I state that] you should buy some stocks.

Then one could both question the truth or falsity of the claim and recognize that the person has performed a speech act --- stating. Austin responds to these problems by developing a more general theory that include three types of acts. An utterance is at one level locutionary, which means that it is made up of sounds with sense and reference. Traditional linguistics has been predominantly concerned with this level of analysis. Second, utterances have illocutionary force as described earlier. This is when a hearer understands the intent of an utterance and recognizes what the speaker is trying to accomplish. The third level is the perlocutionary act or the effect that an utterance has on a hearer. This has been the traditional domain of rhetoric. The distinction between illocutionary acts have effects on hearers as part of their goals.

   When we are engaged in normal conversation we must use the lexical and syntactic forms to assign meaning to an utterance and, unfortunately, there is no way to map the language of an utterance onto specific speech act functions. In other words, it is still possible to misassign a speech act about what function it is performing. J. Searle (1969) worked to specify as completely as possible the criteria involved in identifying a speech act and the situation in which that act counted as performing a function. He extracted what he called constitutive rules for the performance of a particular speech act. The following is an example of the necessary conditions for the act of "warning."

Preparatory condition    Hearer has reasons to believe the event

                 

 will occur and is not in the hearer's interest.

                      It is not obvious to both speaker and hearer that event will occur.

Sincerity condition  
Speaker believes the event will occur and is not in the hearer's best interest.

Essential condition      Counts as an undertaking to the effect

                     that event is not in the hearer's best interest.

   But later Gazdar (1981) and Levinson (1981) have been critical of the attempts to assign speech acts to functions. Gazdar claims that different acts can have the same illocutionary force, and the mapping process must be complex and incomplete if numerous utterances can have the same illocutionary force. For example, the following three speech acts can all be classified as "promises" even though they are very different utterances (Ellis 1992:154).

(32) I'll drop it by after dinner.

(33) I'll get it to you by the 15th.

(34) I'll always love you.

Gazdar also points out how the same utterance can perform more than one function. Statement (35) may be either a question or an inquiry.

(35) Would you care if we went to Assagios for dinner.

   Levinson (1981) extends some of Gazdar's criticisms by faulting Searle and claiming that speech act theory is too informal and unable to explain how one act can perform more than one function. Levinson's example of "Would you like another drink" can be either a question or an offer and the hearer's response ("yes" or "no") does not solve the problem. Levinson claims that there is an indefinite number of possible act interpretations for certain utterances. He also criticizes speech act theory by questioning its reliance on speaker's intentions that are not observable.

   So, speech act theory is essentially a pragmatic theory in that it must rely on assumed properties of contexts, metaphorical extension, interpersonal relations, and the sociology of language for interpretation. Language users correctly infer the illocutionary force of an utterance because they bring knowledge not only of language and grammatical mood but of speakers and hearers, personal relations, paraverable behaviors that condition language, knowledge about communication patterns, relevant macrostructure propositions, and presuppositional knowledge. When all of these are brought to bear on an utterance a hearer typically has little trouble working out the intent of the speaker. The interpretation of speech acts is a coherence property in part because of the variety of channels of information available to interactants is necessary for their interpretation. A fuller understanding of how communicators interpret illocutionary force requires reference to pragmatic rules that a listener can use to infer the illocutionary force of a speaker.

3.4 Conversational implicature and Cooperative principles

  The term "implicature" is used by Grice (1975) to account for what a speaker can imply, suggest, or mean, as distinct from what the speaker literally says. Grice distinguishes two kinds of implicatures: conventional and conversational. The difference between them is not always clear-cut in particular cases. In principle, however, the difference seems to be that, whereas a conventional implicature depends upon something additional to what is truth-conditional in the normal (i.e. conventional) meaning of words, a conversational implicature derives from a set of more general conditions which determine the proper conduct of conversation. In the following example, the speaker does not directly assert that one property (being brave) follows from another property (being an Englishman), but the form of expression used conventionally implicates that such a relation does hold.

(36) He is an Englishman, he is, therefore, brave.

If it should turn out that the individual in question is an Englishman, and not brave, then the implicature is mistaken, but the utterance, Grice suggests, need not be false. 

   Of much greater interest to the discourse analyst is the notion of conversational implicature which is derived from a general principle of conversation plus a number of maxims which speakers will normally obey. The general principle is called the cooperative principle which Grice (1975) presents in the following terms: 

Make your conversational contribution such as is required, at the stage at which it occurs, by the accepted purpose or direction of the talk exchange in which you are engaged.        

    (Grice, 1975:45, quoted in Sperber. D and Wilson. D, 1986:33)

This Grice calls the cooperative principle. He then develops it into nine maxims classified into four categories:

Maxims of quantity 

1. Make your contribution as informative as is required.

2. Do not make your contribution more informative than is required.

Maxim of quality

1. Do not say what you believe to be false.

2. Do not say that for which you lack adequate evidence.

Maxim of relation

Be relevant.

Maxim of manner

1. Avoid obscurity of expression.

2. Avoid ambiguity.

3. Be brief.

4. Be orderly.

   This account of the general standards governing verbal communication makes it possible to explain how the utterance of a sentence, which provides only an incomplete and ambiguous representation of a thought, can nevertheless express a complete and unambiguous thought. Of the various thoughts which the sentence uttered could be taken to represent, the hearer can eliminate any that is incompatible with the assumption that the speaker is obeying the cooperative principle and maxims. If only one thought is left, then the hearer can infer that it is this thought that the speaker is trying to communicate. Thus, to communicate efficiently, all that the speaker has to do is to utter a sentence, only one interpretation of which is compatible with the assumption that he is obeying the cooperative principle and maxims. Take the following sentences as examples.

(37) Jones has bought the Times.

(38) Jones has bought a copy of the Times.

(39) Jones has bought the press enterprise which publishes the Times.

Sentence (36) is ambiguous, and can be understood as conveying either (37) or (38). Ordinary hearers in ordinary circumstances have no trouble choosing one of these two meanings, usually without even realizing that they have made a choice. There might be situations where only interpretation (37) of the utterance in (36) would be compatible with the assumption that the speaker does not say what he believes to be false (first maxim of relation). There might be situations where only interpretation (38) would be compatible with the assumption that the speaker is being relevant (maxim of relation). In those situations, the intended interpretation of (36) can easily be inferred. Hence the maxims and the inferences they give rise to make it possible to convey an unambiguous thought by uttering an ambiguous sentence.

   Grice does not suggest that the above mentioned maxims are not an exhaustive list --- he notes that a maxim such as Be polite (This point has later been greatly elaborated by British linguist G. Leech in 1983) is also normally observed --- nor that equal weight should be attached to each of the stated maxims. (The maxim of manner, for example, does not obviously apply to primarily interactional conversation.) We might observe that the instruction "Be relevant" seems to cover all the other instructions. However, by providing a description of the norms speakers operate with in conversation, Grice makes it possible to describe what types of meaning a speaker can convey by "flouting" one of these maxims. This flouting of a maxim results in the speaker conveying, in addition to the literal meaning of his utterance, an additional meaning, which is a conversational implicature. As a brief example, we can consider the following exchange:

(40)     A: I am out of petrol.

B: There is a garage round the corner.

In this exchange, Grice suggests that B would be infringing the instruction Be relevant if he was gratuitously stating a fact about the world via the literal meaning of his utterance. The implicature, derived from the assumption that speaker B is adhering to the cooperative principle, is that the garage is not only round the corner, but also will be open and selling petrol. We might also note that, in order to arrive at the implicature, we have to know certain facts about the world, that garages sell petrol, and that round the corner is not a great distance away. We also have to interpret A's remark not only as a description of a particular state of affairs, but as a request for help, for instance. Once the analysis of intended meaning goes beyond the literal meaning of the sentence, a vast number of related issues have to be considered.

   Implicatures are partially derived from the conventional or literal meaning of an utterance, produced in a specific context which is shared by the speaker and the hearer, and depend on a recognition by the speaker and the hearer of the cooperative principle and its maxims. And conversational implicatures must be treated as inherently indeterminate since they derive from a supposition that the speaker has the intention of conveying meaning and of obeying the cooperative principle.

3.5 Sub-Conclusion

   In this part, I have tried to assemble some of the elements which have constructed an account of how to interpret a linguistic unit as a coherent whole. The coherent relationships discussed in this part focus on the pragmatics of actual components of a text. These include speech acts or the illocutionary forces performed by various types of utterances, the conversational structures and the cooperative principles that perform much of the work of influencing the interpretation of meaning in certain contexts.

   Coherence, together with cohesion discussed in the last part, is fundamental to communication. It is impossible to separate issues in coherence and the orderly and meaningful ways that people connect ideas from communication. Moreover, the investigation of the specific techniques of coherence mirrors the systematic study of communication because both are reliant on form and strategy; and both depend on pragmatic and semantic relevance. Halliday and Hasan could be criticized for relying too heavily on explicit textual ties for cohesion, and coherence was more determined by the shared knowledge that characterizes the communication process. Both coherence and communication rely on form and strategy. Communicators use language, patterns, and rules in a tactical manner to accomplish goals. This interplay between form and strategy, pragmatics and semantics is what drives the communication process.

4. Communication

4.1 Sentence, proposition and illocutionary act

   It is pointed out that when people produce a sentence in the course of normal communicative activity they simultaneously do two things. They express a proposition of one kind or another and at the same time in expressing that proposition they perform some kind of illocutionary act. To illustrate this, let us imagine that during a conversation between two people, one of them (A) makes the following remark:

(41) A: My friend will return the tape tomorrow.

Now if the other person taking part in the conversation (B) wishes to report this remark to a third person, he can do so in one of three ways. He can use direct speech:

(42) B: She said: "My friend will return the tape tomorrow."

Here B is reporting A's sentence. Alternatively, he can use indirect speech:

(42') B: She said that her friend would return the tape tomorrow.

In this case it is not A's sentence that is being reported but the proposition that his sentence is used to express. The third way in which B can report A's remark is to state the illocutionary act that he thinks A might perform at the time. Depending on the circumstances of the utterance, on what has preceded in the conversation, on what B knows of the situation, on the relationship between A, B and the person that B is reporting to, on the nature of the tape, and so on, B might interpret A's remark in a number of ways, and report it accordingly. The following are all possible:

(43)  B: She promised that her friend would return the tape tomorrow.

 B: She threatened that her friend would return the tape tomorrow.

 B: She warned that her friend would return the tape tomorrow.

 B: She predicted that her friend would return the tape tomorrow.

 B: She mentioned that her friend would return the tape tomorrow.

Notice that in reporting these acts (promise, threat, warning, prediction, casual comment) B at the same time reports A's proposition, but not her sentence. Now while there is only one possible version of A's remark as a sentence, there are several possible versions of her remark taken as the expression of a proposition. Thus all of the following represent accurate reports:

(44) B: (i)  She said that the tape would be returned by her friend tomorrow.

(ii) She said that it would be her friend who would return the tape tomorrow.

(iii) She said that it would be the tape that her friend would return tomorrow.

(iv) She said that what her friend would do tomorrow would be to return the tape.

and so on.

   Each version represents a different way of organizing the information expressed in the proposition. If B decides that the person he is reporting to (C) is principally interested in the tape rather than the friend, then he will be inclined to choose version (i). If, on the other hand, he thinks that C might be in some doubt about what it is that the friend is to return, then he might be inclined to stress the fact that it is the tape that is to be returned and he would accordingly select version (iii). If he feels that C might be uncertain whether it is the friend or somebody else who is to do the returning of the tape, then he would prefer version (ii). B's decision, then, is dependent on what he knows of C's state of knowledge, on what he judges C needs to be informed about. B may be familiar with C's state of knowledge, therefore, the following exchanges are all possible.

(45)  C: Well?

     B: She said that the tape would be returned by her friend tomorrow

Here B is already aware that C knows something about the tape and wants to know what will happen to it. In this case, it is possible to make a cohesive relation to the tape with the help of reference.

(46)  C: Well?

     B: She said that it would be returned by her friend tomorrow.

Again, it might be the case that both B and C already know that the tape is to be returned and that it will be her friend who is to do the returning, but they don't know when it is going to be done. Then the following form will be quite proper.

(47)  C: Well?

     B: She said it would be tomorrow that her friend would return the tape.

Or, B thinks that the explicitness of the utterance is quite clear and that it is possible to introduce a cohesive tie of ellipsis.

(48)  C: Well?

     B: Tomorrow.

4.2 Cohesion and propositional development

   As is demonstrated above, B's decision about what sentence or what part of a sentence is needed is mainly dependent on his familiarity of C's state of knowledge and his interest. The state of knowledge and the interest will be dealt with in conversation and they, therefore, controls the form of propositions that both B and C express in the conversation. In this case, the sentences, or part of sentences, uttered by both B and C would be such as to ensure that each proposition fits in with the others.

   Sentences are contextually appropriate when they express propositions in such a way as to fit into the propositional development of the discourse as a whole (Widdowson, 1978: 25). Now, consider the following exchange:

(49)  C: Well, did you talk to her?

     B: Yes, I did (talk to her).

     C: When did she say the tape would be returned?

     B: (She said that the tape would be returned) tomorrow.

     C: Good. I'll meet her at the office.

     B: She said that her friend would return it.

Here C's questions take on a form which indicates what he wants to know and B's replies organize the information in such a way as to meet C's need. Thus the propositions expressed by C are linked up with those expressed by B to form a continuous propositional development. We can say that the forms of the utterances of B and C are contextually appropriate and so ensure that their exchange is cohesive. And the cohesion in this exchange is achieved through cohesive ties (such as substitution, ellipsis, and reference).

   With this notion in mind, we can see why the following exchange represents odd combinations of sentences:

(50)  A: What did the man do?

     B: The lawn was mowed by the man.

A's question makes it clear that what he does not know is what the man did but he knows that the man did something. Generally speaking we can say that propositions are organized in such a way that what is known, or given, comes first in the sentence, and what is unknown or new, comes after. But here B's utterance arranges the propositional information in such a way as to suggest that A already knows about the lawn, while it is exactly the information he is asking for. These two sentences do not, therefore, combine to form a cohesive unit. To achieve cohesion, it is necessary to alter the form either of A's utterance or B's:

(50')  A: What happened to the lawn?

      B: The lawn was mowed by the man.

        It was mowed by the man.

        Mowed by the man.

or

(50'')  A: What did the man do?

      B: The man mowed the lawn.

        He mowed the lawn.

        Mowed the lawn.

   The notion of cohesion, then, refers to the way sentences and parts of sentences combine so as to ensure that there is propositional development. Usually sentences used communicatively in discourse do not in themselves express independent propositions; they take on value in relation to other propositions expressed through other sentences. The difficulty we have in recovering propositional development is a measure of the degree of cohesion exhibited by a particular discourse. The difficulty might arise because the form of a sentence represents an inappropriate arrangement of information in respect to what has preceded: the work we have to do in making the necessary readjustment disturbs the propositional development, and to this extent impairs effective communication. Similarly, unnecessary repetition of what is already known, or given, may reduce communicative effectiveness because the important, unknown parts of the proposition tend to become over-shadowed by what is known: they are not brought into prominence. See the following example:

(51)  A: What happened to the lawn?

     B: The lawn was mowed by the man.

     A: When was the lawn mowed by the man?

     B: The lawn was mowed by the man last week.

This is not a normal instance of communication because each sentence represents an independent expression of the proposition. We need to alter them by removing redundancies so that propositional development is carried forward smoothly. The following is cohesive compared with the above example:

(51')  A: What happened to the lawn?

      B: It was mowed by the man.

      A: When?

      B: Last week.

   So, cohesive devices are necessary not only because they make communication terse, smooth and effective, but also because they can eliminate the oddity of the development of the propositions when unnecessary repetition or redundancies occur in verbal communication. 

4.3 Coherence and illocutionary development

   In the cases we have just discussed, cohesion is a matter of the contextual appropriacy of linguistic forms. We can recognize propositional links because of our knowledge of certain facts about the English language. Thus we know a pronoun like it functions anaphorically: that is to say, it copies certain features of a previous noun (+singular, -human) and so serves to repeat the reference in an economical way. We know that do is a pro-verb which functions in a similar fashion for a previous verbal reference. We know that when we are confronted with an incomplete sentence like mowed by the man, there must be some linguistic item previously given which can serve as the subject to complete the sentence. In other words, the cohesion can be described in terms of the formal (syntactic and semantic) links between sentences and their parts. The cohesion is overtly signaled. 

   But discourse is not dependent on overt cohesion of this kind. Although propositional development can be overtly signaled in this way, it is common to find instances of discourse which appear not to be cohesive at all. It is at this point that we must turn our attention to illocutionary acts. Language use does just mean the production of sentences in sequence but the expression of propositions through sentences. But as is pointed out in part 3 of this paper, when we use language we do not just express propositions: we perform illocutionary acts of one kind or another in expressing propositions. The description of discourse involves in part accounting for the way propositions combine to form an ongoing development; but it also involves accounting for the illocutionary acts these propositions are used to perform, and how they are related to each other.

   We now compare the following exchanges:

(52) A: What are the police doing?

B: They are arresting the demonstrators.

(53) A: What are the police doing?

B: The fascists are arresting the demonstrators.

(54) A: What are the police doing?

B: I have just arrived.

In (52), the anaphoric item they signals a propositional link with the preceding sentence and we can provide the full reference the police without difficulty. The cohesion in (53) is rather more difficult to arrive at (and so might be said less cohesive). The definite noun phrase the fascists signals that there is a reference to something previously mentioned, or to something which can be pointed to the immediate situation of utterance (i.e. it is either anaphoric or deictic). If we assume that B is referring to something that A has said, and that his remark is intended as a response, then we must assume the definite noun phrase to be anaphoric. This assumption allows us to establish a semantic link between the police and the fascists. If we know that for certain groups of people these two terms are often associated, then this eases our task of linking the propositions and the exchange is correspondingly more cohesive.

   In the cases of (52) and (53), there are formal signals which enable us to recover the propostional link between the two remarks. But in (54) there are no such formal signals. While in (52) and (53) there are connections across sentences, there are no connections whatsoever between the sentence uttered by A and that by B in (54). In spite of this, it is not difficult to recognize that B's remark could be an entirely appropriate one. Why is this so?

   The answer is that we make sense of (54) by focusing out attention on the illocutionary acts which the propositions are being used to perform. We create a situation in our minds which will provide us with an illocutionary link between the two utterances. We might envisage a situation, for example, in which there is some kind of disturbance involving the police which attracts the attention of passers-by. A crowd gathers, and one bystander A asks another B what is going on. B's remark can now be interpreted as an explanation for his inability to answer A's question: he cannot provide the information requested because he has just appeared on the scene. Now once we recognize what the proposition expressed by B counts as in this situation as an illocutionary act, we can supply the missing propostional link in the following way:

(54') A: What are the police doing?

    B: (I don't know what the police are doing because) I have just arrived.

   So, it is suggested by H. G. Widdowson (1978:28) that where we can establish a propositional relationship across sentences, without regard to what illocutionary acts are being performed, by reference to formal syntactic and semantic signals, then we recognize cohesion. Cohesion, then, is the overt relationship between propositions expressed through sentences. Where we recognize that there is a relationship between the illocutionary acts which propositions, not always overtly linked, are being used to perform, then we are perceiving the coherence of the discourse. In these terms, of the exchanges given above, (52) and (53) are cohesive and coherent, and (54) is coherent without being cohesive. In the case of cohesion, we can infer the illocutionary acts from the propositional connections which are overtly indicated; in the case of coherence we infer the covert propositional connections from an interpretation of the illocutionary acts.

5. Summary and Conclusion

   An understanding of language use requires recognizing that in the production of a sentence people express a proposition of some sort and in the expressing of a proposition they perform an illocutionary act of some sort. Communication has to do with propositions and the acts they are used to perform. But these do not occur in isolation: they combine to form discourse. When people focus their attention on the way in which sentences or utterances are formed with a link between the propositions they express, then we can say there is cohesion in the piece of communication. But this kind of arrangement may be various just as demonstrated by Example (43) and (44). Then a question may arise: which of these texts is to be preferred. To answer this question, we will have to divert our attention to the illocutionary functions that these propositions are being used to fulfill. As we have seen, the way propositions are expressed and the way they are sequentially arranged has an effect on what they count as in terms of illocutionary value. Which text is to be preferred then will depend on which one can most readily be processed by the readers as a combination of illocutionary acts which constitutes an acceptable unit of communication. That is to say, given a number of texts, all of which are cohesive, the most acceptable as a unit of discourse in communication will be that which is most coherent.

   Cohesion alone does not necessarily make a segment of speech or writing a meaningful unit, if such a segment lacks coherence. As has been discussed before, cohesion is the syntactic and semantic structures that make the proposition of one sentence related to another, thus making them syntactically cohesive. This may not necessarily lead to communicative value, that is to say, such a structure may be nonsense as far as communication is concerned. The following example may show this clearly.

*(55)  I write this paper. Paper is made of wood by these workers. They are fathers of some children. Children like to play in the woods.

   Coherence is given priority as far as communication is concerned. When participants are exposed to segments of speech or writing, they distinguish coherence in them which makes them feel a sense of appropriacy. This sense of appropriacy derives from a knowledge of communicative convention which is acquired as a natural and necessary concomitant of language learning as a language learner grows. When participants are interpreting a segment of language, they activate all their linguistic knowledge (grammatical, lexical, and syntactical etc.) as well as schematic knowledge (contextual, interpersonal or conversational, and encyclopedic etc.) to achieve an appropriate communicative value that they think best fit into the situation they are being involved in.

   Communication (verbal communication, to be precise), then, is a set of linguistic organisms in which both cohesion and coherence are necessary for interpretation. Participants must construct their own internal representations of meaning and value both for sending out the information and for receiving it. And this paper gives some insight to the phenomenon that the semantic and the pragmatic approaches to meaning (or value) intercourse at the level of communicative understanding of the language.
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� Some linguists refer to it as text or textual analysis. Halliday & Hasan defined text as "…is used in linguistics to refer to any passage, spoken or written, of whatever length, that does form a unified whole" (1976:1). In fact, the term "text" and "discourse" are identical in many linguists' works. In this article I will take the two terms as one thing.





� Halliday and Hasan did not discuss this kind of reference very much because they did no think it belonged to semantic structure of a text, but later, discourse analysts picked it up and embodied this aspect of reference into the notion of context, which contributes to the coherence of a discourse.
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