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Abstract. This paper describes a new approach to creatifasb&ncryption
methods with symmetric (shared) key. The resulitgmh is intermediate one between
block and stream ciphers. The main advantagestbftgpes of ciphers are realized,
while most of disadvantages are eliminated. The agproach combines encryption
with built-in calculation of the hash for the datéegrity, pseudo-random generator,
and option for dual shared keys. These propertegpiaotal for secure applications.
These new methods may be designed for differeatafizshared secret key. Both
software and hardware implementations of the nethous are fast and simple and
may be used in various security applications. Preskcryptanalysis proves basic
features and gives an option to design actual jplevsecurity methods.
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1 Introduction

Security applications use different ciphers to s@wariety of
security problems. However, faster and more sem@thods of shared
key encryption combined with authentication for useheap and simple
client devices are still needed.

Most known methods of shared key encryption maglassified as
either block or stream ciphers [1, 2]. Block cighare mostly considered
to be more secure and are used in network IPSeothed applications.
Block ciphers are based on dozens of shift anduska-OR (XOR)
conversions of 64-256 bit data units and their p&tars are defined by
the shared secret. Stream ciphers are generallr @sd cheaper to
implement. They mostly use XOR operations of thmutrdata with the
pseudo-random sequence. The latter must be unigubeagenerated for
each encrypted packet of data. Pseudo-random dersod both the
sender and receiver are synchronized by the shkagednd an
initialization vector. The latter is mostly locatadd sent as a clear text in
each packet of data after encryption.

Security in networking defines the message autbatnin code
(MAC) calculated for the encrypted payload (ciptestt) and optionally
for an additional header of the packet. MAC is ghlted in a separate
way. There is an important challenge [2, 7] in @safiencryption as a
basic part of the MAC calculations. This may bealby dependency of
the cipher state and the input data [7].

The main goal of this work is to combine generattiees of block
and stream ciphers. The next issue is a strengihemcryption by
involving more elements of security protocols ie #ncryption
primitives. The basic targets are chaining andailzation vectors.

This work describes a new approach and new metodg with
their cryptanalysis. It is organized as followsct8mn 2 describes the
basic encryption block and its properties. Sect@sdefine and analyse
the simplest and enhanced schemes of encryptiat.deetions elaborate
and summarise the features of designed encrypteihods.

2 Two-input basic encryption block with chaining

All the data is represented as sequence of dats efm bit. The
valuen is defined as a parameter of the encryption metimpait data for
the encryption is usually callgalain text[1] and is represented as data
unitsp[i] where0<i< N,-1, andN, defines the length of the plain text.
Random initialization vector (IV)[i] of N, data units is to be prepended
as securely invisible by encrypting prior to thaipltext. The input data
d[i] for the further encryption process is defined by
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dli]=r[i], 0 <i<N,
dil =p[i- Ny, Ny<Si<Np+N, (2.1)
Suggested encryption methods are defined as arstilea
sequential processing of input data udii$ by a state machine
(combinational function with a memory). This statedbject creates
chaining and randomness of the result codes (digkter Combinatorial
conversion is to be implemented in a fast lookalpd (LUT). Memory
consumption for the LUT decreases by means of dposition of the
LUT into several sequentially connected basic gutcon blocks. Each of
them is a two-input LUT functioh with input datad[i] and chaining
ch[i], and an output encrypted result cafi¢ with then bit width of each
data unit:
c[i] = L(ch[i], d[i]) (2.2)
The content of the LUT is defined by the sharedeteznde. The full
two-input LUT is ofu® entries, where

u=2" (2.3)
LUT: c[i] = f (chii], d[i] )
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Figure 1. Dual entry LUT-encryption block with cheng

Figure 1 shows the basic LUT-encryption block drel¢ontent of the
look-up table. The LUT may be represented asrtial look-up tables
with u entries per value of chainird[i]. Each partial LUT may be
calculated by the initialization procedure of petations of values
[0,...,u - 1]. The pseudo-random values for permutations abe to
defined by the shared key. The length of pseuddenamsequence for
LUT generation i2*".

Decryption at the level of a single basic encryptbock is
fulfilled in a similar way by using the decryptitook-up table (dLUT).
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The basic decryption block uses similar logic vakii], c[i] as inputs and
d[i] as the output. The dLUT is calculated straightmavfrom the
encryption LUT.

Actually, each coupléch(i], d[i]) matches the unique codp],
while each coupléch(i], c[i]) matches the valug{i] in the same way.
This is a basic requirement for the valid decryptiglultiple couples
(chli], d[i]) with the samel[i] may match the same cod .

Main properties of the basic encryption block dederated by
combinatorial analysis of the LUT.

Theorem 2.1.There is (!)" different available combinations for
the encryption look-up table.

Proof. The unique decryption is available if and onlglifthe
values ofc in the partial LUTs are different. Therefore, grgrmutation
of all theu values of data unit, i.¢0,...,2" - 1],is a valid set focin a
partial LUT. The number of possible permutation&iiy. Then, there are
u partial LUT, all independent one of another. Amjid values of sets of
the partial LUTs are admissible. Hence, the nundb@ossible sets for
the whole LUT ofu partial LUTs is @!)", which completes the proof.

Besides that, the LUT may be represented as aesquetrix with
entriesc were rows and columns are valuesl@ndch. There is a special
case of restricted subset with matrixes that haeh ef the values only
once in any row and in any column. This is the wetbwn case of Latin
Squares for the LUT that may be useful in speaifiplications.

The basic encryption block is an element of thehoes described
below rather than a stand alone encryption primitlts strength against
brute force attacks is estimated as the numbeosdible encryptions, i.e.
valid LUTs, assigned in Theorem 2.1.

The sizen of the data unit characterizes the strength ofygrion
against brute forth attacks. On the other harakfines the size of LUT
that should be available for in the memory. Soraddroff should be
done here to get a brute force attack practicailyassible and keep a
price of solution in available range. For the datds between 4 and 10
bit the size of the LUT is between 128B and 1.5MAile the number of
combinations for the brute force attack is incredituge, between’?®
and 2°79%*% to match needs of different applications.

3 Deep chaining and scheme of encryption methods
Basic encryption block is a core element for degosition of the

combinatorial function of the encryption state maehSeveral basic
encryption blocks are connected in the encryptaresie. A simplest
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scheme that provides invisible chainiclgand the IV may be represented
by the following equations:
ch[i] = L(ch[i - 1], d[i])
c[i] = L(ch[i - 3], ch[i]) (3.1)
The fixed values derived from the shared key aesl disr the
chaining with negative indices of the first inpattal units.

Fixed first chaining

| chi-4] ——|LUT chi-3] —»LUT o[i-3]

d[i-3] > > > >
\—VLUT hli-2 Ch[i_-Sl LUT io
d[i-2] c =|— ] | ——» C[i-2]
d[i-1] R o ;[I- ] R —» C[i-1]
LUT chl-3lor

_ chii] L ]

d[i] > > >
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<
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Figure 2. Encryption with two basic elements peaadanit

Figure 2 shows the scheme by (3.1). This schenmetuse
sequentially connected basic encryption blocksrapdesents a state
machine with 3 memory data units for 3 chainingieal Decryption is
done in the reverse way by the similar scheme uki@glecryption LUT
(dLUT).

4 Security of sequentially connected encryption bltks

The goal of attack against suggested methodsiscksure of the
secret LUT by analysis of encrypted codes for addmencryption
scheme. Randomness of the init vector as a fistypted data yields the
randomness of the encryption state machine, amdtb®eresult encrypted
codes. Regarding the (2.1), any plain texts areypted into different
codes. Variation of the random invisible IV genedhtvithin encryption
tool cause changes in the state of the encryptaia snachine.
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Considering the size of IV, the latter changes mak®ssible to
distinguish further changes defined by chosen paihused for attack.
This approach makes impossible to apply the lindiferential, and
boomerang attacks [6] against the suggested methods

Potential weakness of the simple scheme (3.1) radgind in
encryption of the long sequential data. Relatiwhall memory of 3 data
units of this state machine may cause repeateckseqgs in the output
encryption codes. Further schemes with a biggermal state withstand
this weakness. Usage of the method for a fixed mami size of
encrypted sequence is a reasonable restrictioreths w

Cryptanalysis of the scheme (3.1) is importantef&trmation of
parameters of the LUT, IV. Attacks against suggestethods should use
a known and chosen plain text and specific feataféise encryption
scheme. In general, sequential processing defimedasic types of
attacks: at the beginning and at the middle oeth&ypted sequences.

4.1 Attack at the beginning of the encrypted sequee

Attack at the beginning of the encrypted sequeises a fact that
the chaining for the first encryption blocks is stant over the multiple
encrypted sequences. Analysis of probability afiecessful attack will
estimate the encryption parameters particularlyngeded size of IV.

Lemma 4.1 If one entry of the basic encryption block, faampled, is
known, the second one, lets sy is invisible and?(ch) stands for the
probability of guess of the valwh, then the random hit of the third entry
c and the line of the LUT may be estimated as aaprddent probability

P(c) = P(ch)- 2" (4.2)
Proof. The LUT is created by pseudo-random permutatioaisadl the
values are expected with the same probability. Ttherprobability of the
random hit of an output valueof n bit is2™". The probability of the hit of
two independent events is the product of their gbdliies, and (4.1)
follows.

It is worth emphasizing that for the certain vadifi¢, all the2"
valuesc[i] have equal probabilit®" if and only if for the Latin Square
LUTs. Other LUTs cause repeatability of some valttesvever, the
probability of the random guessingdf] for any distribution i2™.

Theorem 4.2 If the scheme (3.1) has an init vector as a randalue of
N, data units then the maximum probability of thegpuhe chaining
values and first lines of the LUT in attack at beginning of encrypted
sequence, is for the first data unit of the plaixt p[0] and it equals
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Pl — 2—n(2Nv+4) (42)

Proof. Known information is the plain textand the encrypted codes
The IV and the fixed initial values of chaining amgisible. Therefore,
any way of attack may use only relation betweenamd[i] andcJi] for
somei > N,. Concerning to lemma 4.1 the probability of thiedfiany
internal chaining in the scheme (3.1) is a proddiche probabilities of
the previous chaining. So, the probability of swstel hit is bigger for
smalleri. Therefore, the maximum probability may be achiefor the
first data unit of the plain texO] ord[i] fori= N,. The probability of
the guess of each independent unknown chainingrenty/ is2". Then
the probability of discovering the first lines bt LUT by guessing all
the previous values of chaining and the IV is alpad of probabilities for
all the following elements, and (4.2) follows:

Pl — 2—n(Nv+1) * 2—3n * 2—an (43)

Theorem (4.2) estimates the probability of sucegggiess in a
single test of encrypted method. The way of distisiging the correct
invisible internal values from any other on-goiagadom is an unknown
hypothetic means. Disregarding the latter existemukprobability the
minimum number of tests may be estimated using @ Zollowing.

The random |V causes the independence of diffe¢emsts.
Therefore, ifP, stays for probability of the hit of supposed valuea
single test, then probabili§y; of the hit even once in tests equals

Pr=1-(1-1)'
The number of needed te3tdor desired probability?r of the hit is
T=log(1-R)/log(l-R) (4.4)

Table 1 shows the number of combinations (testt)ghould be
checked in order to succeed an attack with proiabill and 0.9 and for
using a hypothetic detecting facility of the cantaalues within the state
machine (the real implementation should make tpt®a impossible
even with significant probability!). Estimation &t refers to different
sizes of data unit.

Table 1. Estimation of hypothetic attack at theibeigng of

encrypted sequence with IV of 8 byte
n, | Size of LUT | Number of combinations to analyze for attack
bit | (encryption with probability of success
and — —
decryption) probability 0.1 probability 0.9
4 256 B 2% 2
6 8 KB 248 2%
8 128 KB 2°° 201
10 2 MB 2'% 2109
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Thus, the scheme (3.1) with all the intermediat@mhg values invisible
and random init vector causes huge number of caatibims for attack at
the beginning of encrypted sequence and makeattiisk fruitless.

4.2 Attack at the middle of the encrypted sequence

Analysis of encrypted known and chosen plain textnfany
middle point is a more efficient attack. Multiplafments of the same
sequence may be used rather than a single fragahtme beginning.

As it is defined by the scheme (3.1) for each datathe only
previous values areh[i-1] andch[i-3]. There are onlg2*" combinations
for the intermediate chaining values for any datia. ('he goal of
attacker is to guess tle@[i], ch[i-3], and certain lines of the LUT, and,
therefore, compromise this encryption. Concerniregglémma (4.1) the
probability of such a hit is

p,=2°%" (4.5)
This hit may define the first two lines of the LUT.

Though, the simple guess of internal chaining enrthddle is not
viable because all internal values are not visiblere is no way to
consider some suspected values of chaining matalsitogle visible pair
(d[i], c[i]) . The estimation (4.5) defines a probability thexttain invisible
values will be in a single test for any pair ofiaput and outpufd, c).

The only way for success of such attack may bdlaaton of
multiple fragments with certain paifd, c) from encrypted data with
chosen plaintext. Further analysis of duplicatiasas in some neighbour
data units by hypothetical method (if any may bgigleed) may make
assumptions about intermediate chaining valued.&id

For any middle fragment dfdata units the probability of the hit of
intermediate chaining values may be estimated daggthe lemma (4.1)
and the scheme (3.1):

Pf — 2—n(3+2(f-1)) ’ O<f<4, (46)

P =2"" | 3
Attack is more efficient fof>3 while all the intermediate chaining values
are in the set of the hit values. On the other lmgder values of define
lower probability of the hit. Let's estimate condit and success
probability of attack for fragments 6£4 pairs(d, c).

From the (4.6) a single test for a fragment=gf pairs(d, c)
contains supposed values of internal chaining saliéh probability

P = 28" (4.7)
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The pseudo-random nature of encryption causes iooehsesult of
encrypted codes and desired set of p@iy€) for the fragment may be
received with probabilityP,

Pout = 2" (4.8)
These events are independent and the probabiliof the hit for a single
test case is a product of probabilities:

I:)h = I:)f * Pout (49)

Forf=4 the it equals to

P, = 2" (4.10)
Thus, the number of the needed fragments for theith a desired
probability for a hypothetic analysis may be estadaby (4.4). This
estimation defines a minimal condition for attatknee middle with a
chosen plain text. For example, the worst casa ileal access to the
encryption tool with a possibility to encrypt deslrpackets. Then use
repeated fragment of 4 chosen data units. At timaa it needed more
than 2 fragments in order to get desired set even ontteayprobability
of 0.1. Such amount of encrypted data is abouetrtie of the device or
any long-time shared secret. Besides that thismastin is done for a
hypothetical attack. Any real method of analysisusti significantly
increase the number of needed tests.

The estimations above and possibilities of repeatdaes of
encrypted data show that this scheme theoretioaly be vulnerable and
its strengthening is a challenge for the furthereflgoment. This scheme
may be regarded as an intermediate research metredolution for
certain specific application of encryption, for exae, for multimedia
random unpredictable data with limited size oféherypted data.

5 Internal memory and built-in pseudo-random gener#or

Addition of internal memory increases the numbestates of the
encryption state machine. This is the major sotutar the higher
security and prevention of cycles in the long eptag sequences.
Additional internal memory is updated with procekdata. So, it creates
a built-in pseudo-random generator [1]. Figure @wshthree versions of
enhanced schemes with additional external memory.

Michael Lifliand Page 9 28/04/2008



a) chli-1] mij] ch[i-3]

—|LUT —{LUT —»{LUT )
. - C[i]
dli] —» :l j
chli] mij]
b) m[j] —[LUT chi-] o7 Chl-3lr _
. > C[i]
dli] —» > > > >
ch[i] = m(j]
mi] LUT Sl Iy Ch-3lor
B > m]
dli] —» :l j
chlil — il

Figure 3. Three examples of encryptions with irémemory

The enhanced scheme on the Figure 3c may be ddfintck
following equations:
ch[i] = L(m(i], d[i]) ;
c[i] = L(ch[i-1], ch[i]) ;
m(i] = L(ch[i-3[, c[i]) ; (5.1)
j=(+ 1) mod M;

- 1 defines the index of the input data element;
- ] defines the index of the data umfj] of the internal memory;
- M defines the number of data units in the internahory.
Initial value of internal memory may be a partlod generating sequence
for calculated LUT. Another option is to use itaasecond shared secret
key for encryption. This gives a new option for dercret cipher.
Described above methods of encryption use seqligrdtnnected
LUTs. The strength of the whole encryption depestshe number of
possible values in these LUTs. Usage of severtdréifit LUT initialized
by different pseudo-random sequences increasasithber of possible
combinations for all types of attacks in powerled humber of LUTS.
The amount of needed memory increases linearlyiarkytimes. Several
sets of internal memory may be used in the same way
In generic case therelksLUTs andgq memory sets (sequences)
Each time certain elements are chosen by indeaesxample, defined
by certain bits of on-going data unit of the memseguencesi[j] .
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6 Analysis of enhanced schemes of encryption

The methods of analysis of possible attacks agaittsanced
schemes are similar to described above. The maesirtant is the
strength against attack at the middle of encrypasflience.

The probability of the hit of the certain intersshte (n[j] , ch[i-1],
ch([i], ch[i-3], and the new valua[j] for the analysed paid[i], c[i]) is
2°". For the generic case bfLUTs the hit of the correct set of the three
randomly defined LUTSs for (5.1) is estimated byhmbility k°. Result
probability of the hit of the full internal staterfthe certain known pair
(d,c)is

Py = (K°) * (2°") (6.1)

Probability of the hit for the fragment bflata units may be
estimated similar to the (4.6) concerning to addgi invisible values of
a previous and a new memory states:

P = (k3) * 2G4 - 0<f<q, (6.2)
P = (kS) * 2-n(3f+4) ’ >3
For the similar fragment d£4 data units
P = (k) * 276" (6.3)
Following to (4.9) and estimations for the fragmierst andk=4 LUTS,
the value of probability of the hit in a singlettesay be calculated as
Ph — 2—(20n+6) (64)
Then, the number of the needed fragments for theith a desired
probability for a hypothetic analysis may be estedaby (4.4).

Table 2 shows the comparison of estimations fobtsc scheme
by (3.1) with the enhanced one by (5.1). The nurlbeombinations
is defined for probabilities of success of attamkdifferent sizes of data
unit n. These numbers refer to the hypothetic ideal ntetbalistinguish
the certain line of the LUT.

Table 2. Estimation of hypothetic attack at theatedof encrypted
sequence: basic scheme (3.1) / enhanced schenme (5.1

n, | Size of LUT | Number of combinations to analyze for attack
bit | (encryption with probability of success:
e c?;pc'lti on) probability 0.1 probability 0.9
4 | 256B/1KB 212" 2727
6 8 /32 KB 201210 27% | 21
8 | 128/512 KB Z | 2"° 27| 2P
10| 2/8MB 211 2% 2t 2
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7 Provable statement of security for the LUT encrypon

The main problem of most encryption methods ighineat to
discover a method of attack that compromises theeshkeys and causes
the loss of security in a certain application. He&ia complex algorithms
of encryption cause difficulties to prove that thethod is reliable and
there are no flaws in the logic.

Analysis of generic types of attack as describexvalevaluates
parameters for encryption with a desired levelemisity. So, the LUT
encryption brings the option of provable statesecurity applications.

8 Features of the LUT encryption and modes of opetmn

Described methods may be efficiently used withgadding as it is
done in block ciphers. The last part of the plaihtkat is less than the
data unit may be XOR-ed with encrypted fixed cdu# is a part of the
shared secret. The result bits are secure at the level as encryption of
the known plain text.

Described methods implement calculating of the hadies for
check data integrity by recurring encryption of ttega with continuous
chaining values. Additional header may be authatet with minimum
additional operations.

Continuous encryption generates pseudo-random v &had may
be used for the init vectors and various elemehsgcurity protocols.

Suggested approach may be used to create a dagsim cipher
based of the XOR between the plaintext and thdtreta cyclical
encryption of the shared secure sequence. Thed¥asypted prior to the
secure sequence and the result is sent to theveec&he latter provides
synchronization between sender and receiver aneépte all types of
known plain text attack.

Special mode of operation may be used for impleat&mt length-
preserving encryption when the length of the eneggodes is the same
as an input plain text without any addition of thigalization vector.
Equal plain texts are encrypted into the same cipke This mode may
be implemented by two sequential encryptions witfeient shared
secret values of the chaining, while the secondyption does
processing in reverse direction (from the end &ltbginning). Each of
the data unit of result ciphertext depends on thelevplain text.

Described methods use minimum simplest operatrecessing
of each data unit is as simple as 2-3 accesseskeulp tables and save
intermediate chaining in temporary memory. It mayelficiently
implemented in hardware and software for any premes
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9 Conclusions

Described approach defines a new option for shieegd
encryption. Suggested methods are intermediategeetwlock and
stream ciphers and use conversion of input dadigte machine. Main
elements are as simple as two-entry look-up tad®#gsientially connected
by the certain scheme of encryption. The resulufes are speed of a
stream cipher and direct mixing of bits of sevelath units like a block
cipher. Built-in chaining with on-going pseudo-rand generator
calculates the hash for the message authenticddiong encryption.

Suggested algorithms may be implemented as in aoétas in
hardware for different data unit sizes of 4-10 bt provides different
levels of security and memory consumptions.

The work describes new methods of cryptanalysistheid
application to the encryption methods. Suggestatiyars estimates the
probability of success for a worst case of hypathattack against
encryption methods. All together these resultsgoan opportunity of
design actual provable security methods.
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