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Successful message relay, or the quality of the interuser channel, is critical to fully realize the cooperative benefits promised by the
theory. This in turn points out the importance of the geometry of cooperative system. This paper investigates the impact of the
relay’s location on the system capacity and outage probability for both amplify-forward (AF) and decode-forward (DF) schemes.
Signal attenuation is modeled using power laws, and capacity is evaluated using the max-flow min-cut theory. A capacity contour
for DF, the more popular mode of the two, is provided to facilitate the derivation of engineering rules. Finally, a selective single-
relay system, which selects the best relay node among a host of candidates according to their locations, is analyzed. The average
system capacity and outage, averaged over all possible candidates’ locations, are evaluated. The result shows that the availability of
a small candidate pool of 3 to 5 nodes suffices to reap most of the cooperative gains promised by a selective single-relay system.
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1. Introduction

Aside from temporal and frequency diversities, spatial diver-
sity is another technique to mitigate the deterioration caused
by fading. Due to the limitation on the size of mobile
terminals, multiple antennas are not always practical. As
a remedy to this, user cooperation has been proposed [1,
2], where multiple users share antennas to form a virtual
antenna array and obtain spatial diversity.

Aiming at increasing the channel capacity or decreasing
the outage probability or both, several interesting cooper-
ative protocols have been proposed (e.g., [2, 3]). Among
them, amplify-forward (AF) and decode-forward (DF) are
the two fundamental forwarding modes. Their qualities have
been studied by many researchers both from the information
theoretic aspects and the practical aspects (e.g., [2, 4]).
Reference [5] evaluated their performances in practical
wireless scenarios in general, and the interuser outage case
in particular. (By an interuser outage, we mean that the
relay is unable to extract a clean copy of the source data.)
It was shown in [5] that (1) the interuser outage happens
at a nonnegligible probability even with decent channel
code protection; for example, on block Rayleigh fading
channels with an interuser signal-to-noise ratio (SNR) of
10–22 dB, the interuser outage happens at a probability of

10.4%–1.06% even with the protection of a (3000, 2000)
random low-density parity-check (LDPC) code; (2) when an
interuser outage happens, both AF and DF perform badly
with an effective diversity order of only 1; (3) the overall
system performance is to a large extend limited by this worst-
case scenario. These results revealed that a high-quality
interuser channel is one key to realize the great benefits that
user cooperation may offer.

Prior results in turn point out the importance of the
location of the relay. On one hand, if the system cannot
choose its relay’s location, what is the average performance
of a cooperative system when the relay can move to any place
(bad location or good location) in a region around the source
and the destination? Or how much does a relay node picked
up randomly help the system? On the other hand, if the
system can judiciously choose its relay partner among a host
of candidate nodes, what would be the desired location for
the relay? How much benefits if many candidate nodes are
available?

Intuitively, when the relay gets close to the source, the
interuser outage tends to diminish and the cooperative
system tends to resemble a 2-by-1 multiple-input single-
output (MISO) system, but how close is close? Further,
because 2-by-1 and 1-by-2 systems are capacity comparable,
does this suggest that a relay close to the destination would
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also work in favor? More generally, is there a symmetry or
duality property in the relay system?

The purpose of this paper is to answer the above
questions and to understand the effect caused by the location
of the relay. Reference [6] analyzed the performance of relay
networks based on achievable rate region. This paper focuses
on capacity evaluation, including the ergodic channel capac-
ity and the outage probability. Capacity by definition estab-
lishes limits on the performance of practical communication
systems. These limits provide system benchmarks and reveal
how much improvement is theoretically possible. Several
researchers have studied the information-theoretic aspects
of the two-transmitter one-destination wireless cooperative
system but only for a few samples of fixed channel qualities.
In this work, we also study the capacity as a function of
geometry. A similar study was conducted for the Gaussian
channels in [7]. We consider both DF and AF modes for the
single-relay cooperative system on Rayleigh fading channels
using power law air propagation models. The system limits
are first analyzed using the max-flow min-cut theory for
different relay locations in several topologies. The results
show that, in AF, system achieves high performance when
the relay is near the median line between the source and
the destination in most cases; in DF, system achieves high
capacity when the relay is at the source side. It is worth
mentioning that our analysis reveals a symmetry property
in the capacity for AF, but not in DF. The reason behind it,
particularly in terms of why DF does not mimic multiple-
input multiple-output (MIMO) systems, is provided. A
capacity contour for DF, the more practical and useful mode
of the two, is subsequently computed. The capacity contour
clearly provides motivation and guidelines for choosing good
partners in practical situations. Following these results, a
selective single-relay system, which selects the best relay
node among a host of candidate nodes, is analyzed and
evaluated. Different from [8], we consider effects of the
number of potential relays for a single-relay system and use
ergodic capacity or outage probability as selection criteria.
We consider uniform random distributions of the candidates
and compute the average system capacity and outage, where
the average is taken among all possible candidates’ locations.
The results show that when the signal attenuation due to
path loss is severe, or when there are at least two candidates
available (so that the better one is selected as the relay), the
gain achieved through user cooperation always outweighs the
rate loss due to relaying. Further, it is sufficient to keep track
of only a small pool of 3–5 candidates to reap most of the
gain available to a single-relay system.

In the body of this paper, Section 2 briefs on the
system model and cooperative modes. Section 3 analyzes
the ergodic capacity and outage probability affected by the
relay at different locations, and gives a capacity contour.
Section 4 briefs the selective single-relay system and analyzes
its performance. Section 5 presents our conclusion.

2. User Cooperation

2.1. System Model. In this paper we consider single-relay
wireless system. Let “home channel”, “interuser channel”, and

“relay channel” denote the channels between the source and
the destination, the source and the relay, and the relay and
the destination, respectively. Let hSD, hSR, and hRD denote
the respective channel gains. Since user cooperation is most
useful when channels are varying very slowly (i.e., hard to
obtain time diversity in a single user channel), the channels
are modeled as Rayleigh block fading channels, where
channels remain constant for the duration of one round
of user cooperation (2 consecutive time slots). Between
channels and cooperation rounds, the channel gains are
independent. The general form of a signal received over a
specific channel at time t is given by

y(t) =
√
Esh(t)x(t) + n(t), (1)

where Es is the signal energy, h(t) is the channel gain, and n(t)
is the additive white Gaussian noise (AWGN) with a power
spectrum density N0. The channel gain follows

h(t) = αφ(t), (2)

where channel fading coefficient φ(t) is a random variable
that follows the Rayleigh distribution, and α is the pathloss.
We assume that the square of the pathloss is inversely
proportional to some power of the distance, that is, α2 =
l−δ , where l is the distance between the transmitter and the
receiver, and δ, an integer between [2, 4], is the pathloss
exponent. (To ease the evaluation, we consider isotropic
signal propagation model within each topological setup. In
reality, however, the propagation model also depends on the
environment and the transmission distance.)

Among the various possible strategies of user cooper-
ation (e.g., [2, 3]), we consider half-duplex systems, the
simplest type, where after the source transmits a package
in the first time slot, the relay forwards the message in
the second time slot. We assume that the channel side
information (i.e., channel gain) is known to the respective
receivers, and the power is equally allocated in the two time
slots.

2.2. Fundamental Cooperative Modes. At the first time slot,
the signal received at the destination is

yD,1 =
√
EshSDx1 + n0, (3)

where n0 denotes the zero-mean complex AWGN.

2.2.1. AF Mode. We assume that the power of the signal
retransmitted at the relay node is scaled uniformly with
respect to all the bits in the package, such that the average
(re)transmission energy per signal equals Es.

In the second time slot, the signal received at the
destination is

yAF
D,2 = hRD|hSR|

√√√ E2
s

Es|hSR|2 +N0
x1 + ñ, (4)

where ñ is a zero mean complex Gaussian noise with
a variance of (N0/2 + N0|hRD|2Es/2(Es|hSR|2 + N0)) per
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dimension [4]. The destination combines yD,1 and yAF
D,2 using

the maximal ratio combination (MRC) rule before decoding.
Let

C
(
γ
)

� 1
2

log2

(
1 + γ

)
bit/s/Hz (5)

denote the capacity of a single Gaussian channel in a
cooperative system with a signal-to-noise ratio γ. The factor
1/2 is introduced to account for the fact that two consecutive
time slots are used for each package.

For AF, it is easy to see that the achievable (instanta-
neous) information rate is upper bounded by the (instanta-
neous) mutual information of the compound channel [2]:

RAF ≤ IAF = C
(
‖γAF‖1

)
, (6)

where

γAF =

⎡
⎢⎢⎢⎢⎣
Es|hSD|2
N0︸ ︷︷ ︸

1st time slot

,
E2
s |hRDhSR|2

(Es|hRD|2 + Es|hSR|2 +N0)N0︸ ︷︷ ︸
2nd time slot

⎤
⎥⎥⎥⎥⎦

, (7)

‖a‖1 =
∑

i

|ai|. (8)

That hSR and hRD are interchangeable in the above SNR
formulation suggests a capacity symmetry with respect to the
position of the source and the destination in AF.

2.2.2. DF Mode. In DF, the relay demodulates and decodes
the packet and forwards part or all of the information
possibly using a different (compression or error control)
code. We note that the decode-forward strategy we consider
here has certain flavor of the compression-forward (CF)
mode discussed in [9]. The difference, however, is that
the relay in CF needs not to decode the message and,
rather, forwards compressed versions of its observations.
With different channel states, different coding strategies may
outperform each other [10, 11]. We assume that the system
can switch between coding strategies to exploit the channel
capacity. From network information theory, one realizes that
the achievable information rate of DF is determined by the
max-flow min-cut of the system. The cut set around the
source forms a broadcast channel, and the cut set around
the destination forms a parallel channel (because of the
orthogonality in time). The system capacity is the minimum
value of the two cut sets’ capacity. Within each time slot,
the channels can be treated as Gaussian channels. Because a
Gaussian broadcast channel is a degraded broadcast channel,
the better channel can always carry the information intended
for the worse channel also. The capacity of the broadcast cut
set is therefore the one with better signal-to-noise ratio:

Ccut1 = max{CSD,CSR}, (9)

where

CSD
Δ= C

(
Es
N0
|hSD|2

)
,

CSR
Δ= C

(
Es
N0
|hSR|2

)
.

(10)

Relay

DestinationSource

Ccut1
Ccut2

Figure 1: Cut sets of relay system.

On the other hand, the capacity of the cut set around the
destination is the sum rate of the two paralleled channels:

Ccut2 = CSD + CRD,

CRD
Δ= C

(
Es
N0
|hRD|2

)
.

(11)

Hence, the system’s instantaneous achievable rate is

RDF ≤ min{Ccut1,Ccut2}. (12)

Based on the relative value of CSD,CSR, and CRD, the detailed
(instantaneous) information rate for DF is upper bounded
by

RDF ≤

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

CSD, if CSR ≤ CSD,

CSR, if CSD < CSR ≤ CSD + CRD,

CSD + CRD, if CSD + CRD < CSR.

(13)

Now that we have the instantaneous rates for the AF
and DF system in (6) and (13), respectively, we can average
them over the distribution of the channel gain (a Rayleigh
distribution whose mean is some power of the distance) to
account for the signal attenuation caused by the channel
fading and the geometry of the terminals. These results are
plotted in Figures 3 and 6 and are discussed in the succeeding
sections.

3. Capacity and Outage at Different Locations

3.1. Ergodic Capacity. Ergodic capacity, more commonly
known as the Shannon limit, determines the maximum
achievable information rate averaged over all fading states.
Under the assumption that the system can adopt appropriate
strategy to exploit the capacity, we have the ergodic capacity
as

CAF
erg =

∫∫∫
RAFdhSRdhSDdhRD,

CDF
erg =

∫∫∫
RDFdhSRdhSDdhRD.

(14)

As shown in Figure 2, the source and the destination
are distributed horizontally with a distance lSD, which is
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Figure 2: Geometry model.

normalized to unity. The horizontal distance and vertical
distance from the relay to the source are lx and ly . Let us begin
evaluation with a fixed ly and a varying lx first.

Figure 3 shows the ergodic capacity where lSD = 1, Es =
1, N0 = 1, and ly = 0.5. Solid curves represent AF, dashed
curves represent DF, and power law propagation models of
δ = 2, 3, 4 are evaluated. From the curves, we can see that
regardless of the value of δ, the capacity of the AF system
exhibits a symmetry property, and for the cases we tested, the
maximum value is achieved at the median point. The former
observation confirms that the positions of the source and the
destination are interchangeable, as is implied in (7).

For the cases we tested, to analyze the effect of the relay’s
location, we take the model with δ = 2 as an example. First,
note that the effective SNR of the AF system is the sum SNRs
of two spatially independent channels: the direct channel
between the source and the destination, and the cascade
channel consisting of the source-relay channel and the relay-
destination channel. The SNR of the former is irrespective to
the relay, and the SNR of the latter varies with the location
of the relay. The average SNR of the cascade channel is an
integral over all states of hSR and hRD. We analyze the value
when hSR and hRD are around their mean values, which plays
a major part in integral because of its high probability. At this
time, the SNR of the cascade channel can be transformed into
the following expression:

γcas

∝ 1
l2SR + l2RD + l2SRl

2
RD(N0/Es)

= 1
(N0/Es)

(
l2SR + Es/N0

)(
l2RD + Es/N0

)− Es/N0

= 1

(N0/Es)
(
l2x + l2y + Es/N0

)[
(lSD−lx)2 + l2y + Es/N0

]
−Es/N0

,

(15)

where lSD, lRD, and lSR are the distances between the
respective nodes. The main part of the denominator can be
written as

(
l2x + l2y +

Es
N0

)[
(lSD − lx)2 + l2y +

Es
N0

]

= (
l2x + A2)[(lSD − lx)2 + A2

)]

= l2SDA
2 +

[
1
4

(l2SD − 4A2)−
(

1
2
lSD − lx

)2
]2

,

(16)

where A2 = l2y + Es/N0 is a constant value. If l2SD ≤
4A2, the denominator achieves its minimum when lx =
0.5lSD. Otherwise, the denominator has two minimum values
achieved when

lx = 0.5lSD ±
√

0.25l2SD − A2. (17)

Accordingly, the SNR of the cascade channel, and subse-
quently the effective SNR of the the AF system, will reach
either one maximum value on the median line between the
source and the destination or two maximum values located
symmetrically on either side of the median line.

Figure 4 demonstrates an example of the latter case. A
relatively low transmit power of Es = 0.24 is used, and
both the ergodic capacity and the outage probability are
plotted as functions of the relay location. It should be
noted that the two optimal locations specified in (17) are
for Gaussian channels. To evaluate fading channels, one
needs to average over all the instantaneous Gaussian channel
realizations (pertaining to the fading distribution). With a
small transmit power such as Es = 0.24, the case of l2SD >
4A2 dominates; so there exit two optimal locations (which
are functions of the fading coefficient) most of the time
and one optimal location (at the median point). The best
locations are selected by evaluating the average information
rate over all the possible channel realizations. In terms of
evaluating the outage probability, the curve may look slightly
different with respect to different threshold values. In the
Figure, the optimal locations obtained by the capacity and
the outage results do not coincide exactly, but they are quite
close. Unlike one may expect, these optimal locations are
actually closer to the source and the destination than to their
median position. We also observe that an arbitrary position
between the two optimal locations suffers but only a small
performance degradation. This suggests that the median
position is nonetheless a convenient and safe choice for the
relay.

The symmetry property, however, is not observable in
DF. The capacity of DF peaks out when the relay sits at
some position near the source, but unlike one would expect
from a 2-by-1 MISO system, the optimal location is not very
close to the source but appears to be between the 1 : 9
and 3 : 7 sections from the source to the destination for
different propagation models. Recall that the capacity of DF
is min{Ccut1,Ccut2}. As the relay moves from the source to the
destination, the increase of Ccut1 will cause the decrease of
Ccut2 and vice versa. Hence, the maximum value is achieved
when Ccut1 = Ccut2. When δ is large, that is, high-order
signal attenuation, CSR and CRD tend to dominate Ccut1 and
Ccut2, making the capacity curve closer to symmetric and the
optimal relay location closer to the median line. Additionally,
we see that each capacity curve consists of three segments.
The first segment, spanning from the source to the optimal
relay location, represents the case when the cut set around
the destination (Ccut2) is the bottleneck for information
flow. In that case, the capacity increases as the relay moves
toward the destination. The second segment represents the
case when the cut set around the source (Ccut1) dominates,
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Figure 3: Ergodic capacity versus the location of the relay, Es =
1,N0 = 1, ly = 0.5, and lSD = 1.
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Figure 4: Ergodic capacity and outage (θ = 0.01315) of AF versus
the location of the relay, δ = 2, Es = 0.24, N0 = 1, ly = 0.05, and
lSD = 1.

and consequently the capacity decreases as the relay moves
away from the source. Finally the capacity reaches a floor
that is irrelevant to the relay location. This happens when
the quality of the interuser channel is worse than the home
channel, that is, lSR > lSD, and the relay system reverts to the
noncooperative mode.

3.2. Outage Probability. Outage probability, aka outage
capacity or simply, outage, is another important statistical
measure for the quality of a fading channel especially in
slow fading cases. Outage specifies the probability that the
instantaneous channel quality fails to meet a satisfactory

threshold θ. Using information rate as the measure for
channel quality, the outage probability for a single channel
can be computed using

Pout(θ) � Pr(R < θ) =
∫ θ

0
fC(c)dc, (18)

where fC(c) is the probability density function of the
instantaneous information rate of that channel.

As shown in (7), the AF system can be viewed as a single
channel with an effective SNR ‖γAF‖1; hence, the outage
probability can be evaluated numerically using (18).

For DF, the outage needs to be evaluated with respect
to the cases when the cut set around the source or
around the destination dominates. The former is a degraded
broadcast channel where outage happens when Ccut1 =
max(CSR,CSD) < θ. The latter is a parallel channel where
outage happens when Ccut2 = CSD + CRD < θ. Overall the
outage for DF system can be computed as

Pout = 1− Pr(Ccut1 > θ)Pr(Ccut2 > θ)

= Pr(max(CSR,CSD) < θ)

· Pr(max(CSR,CSD) < CSD + CRD)

+ Pr(CSD + CRD < θ)

· Pr(max(CSR,CSD) > CSD + CRD)

= Pr(CSR < θ)Pr(CSD < θ)

+ (1− Pr(CSR < θ))Pr(CSD + CRD < θ).

(19)

Figure 5 shows the outage probabilities of the model with
a threshold θ = 0.35 bits per channel use, N0 = 0, and
Es = 1. The outage results appear quite consistent with the
capacity results. For AF, the outage curve is also symmetric,
and the lowest outage is achieved when the relay resides in
equal distances between the source and the destination when
the transmission power is high. For DF, the optimal relay
position in terms of the least outage is somewhere between
the 3 : 7 sections from the source to the destination.

Figure 4 is a case when the transmission power is low
(Es = 0.24). The dashed curve represents the outage with
a threshold θ = 0.01315 bits. There are two symmetric
optimal locations; however they are not the same ones
of the ergodic capacity. Though not shown here, different
threshold also has different optimal locations. This is because
different instantaneous channel fades have the similar effects
as different transmission powers, and different transmission
powers may correspond to different optimal locations. The
optimal locations for the outage threshold θ are averaged
from 0 to θ. This means that different criteria (ergodic
capacity or outage, outages with different thresholds) may
have different optimal locations.

When the transmission power is low, the optimal loca-
tion is not on the median line (the numerical results are not
shown here).
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Figure 5: Outage probability versus the location of the relay, Es = 1,
N0 = 1, y = 0.5, and lSD = 1.

3.3. Capacity Contour. To cast a complete view of how the
system capacity relates to the geometry of the terminals and
to provide engineering guidelines for choosing the optimal
relay location, we plot in Figure 6 the capacity contour for
DF when the relay is at different positions. To ease analysis,
the source and the destination are placed at positions (0, 0)
and (0, 1) with a normalized distance of 1. We take the case
when the signal follows the cubic law attenuation (δ = 3)
and Es = 1. It is interesting to observe that the contour
curves are completed by two sets of arcs, cocentered at the
source and the destination terminals, respectively. These arcs
correspond to the capacities of the two cut sets around
the source and the destination. We see that the capacity
is maximized by choosing a relay that sits at the 4 : 6
section between the source and the destination. The contour
is denser at the destination side than at the source side.
When the relay moves farther beyond the destination, the
capacity of the home channel will have exceeded that of the
interuser channel, that is, CSR < CSD. Hence the relay node
will stop message forwarding, and the cooperative system
degenerates to a single-channel system with a capacity of
CSD.

The relation between the cooperative systems, that is,
virtual antenna arrays, with the true multiantenna MIMO
systems, has been the interest for a while. Work of Kramer et
al. [7] and Xie and Kumar [12] reveals that decode-forward
is akin to multiantenna transmission, and compress-forward
(CF) is akin to multiantenna reception. It has further been
suggested that DF will achieve the maximal capacity when
the relay moves toward the source, and CF will achieve
the maximal capacity when the relay moves toward the
destination. Our results about DF are quite consistent with
the multiantenna interpretation. However, using practical
signal attenuation models, we have found that the optimal
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location for the relay needs not to be extremely close to the
source.

To see why the DF relay system does not perform nearly
as well as a 1-by-2 single-input multioutput (SIMO) system
even when the relay gets very close to the destination (i.e.,
making the relay-destination channel near-perfect), consider
the difference in the decoding strategies. In the SIMO
system, the signals received by the multiple antennas are
optimally combined and jointly decoded; whereas in the
DF relay system, the signals received by the virtual antenna
array are separately decoded (i.e., the relay demodulates and
decodes its received signals and passes hard-decisions to
the destination). In this sense, compression-forward appears
to be the dual of decode-forward. If the compression of
the received (analog) signals at the relay is near-lossless,
then the destination will attain undistorted copies of all the
signals received at the virtual antenna array and can therefore
perform optimal combining and joint decoding.

4. Relay Selection

In previous sections, we have calculated the ergodic capacity
and outage probability when the relay is at different loca-
tions. What is the expected capacity of a single-relay system
whose relay is moving in a given region around the source
and the destination? If there are many relay candidate nodes
randomly distributed in the region and a selective single-
relay system that chooses the candidate node with the best
location as its relay, what is the performance of this system?
We assume that the system knows the position of each node
by using GPS technology or a localization algorithm.

Assume that the distribution of the relay’s location takes
a certain probability distribution function pX ,Y (x, y), where
x, y are coordinates of the relay’s location. Let us rewrite the
ergodic capacity and outage probability of DF at different x, y
as functions of (x, y)

CDF
erg = Cerg

(
x, y

)
,

PDF
out(θ) = Pout

(
x, y, θ

)
.

(20)
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Let FC(c) and FP(p, θ) denote the cumulative distribution
function of the ergodic capacity and the outage probability
at threshold θ of the region based on location statistics,
respectively,

FC(c) =
∫∫

x,y
Cerg

(
x, y

)
dxdy,

Fp
(
p, θ

) =
∫∫

x,y
Pout

(
x, y, θ

)
dxdy.

(21)

Now assume that we have K candidate nodes with
independent identical distribution in that region. We also
assume the system can find locations of relays through some
pilot signals. The system selects the candidate node with the
best performance to be the relay node, while others keep
silent. In other words, the system selects the node with the
lowest outage probability or the highest ergodic capacity.
The cumulative distribution function of this system’s ergodic
capacity is

FC,sel(c) = P
(

max
{
CDF

erg,i | i = 1, 2, . . . ,K
}
< c

)

= FC(c)K ,
(22)

where CDF
erg,i is the ergodic capacity when the ith node behaves

as a relay.
The cumulative distribution function of the system

outage probability is

FP,sel
(
p, θ

) = P
(

min
{
PDF

out,i(θ) | i = 1, 2, . . . ,K
}
< p

)

= 1− P
(

min
{
PDF

out,i(θ) | i = 1, 2, . . . ,K
}
> p

)

= 1− (1− FP
(
p, θ

)
)K ,

(23)

where PDF
out,i(θ) is the outage probability when the ith node

works as a relay.
Because it is difficult to get a closed form expression of

CDF
region and PDF

region(θ), we use a discretized numerical method
to calculate it.

(1) Divide the total region into tiny grids (Δ) of equal
area. Assume that the system performance (either capacity
or outage) remains invariant when the relay moves within a
grid.

(2) Calculate the ergodic capacity CDF
Δ,i and the outage

probability PDF
Δ,i (θ) for each outage threshold θ in each grid

(where i is the index of the grid).
(3) Divide the range of the capacity or outage values

into many equally spaced bins (i.e., uniform quantization
of the capacity/outage values), and count the numbers of
CDF
Δ,i and PDF

Δ,i (θ) falling into each bin to form the respective
histograms.

(4) Properly normalize these histograms. These normal-
ized histograms, denoted as p̂C(c) and p̂P(p, θ), serve as

the discretized approximations of the capacity distribution
and outage distribution (which are functions of the location
distribution of the relay).

When both the area of the grid and the step size of the bin
approach zero, p̂C(c) and p̂P(p, θ) approach the probability
distribution function of the ergodic capacity pC(c) and the
outage probability pP(p, θ) of the region, respectively. From
p̂C(c) and p̂P(p), we can compute the respective cumulative
distribution functions (cdf), F̂C(c), and F̂P(p, θ), which are
used as approximation to the true cdf ’s FC(c) and FP(p).

As an example, we consider the case when candidate relay
nodes are confined to a square region around the source and
the destination. Following the setup in Figure 2, we place the
source and the destination at locations (lx, ly) = (0, 0) and
(1, 0), respectively, and choose both the length and the width
of the relay region to be unity: lx ∈ [0, 1] and ly ∈ [−0.5, 0.5].
Without loss of generality, assume that the candidate relay
nodes are all independent and moves around in the region
uniformly and randomly.

When no candidate relay node is available, the system
degrades into a noncooperative system, and the source
keeps transmitting different messages in both time slots.
When there are more than one candidate nodes, the system
becomes a best selective single-relay system, where a message
is transmitted by the source in the first time slot and relayed
by the best candidate (i.e., in the best location) in the second
time slot.

In Figure 7, solid curves represent the average ergodic
capacity of the best selective single-relay system with the
number of candidates from 0 to 40, where the average is taken
among all the possible relay locations. In the figure, when the
pass loss is relatively small, that is, δ = 2, 3, the availability of
only one or two candidate nodes may not provide any gain
in terms of the average ergodic capacity. As the number of
candidate nodes increases, the benefit of user cooperation
begins to outweigh the loss in bandwidth efficiency caused
by cooperation. For the case of δ = 4, because of the
severe path loss, the diversity gain provided by the relay
system becomes crucial, and the relay system appears to
unanimously outperform the noncooperative system even
though there is only one candidate to select from. As the
number of the candidates increases without bound, the
average system capacity approaches a limit, which is achieved
by positioning (at least) one relay candidate at the optimal
location at all times.

Figure 8 demonstrates the average outage probability
of the best selective single-selection system (solid curves).
The performances are similar to the case of the capacity,
except that, regardless of what value of δ or how many
candidate nodes are used, cooperation always elevates the
outage performance. Further, the outage probability drops at
a faster rate than the increase in the capacity (Figure 7) as
the size of the candidate pool increases. As soon as the size
of the candidate pool reaches 3 to 5, the outage performance
get quite close to the limit (dashed lines). This suggests that,
in the best selective single-relay system, it is sufficient for the
system to keep track of only 3 to 5 candidates in order to reap
most of the gain promised by the theory.
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Figure 7: Ergodic capacity of single-relay selection system with up
to 40 candidate nodes.
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Figure 8: Outage of single-relay selection system with up to 20
candidate nodes.

5. Conclusion

We have analyzed the performances of amplify-forward and
decode-forward, the two basic signal relaying modes, for
a single-relay system in Rayleigh fading environment. The
max-flow min-cut theory is used as the base approach, and
the performance measure is quantified by the ergodic capac-
ity and the outage probability. We have explicitly taken into
account the geometry of the nodes, the distances between
them, and the resulting attenuation of radio signals and
weighted the information as a function of the transmission
distances.

In the case of amplify-forward, we have demonstrated an
interesting symmetry property in both the capacity and the
outage results. We have shown that the maximum value is
achieved when the relay sits on the median line between the
source and the destination in most cases, with the exception
when the power is very low (below a certain threshold). In the
latter case, two symmetric optimal locations on either side of
the median line are observed, but our numerical evaluation
shows that for the relay to locate anywhere between these
two optimal locations incurs only a small performance
degradation. Hence, the median point remains a convenient
and good choice.

In the case of decode-forward, our capacity and outage
results confirm that the system operates much like a mul-
tiantenna transmission system [12]. Using practical signal
attenuation models and the max-flow min-cut theorem, we
have found that the optimal relay location is somewhere
around, but not extremely close to, the source. To provide
a complete picture of the system performance as a function
of the geometry, a capacity contour plot is computed for
the DF system. We note that a similarly contour plot can
also be computed for the case of AF, but the computational
complexity is much higher. (Each point for AF requires a
3-dimensional integration for the case of AF, but only a 2-
dimensional integration for the case of DF.) Further, the
contour plot would be more useful for DF than for AF, since
the symmetry condition of AF and the “median point rule”
make it easier to choose the relay location.

Following this geometry-inclusive analysis, a best selec-
tive single-relay system is proposed and analyzed. We con-
sider the case where multiple candidates may be available, but
only the one at the best location will be chosen each time to
relay the message. Using a discretized numerical method, we
have demonstrated the average system capacity and outage
as a function of the size of the candidate pool. We observe
that when the pass loss is relatively small, the availability of
only one candidate node may not render an average system
capacity higher than a noncooperative system (due to the
loss in bandwidth efficiency). When more candidate nodes
are available or when the pass loss is severe, the system
performance of the relay system quickly picks up and soon
outperforms that of the noncooperative system. We have
further demonstrated that the source needs only keep track
of some 3 to 5 candidate relays in order to harness most of
the “geometric” benefits available to a selective relay system.
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