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1. Introduction

Quadratic residue (QR) codes are cyclic, nominally half-rate
codes, that are powerful with respect to their error-correction
capabilities. Decoding QR codes is in general a difficult task,
but great progress has been made in the binary case since the
work of Elia [1] and He et al. [2]. Decoding algorithms for
certain nonbinary QR codes were proposed by Higgs and
Humphreys in [3] and [4]. In [5], decoding of QR codes
is performed by embedding them in codes over cyclotomic
number fields.

This paper shows that one technique used to decode
binary QR codes can be applied successfully to decode
nonbinary QR codes. The main idea is to determine certain
unknown syndromes in order to restore linearity to Newton’s
identities. Once this is done, either the Peterson or the
Berlekamp-Massey algorithm can be used to solve the
identities. The method of determining unknown syndromes
was first presented by He et al. in [2] to decode the binary QR
code of length 47 and subsequently to decode several other
binary QR codes; see [6] and references therein.

Section 2 reviews the necessary background and the
latter method, with the objective of establishing notation.
In Section 3, the method is illustrated on the decoding
of the expurgated ternary QR code of length 23. The
focus is solely on the calculation of the error-location
polynomial. Error values can be found from the evaluator
polynomial [7, p. 246] once the error locations are deter-
mined.

2. Background and Terminology

Let Q = {1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18} be the set of quad-
ratic residues of 23 and N the set of quadratic nonresidues
of 23. The smallest extension of F3 = GF(3) containing α,
a primitive twenty-third root of unity, is F311 = GF(311).
Denote the set {0} ∪Q by Z and define g(x) ∈ F3[x] as

g(x) =
∏

i∈Z

(
x − αi

)

= x12 + x9 + x7 + x6 + 2x5 + x4 + 2x3 + 2x + 1.

(1)

The cyclic code generated by g(x) is the expurgated ternary
QR of length 23; see [7]. Its minimum Hamming distance is
equal to 9, which can be verified by direct inspection.

Let c(x) =∑22
i=0cix

i ∈ F3[x] be the sent code polynomial,
that is, a multiple of g(x). The received polynomial, denoted
by r(x) = ∑22

i=0rix
i, satisfies r(x) = c(x) + e(x) where

e(x) = ∑22
i=0eix

i ∈ F3[x] is the error pattern. Let ν denote
the Hamming weight of e(x). Observe that e(x) can be
correctly determined provided ν ≤ 4. Only g(x) and r(x)
are known to the receiver, which seeks to determine the
most probable e(x). For any k ∈ Z, the syndrome sk is
defined as sk = e(αk). It follows that s3k = s3

k, for all
k ∈ Z. Observe that for all k, � ∈ Z, sk = s� whenever
k ≡ � (mod 23). For any k ∈ Z, g(αk) = 0, whence
sk = r(αk). For this reason, the s� with � mod 23 ∈ Z
are called known syndromes. The other s� are called unknown
syndromes.
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The set of indices j for which ej /= 0 is L = {i1, . . . , iν}. We
have 0 ≤ i1 < i2 < · · · < iν ≤ 22. The elements of L are called
the error locations, and the zj = αij ∈ F311 are the error-
location numbers. These are the roots of the error-location
polynomial:

σ(x) = xν +
ν−1∑

j=0

σν− jx
j =

ν∏

j=1

(
x − zj

)
, (2)

where the σi are the elementary symmetric functions that in
turn are related to the syndromes via Newton’s identities [7,
pp. 244–245]:

sk +
ν∑

j=1

σjsk− j = 0 for k ∈ Z. (3)

The equations in (3) can be solved efficiently when there
are a sufficient number of consecutive known syndromes.
However, when decoding QR codes, typically this is not the
case. Such difficulty can be overcome by calculating one or
more unknown syndromes with the aid of the following
result from [2, p. 1182], applied to the nonbinary case [8]
(recall that sk =

∑ν
j=1eij z

k
j , for all k ∈ Z).

Theorem 1. Let I = {i1, i2, . . . , iν+1} and J = { j1, j2, . . . , jν+1}
be two subsets of {0, . . . , 22}. They define two (ν + 1) × ν
matrices and one ν× ν diagonal matrix given, respectively, by

XI =

⎡
⎢⎢⎢⎢⎢⎣

zi11 zi12 · · · zi1ν
zi21 zi22 · · · zi2ν
...

...
. . .

...
ziν+1

1 ziν+1
2 · · · ziν+1

ν

⎤
⎥⎥⎥⎥⎥⎦

,

XJ =

⎡
⎢⎢⎢⎢⎢⎣

z
j1
1 z

j1
2 · · · z

j1
ν

z
j2
1 z

j2
2 · · · z

j2
ν

...
...

. . .
...

z
jν+1

1 z
jν+1

2 · · · z
jν+1
ν

⎤
⎥⎥⎥⎥⎥⎦

,

YI =

⎡
⎢⎢⎢⎢⎣

ei1 0 · · · 0
0 ei2 · · · 0
...

...
. . .

...
0 0 · · · eiν

⎤
⎥⎥⎥⎥⎦
.

(4)

Then the (ν + 1)× (ν + 1) matrix defined by S(I , J) = XIYIX
T
J

is equal to

S(I , J) =

⎡
⎢⎢⎢⎢⎣

si1+ j1 si1+ j2 · · · si1+ jν+1

si2+ j1 si2+ j2 · · · si2+ jν+1

...
...

. . .
...

siν+1+ j1 siν+1+ j2 · · · siν+1+ jν+1

⎤
⎥⎥⎥⎥⎦
. (5)

Furthermore, det S(I , J) = 0.

If S(I , J) has entries that are unknown syndromes, then
Theorem 1 can be used to determine them from the equation
det S(I , J) = 0.

3. Calculation of σ(x) for the Ternary (23,11,9)
QR Code

In this section the use of Theorem 1 for decoding nonbinary
QR codes is illustrated. The focus is on the ternary QR
code of length 23 generated by g(x). The final result is an
algorithm for finding σ(x), the error-location polynomial,
from r(x). The decoder will determine the coefficients of
σ(x), namely, the σi, from (3). Knowledge of a sequence
of consecutive syndromes is required. One choice is s22 =
s−1, s0, s1, s2, s3, s4, s5, s6. Observe that any syndrome sk where
k ∈ Z can be readily computed by the decoder as r(αk).
Since 5 /∈ Z, s5 is the unknown syndrome to be determined
during the decoding procedure described next. Since 5·9 ≡
22 (mod 23), one has s−1 = s22 = s9

5.
Let I1 = {1, 2, 5, 9, 21}, J1 = {3, 4, 7, 11, 22}, I2 =

{0, 4, 8, 19, 20}, and J2 = {4, 5, 8, 12, 16}. Form the matrices
S(I1, J1) and S(I2, J2) as in (5),

S
(
I1, J1

) =

⎡
⎢⎢⎢⎢⎢⎣

s4 s5 s8 s12 s0

s5 s6 s9 s13 s1

s8 s9 s12 s16 s4

s12 s13 s16 s20 s8

s1 s2 s5 s9 s20

⎤
⎥⎥⎥⎥⎥⎦

,

S
(
I2, J2

) =

⎡
⎢⎢⎢⎢⎢⎣

s4 s5 s8 s12 s16

s8 s9 s12 s16 s20

s12 s13 s16 s20 s1

s0 s1 s4 s8 s12

s1 s2 s5 s9 s13

⎤
⎥⎥⎥⎥⎥⎦
.

(6)

All the entries in S(I1, J1) and S(I2, J2) are known except for
s5 and s20. However, s20 = s27

5 . Therefore, f1 = det S(I1, J1)
and f2 = det S(I1, J1) are polynomials in a single variable,
namely, s5. The next proposition was verified for each one
of the 156906 error patterns of weights 1, 2, 3, and 4, using
Magma [9].

Proposition 1. For ν = 1, 2, 3, 4, gcd( f1, f2) is a first-degree
polynomial in s5.

The above yields the following procedure for determin-
ing σ(x).

Step 1. If s0 = s1 = 0, then declare that ν = 0 and exit.
Otherwise, proceed to Step 2.

Step 2. Let f = gcd( f1, f2). If deg f = 1, solve f = 0 for s5

and proceed to Step 3. Otherwise, declare that ν > 4 and exit.

Step 3. Determine the coefficients of the error-location
polynomial σ(x) by solving the following linear system for
the elementary symmetric functions:

sk = −
k−1∑

j=k−4

s jσk− j for k = 3, 4, 5, 6. (7)

If the linear system is nonsingular and σ(x) has four roots
x1, . . . , x4 ∈ F311 which satisfy x23

i = 1 for i = 1, . . . , 4, then
declare ν = 4 and exit. Otherwise, proceed to Step 4.
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Step 4. Solve the following linear system for the elementary
symmetric functions:

sk = −
k−1∑

j=k−3

s jσk− j for k = 4, 5, 6. (8)

If the linear system is nonsingular and σ(x) has three roots
x1, x2, x3 ∈ F311 which satisfy x23

i = 1 for i = 1, 2, 3, then
declare ν = 3 and exit. Otherwise, proceed to Step 5.

Step 5. Solve the following linear system for the elementary
symmetric functions:

sk = −
k−1∑

j=k−2

s jσk− j for k = 5, 6. (9)

If the linear system is nonsingular and σ(x) has two roots
x1, x2 ∈ F311 which satisfy x23

i = 1 for i = 1, 2, then declare
ν = 2 and exit. Otherwise, proceed to Step 6.

Step 6. If we get to this point, then either ν = 1 or ν > 4. The
coefficient σ1 of σ(x) is calculated as σ1 = −s6/s5. If σ1 ∈ F311

is such that σ23
1 = 1, then ν = 1. Otherwise, declare that ν > 4.

Exit.
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Optical wireless systems play an increasingly important
role in our communication infrastructure, and new systems
for very high-data-rate secure communications are under
development. From space-based systems to terrestrial long-
distance and indoor systems, they are being investigated
for fixed, portable, and mobile communication applications.
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modulation and diversity techniques, modeling and analysis
of indoor wireless, and developments in hybrid systems,
which use RF links together with optical links, are some
examples that demonstrate current intense interests in
optical wireless.

This issue aims at providing a venue for recent devel-
opments in optical wireless systems and networks. New
experimental indoor and outdoor results are of particular
interest. Original theoretical results, including modeling and
simulation, are also welcome. Integration of optical wireless
with other personal area networks is another area of interest.
The contributions for this special issue should address one of
the following topic areas:

• Technologies: channel modeling, modulation and cod-
ing for improved outdoor and indoor communication,
statistics in reliability and availability, MIMO systems,
Gbit/s technology, networking of directional wireless
systems, interplay between PAT and network topology,
emerging concepts and technologies, new hybrid opti-
cal/RF transceiver designs, applications of modulating
retroreflectors, cross-layer issues in optical wireless
sensor networks, link layer, network and transport
protocols, and modeling

• Short-range systems: sensor networks, indoor systems,
and IrDA personal device technologies

• Medium-range systems: special modulation and cod-
ing schemes, hybrid systems, and switchover technolo-
gies

• Long-range systems: HAPs and intersatellite commu-
nications
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Interference is a fundamental nature of wireless commu-
nication systems, in which multiple transmissions often
take place simultaneously over a common communication
medium. In recent years, there has been a rapidly growing
interest in developing reliable and spectral efficient wireless
communication systems. One primary challenge in such a
development is how to deal with the interference, which
may substantially limit the reliability and the throughput
of a wireless communication system. In most existing
wireless communication systems, interference is dealt with
by coordinating users to orthogonalize their transmissions
in time or frequency, or by increasing transmission power
and treating each other’s interference as noise. Over the past
twenty years, a number of sophisticated receiver designs,
for example, multiuser detection, have been proposed for
interference suppression under various settings. Recently,
the paradigm has shifted to focus on how to intelligently
exploit the knowledge and/or the structure of interference
to achieve improved reliability and throughput of wireless
communication systems.

This special issue aims to bring together state-of-the-art
research contributions and practical implementations that
effectively manage interference in wireless communication
systems. Original contributions in all areas related to inter-
ference management for wireless communication systems are
solicited for this special issue. We are particularly interested
in manuscripts that report the latest development on inter-
ference channels or cognitive radio channels from the per-
spectives of information theory, signal processing, and cod-
ing theory. Topics of interest include, but are not limited to:

• Information theoretic study of interference channels
or cognitive radio channels

• Game theoretical approach to interference manage-
ment in wireless networks

• Cooperative wireless communication systems

• Relaying in interference networks
• Advanced coding schemes for interference/cognitive

radio channels
• Interference channels with confidentiality requirement
• Femtocell networks

• Signal processing algorithms for interference mitigation
• Receiver designs for interference channels or cognitive

radio channels
• MIMO interference channels or MIMO cognitive

radio channels
• Base station cooperation for interference mitigation
• Network coding for interference channels or cognitive

radio channels
• Resource allocation for interference management
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The main idea in network coding was introduced in 2000 by
Ahlswede et al. With network coding, an intermediate node
in a network cannot only forward its incoming packets but
also encode them. It has been shown that the use of network
coding can enhance the performance of wired networks
significantly. Recent work indicates that network coding can
also offer significant benefits for wireless networks.

Communications over wireless channels are error-prone
and unpredictable due to fading, mobility, and intermittent
connectivity. Moreover, in wireless networks, transmissions
are broadcast and can be overhead by neighbors, which is
treated in current systems as interference. Finally, security
poses new challenges in wireless networks, where both
passive and active attacks have quite different premises than
in wired networks. Ideas in network coding promise to help
toward all these issues, allowing to gracefully add redundancy
to combat errors, take advantage of the broadcast nature
of the wireless medium and achieve opportunistic diversity,
exploit interference rather than be limited by it, and provide
secure network communication against adversarial attacks.

In this special issue, we are interested in original research
articles which can carry the momentum further and take
the wireless network coding research to the next level. The
areas of interest include novel network code designs and
algorithms, new applications of wireless network coding,
network coding capacity, and performance analysis. In
addition to original research articles, we are open to review
articles. The following list indicates topics of interest which
is by no means exhaustive:

• Network codes and algorithms for wireless networks
• Physical layer network coding
• Joint source coding and network coding
• Graph codes and network coding
• Reduced complexity decoding for network coding
• Secure network coding
• Capacity and fundamental bounds on network coding

performance
• Cross-layer optimization and network coding
• Energy-efficient network coding
• TCP, routing, MAC, or scheduling algorithms for

network codes

• Wireless network coding for multimedia application
• Wireless network coding for bio-medical application
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