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Abstract The flexible nomenclature of gene name results in
severe semantic ambiguity, which is an obstacle for deep biomed-
ical text mining. Gene name normalization (GN) is an effective
way to resolve this problem. In this work, a multi-level disam-
biguation framework was proposed to solve gene name normal-
ization problem. Aiming at different ambiguity situations during
the procedure of GN, three different strategies were included in
the framework. They were dictionary-based gene name detec-
tion, machine-learning-based candidate selection, and semantic-
based disambiguation. Experimental results showed that the
proposed method could achieve 0.746 F -measure on the BioCre-
AtIvE2006 GN task test data set.
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With the rapid development in biological and biomedical
research field, a large number of research papers and on-line
databases have been produced. For example, the primary
bibliographic database MEDLINE contains 16 million ref-
erences to journal articles and over 2 000 new references are
added each day. There is an urgent need for efficient and
effective solutions for making effective use of the knowl-
edge resource, which makes biomedical text mining a hot
research field[1−2].

The purpose of gene name normalization (GN) was to
correctly associate the gene names in documents with stan-
dard identifiers. GN has the following benefits: 1) improv-

ing the work efficiency of database curators[3]; 2) helping
biology researchers to get more accurate information and
to analyze and summarize bodies of the published works[4];
3) providing necessary informative knowledge for further

text mining task, such as relation extraction[5].
BioCreAtIvE (Critical assessment for information ex-

traction in biology) has held two competitions to highlight
GN task. These two competitions resulted in many novel
and useful approaches, but the results clearly identified that
more important work is necessary[6−7]. The flexible nomen-
clature is the primary reason for the challenges of GN. The
flexible nomenclature is mainly caused by the long history
of biomedical research and the lack of inter-species naming
conventions. Even though guidelines are available for hu-
man gene, such as nomenclature from the human genome
organization (HUGO), [8] showed that the scientific com-
munity had not widely adopted the guidelines, and there
was no clear tendency that this situation was improving.
Currently, one gene could be referred to as several differ-
ent names (synonymy), and a name could be associated
with multiple gene identifiers (ambiguity). For example, in
the dictionary afforded by BioCreAtIvE2006, each unique
gene identifier has 5.55 synonyms on average, while each
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synonym has 1.12 gene identifiers on average.
The approaches to GN could be roughly classified

into three classes: pattern-matching-based approaches[5, 9],
machine-learning-based methods[10], and combinations of
these approaches[3, 11]. Usually an integrated system for
GN includes three steps: 1) detecting mentioned gene
name, 2) identifying the semantic intent of each mention,
and 3) associating each mention with the right gene iden-
tifier. Some researches only focus on one of these steps, for
example, Tsuruoka[12] utilized logistic regression method
to improve the accuracy of gene name detection; Xu[13]

proposed a knowledge-based method to build a system for
Step 3), i.e., gene name disambiguation.

In this work, a multi-level disambiguation framework was
proposed to solve GN problem. We used dictionary match
strategy to detect gene names and then associate them with
standard identifiers. Dictionary match strategy could pro-
duce ambiguities because a match: 1) may be a general En-
glish word, due to the existence of lots of common English
words in the dictionary, such as “of”, “can”, and “end”;
2) may be a gene referred to as other species; and 3) may
denote a RNA or a protein. Maximum entropy (ME) model
was adapted to judge whether a match is meaningful us-
ing the contexts around the match and the orthography
features of the match. Then, the meaningful matches were
associated with the standard identifiers assigned in the dic-
tionary. There are still lots of ambiguities in the meaning-
ful matches as a name could be associated with multiple
gene identifiers. Knowledge-based disambiguation strate-
gies were proposed to solve them. The knowledge-based
strategies include human writing habit filter, inverse docu-
ment frequency (IDF) filter, and semantic similarity based
disambiguation. We achieved an F score of 0.746 on the
BioCreAtIvE2006 GN evaluation data set.

The rest of this paper is organized as follows. Section 1
describes the GN task in detail. In Section 2, we propose
our multi-level disambiguation framework for GN. Section
3 presents the experiment results and analysis. Section 4
concludes this work.

1 Problem definition

The goal of GN is to correctly associate the gene names
in documents with standard identifiers. For example, the
following sentence “Molecular cloning of the cDNA for hu-
man TrkC (NTRK 3), chromosomal assignment, and evi-
dence for a splice variant” contains two gene names “TrkC”
and “NTRK3”. Both of the two gene names are associated
with ID “4 916” in Entrez Gene database.

So firstly, a gene name detection procedure is required
for GN task. In above example, gene name “TrkC” and
“NTRK3” should be correctly recognized. But this pro-
cedure is different from a new term detection because GN
task needs to utilize not only new gene names but also
existing gene names. A new term detection system tries
to find new gene names, which have not been embodied
in the corresponding databases; while a gene name nor-
malization system always needs the gene identifiers from
gene name databases. Thus, dictionary-based approaches
are more appropriate for GN task than that for new term
detection task.

Besides, GN task has to choose a right ID (sense) for a
given gene name according to its context. A gene name
may correspond to multiple IDs. For example, the gene
name “NTRK3” has ten IDs in the Entrez Gene database,
including “18 213”, “4 916”, “29 613”, and so on. But ac-
cording to its context, its correct ID is “4 916” in the above
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example. So compared with the new term detection, GN
is syntactically easier because identification of the textual
boundaries of each mention is not required. However, GN
poses significant semantic challenges, as it requires detec-
tion of the actually intended gene, along with reporting the
gene in a standardized form[10]. Semantic disambiguation
is necessary for a GN system because ambiguity phenom-
ena are very serious for gene names as shown in Table 1.
Even if it was possible to identify every gene mention with
100% accuracy, it would still be difficult to disambiguate
each mention given the number of possibilities and the high
degree of overlap among synonym lists for different but re-
lated genes.

Table 1 Statistics of gene names in different dictionaries
provided by BioCreAtIvE

Number Average number of Average number of
Dictionary

of IDs synonyms per ID IDs per synonym

Human 32 975 5.5 1.12

Fly 27 749 2.944 1.09

Yeast 7 928 1.861 1.01

Mouse 52 594 2.482 1.02

2 Method

In this work, a multi-level disambiguation framework was
proposed for GN task. The proposed framework includes
3 main components: matching, candidate selection, and
ambiguity resolving. In the following three subsections, we
will describe the three components, respectively. The whole
flowchart of our framework is shown in Fig. 1.

Fig. 1 The flowchart of the proposed framework

2.1 Dictionary-based matching

As mentioned previously, the target of GN task is to cor-
rectly associate the gene names in documents with standard
identifiers. No large effort for finding new gene name is
demanded, so a dictionary-based matching strategy could

better suit to GN task. Usually, the standard identifiers are
assigned in some databases, such as Entrez Gene, FlyBase,
and HUGO. Dictionaries including the standard identifier
and its corresponding synonym could be constructed us-
ing the existing databases. In our framework, matching
is a procedure for matching words in text against terms
in the dictionary. Its purpose is to find the gene name
candidates. This required preprocessing both the words
in the text and the words or terms in the dictionary. We
used a dictionary built from the lexical resource provided
by BioCreAtIvE2006 evaluation GN task. Stop words were
removed from the dictionary. A regular expression pat-
tern is compiled for each item in the dictionary to han-
dle the case variation, which could improve the recall of
the system. Simple tokenization was put on the text. A
blank was added prior to punctuations in order to increase
the number of matches. Also abbreviated enumerations of
multiple gene names were replaced with their respective
fully expanded forms. For example: 1) IL3/IL5 → IL3
and IL5; 2) freac1-freac7 → freac1, freac2, · · · , freac7.
Stemming was not applied because experimental results
showed that it could decrease the system performance as
mentioned in [5].

2.2 Candidate selection by ME model

Inspired by [10], we want to build a model that, given
a set of synonym matches, distinguishes meaningful ones
from unmeaningful ones. Here, meaningful matches refer
to the matches which are the true name candidates, not
false gene names, such as some common English words.
This is essentially a binary classifier. Maximum entropy
(ME) model was chosen to do the classification task in our
system. ME model is defined as

p(y|XXX) =
1

Z(XXX)

K∏
i=1

λ
fi(XXX,y)
i

Z(XXX) =
∑

y

p(y|XXX) =
∑

y

K∏
i=1

λ
fi(XXX,y)
i (1)

where y is a class label (in our case: meaningful or un-
meaningful), XXX is an input vector containing predicates on
the matched text, and Z(XXX) is a normalization term. Each
feature function fi(XXX, y) maps an input vector and class to
a binary value, for example,

fi(XXX, y)=

{
1, if currentword = SY T & y = meaningful
0, otherwise

(2)
The parameters of the model are the feature weights λi.

They are determined in such a way that the parameters
maximize the conditional log-likelihood of the training data∑N

k=1 log pλλλ(y(k)|XXX(k)), where N is the number of training

samples. We used Zhang′s ME tool[14] to train the ME
model.

Our work are different from [10] in two ways: 1) More
features are involved including context features and the or-
thography features in our ME model; 2) We just used ME
model to select the meaningful matches (the answer candi-
dates), not the answers as in [10]. Further knowledge-based
disambiguation is done to the meaningful matches.

The training data for the classifier were collected from
the dictionary-based matching results of the BioCre-
AtIvE2006 GN task training set. If the normal form for
a match was in the normalized gene list for that document,
then the match was labeled meaningful; otherwise, it was
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labeled unmeaningful. This provided a large set of mean-
ingful and unmeaningful matches required to train an ME
classifier. For each match, the text that matched, the three
words right before the match, the three words right after
the match ([10] used two words both before and after the
match), and the normal form causing the match were ex-
tracted as features. Besides, several orthography features
were extracted for the match, such as whether the letters in
the matched term are all upper-case, whether the matched
term contains digits. These features could help to detect
whether a match is a gene name as in gene named en-
tity recognition task[15]. When testing, the system first
extracted all the matches that occurred within test set.
Then, for each match, the classifier would judge whether it
is meaningful or unmeaningful according to its features.

2.3 Knowledge-based disambiguation

Through previous steps, we could get lots of gene name
candidates. Some false gene names still exist because ME
model could not filter the false gene names in one hun-
dred percent. Besides, semantic ambiguities will appear
when assigning standard identifiers (ID) to gene names be-
cause one gene name may correspond to several identifiers
in the dictionary. Here, three knowledge-based disambigua-
tion methods, including inverse document frequency (IDF)
filter, writing habit filter, and semantic similarity-based
disambiguation, are used to further remove the false gene
names and to resolve the semantic ambiguities.

1) IDF value filter
IDF could estimate the importance of a term in a given

document[16]. The IDF value of a term t is defined as

IDF(t)=log

(
Number of all documents

Number of documents which contain term t

)

(3)
For a term t, a small IDF value means that it occurs in a lot
of documents, so it is unlikely to be a meaningful or specific
gene name. Thus, we could use IDF value to filter the false
candidates. The IDF value of each term was calculated
according to the noisy training data of BioCreAtIvE2006
GN task.

2) Writing habit filter
There are two principles for word sense disambiguation:

a) one sense per collocation (i.e., assign a single ID for
each name within a document); b) one sense per discourse
(i.e., assign the same ID to all instances of a given name

within a document)[17]. In this work, we adopted these
two principles and proposed a filter method to get rid of
some false positive answers. The basic idea is that the more
names an ID has in a document, the more probability it is
a true positive ID. So each time, we chose the ID with the
most corresponding names (at least 2) as the correct ID,
and removed its corresponding names from the name list
of other IDs.

3) Semantic similarity based disambiguation
From the gene list gotten by previous steps, we could get

a list consisting of ambiguity gene names by choosing the
names, which have more than one identifier. For example,
SYT can refer to two human genes with different identifiers,
SYT1 (ID 6 857) and SS18 (ID 6 760).

We proposed a disambiguation method based on seman-
tic similarity. A profile was built for each ID in the ambi-
guity name list. For each ambiguity name, the similarity
between the profiles of its corresponding IDs and current
document that contains the name was calculated. The ID
with the highest similarity score was chosen as the ID of
the name. The content of the profile for each ID actually

includes the PubMed IDs (PID) of the documents related
to the gene ID from gene2PubMed file1. The gene2PubMed
file records the PIDs of the documents related to each gene
ID, which accumulates the expert knowledge for gene an-
notation. For example, Gene ID 63 976 (MEL1) has 14
related documents and their PubMed IDs are listed in Ta-
ble 2. The way we utilized this knowledge source was to
find the semantic similarity between the new document and
the annotated documents. For a name with multiple IDs
in the new document, we will the choose ID with highest
similarity score as its correct ID.

Table 2 The profile for ID 63 976

ID PID

4 063 527, 8 547 101, 11 050 005, 11 214 970, 12 168 954,

63 976 12 477 932, 12 557 231, 12 816 872, 14 656 887, 14 702 039,

14 712 237, 16 582 916, 16 598 304, 16 637 659

Thus, we come to the problem how to calculate the se-
mantic similarity between two documents. WordNet[18],
a lexical database which is available online and provides a
large repository of English lexical items, was used as the re-
source for semantic similarity calculation. Based on Word-
Net, a semantic approach was proposed[19], which has the
following steps (Here, we consider a document as a long
sentence): 1) Tokenization; 2) Find the most appropriate
sense for every word in a sentence; 3) Compute the simi-
larity of the sentences based on the similarity of the pairs
of words.

For Step 2), a modified Lesk algorithm[20] was

adapted[21]. The new algorithm involves more contexts and
knowledge than the original Lesk and applies a new scoring
mechanism to measure gloss overlap that gives a more accu-
rate score than the original Lesk bag of words counter. For
Step 3), the similarity of the pairs of words is calculated
according to their position in WordNet. If any of them
does not occur in WordNet, the edit distance is calculated
as their similarity.

The task of calculating two sentences similarity could be
formulated as the problem of computing a maximum total
matching weight of a bipartite graph, where the tokens in
the two sentences could be considered as two sets of dis-
jointed nodes, denoted by X and Y . In practice, a greedy
algorithm is used considering the time efficiency. The final
similarity score is gotten through matching average, which
is defined as

Sim(S1, S2) =
2×Match(X, Y )

|X|+ |Y | (4)

where Match(X, Y ) are the matching word tokens between
X and Y . This similarity is computed by dividing the sum
of similarity values of all match candidates of both sen-
tences by the total number of tokens. An important point
is that it is based on each of the individual similarity values,
so that the overall similarity always reflects the influence
of them.

3 Experiment
The purpose of our experiments lies in two aspects: 1) to

show the effect of each step in the proposed framework; 2)
to indicate the semantic similarity-based disambiguation is
very effective.

1ftp://ftp.ncbi.nih.gov/gene/DATA/gene2PubMed.gz
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3.1 Data set

Due to the difficulties of obtaining large quantities of full
text articles, only the abstracts of articles from MEDLINE
are available for the evaluation of gene name normalization
in GN research field currently.

The data set of BioCreAtIvE2006 gene normalization
task was chosen to evaluate our method. This data set
used the GOA annotated records as the basis for selecting
documents rich in human genes and proteins. However,
the GOA annotators annotate full text, and we were using
only abstracts; furthermore, the GOA annotation process
does not include every human gene mentioned in an article,
but only specific genes of interest. So, further annotations
were done by experts. This data set includes three parts:
training data, test data, and noisy data. Their detail infor-
mation is shown in Table 3.

Table 3 The statistics information of the experimental data

Data set Number of abstracts Annotation

Training data 281 Annotated by Expert

Test data 262 Annotated by Expert

Noisy data 5 000 Annotated automatically

3.2 Evaluation

The performance of GN was measured using precision,
recall, and F -measure. The results were computed based
on a simple matching of gene identifiers against the gold
standard for each abstract. Identifiers that matched the
gold answers constituted true positives (TP ), identifiers
that did not match were false positives (FP ), and gold
standard identifiers that were not matched were false neg-
atives (FN). Recall(R), precision(P ), and F -measure (F )
were computed in the usual way: R = TP/(TP + FN);
P = TP/(TP + FP ); F = 2× P ×R/(P + R).

3.3 Experimental results and analysis

The evaluations were done on BioCreAtIvE2006 test
data set. The whole results were shown in Table 4.

Table 4 Experimental results on Biocreative2006
GN test data

Step P R F

Dictionary-based matching 0.311 0.859 0.457

+ME-based disambiguation 0.506 0.831 0.629

+writing habit filter 0.525 0.829 0.643

+IDF filter 0.563 0.805 0.663

+remove ambiguous gene names 0.760 0.703 0.730

+semantic based disambiguation 0.717 0.778 0.746

The first row in Table 4 gives the performance of
dictionary-based matching component. As expected, sim-
ple dictionary-based matching achieved high recall but also
produced lots of false positive instances. Two kinds of rea-
sons caused false positive instances: 1) ambiguity between
gene names and common English words and domain-related
terms; 2) annotation process does not include every gene
mentioned in an abstract but only specific genes of inter-
est. Many systems participated in BioCreAtIvE2006 GN
task also used dictionary-based matching method to get the
gene name candidates. The best system, which achieved an
F -measure of 0.81, used a more comprehensive dictionary
and more complex regular expression.

ME-based disambiguation method was used to filter the
false positive instances (unmeaningful). Context features

and orthography features were considered in our ME model
as described in Section 2.2. The results were shown in the
second row of Table 4, where we can see that ME-based
disambiguation can dramatically increase the precision to
0.506 from 0.311 by causing less impact on the recall.

The knowledge-based disambiguation includes 4 steps:
writing habit filter, IDF filter, ambiguity filter, and seman-
tic similarity disambiguation. Although the writing habit
filter did not reduce the number of false positive severely,
it kept the number of true positive almost unaltered. So,
it is still very useful for the GN task. The IDF filter uti-
lized a gene name list to filter the false positive names. The
gene name list consists of gene name selected from the an-
swer candidates according to the following conditions: 1)
IDF value less than 4.0; 2) the case where there are no
numbers. The IDF value of each gene name is calculated
with noisy training data. With IDF filter, the F -measure
increased by 2%.

A gene name is ambiguous if it associates a mention with
multiple gene identifiers. In this case, the ambiguity filter
removes all the ambiguous gene names from the current
answer list. With this filter, an ambiguous gene name list
could be generated. In our experiments, we got a list con-
sisting of 143 gene names, which contained 77 possible true
positives. Removing ambiguous gene names could generate
a high precision result because it reduced the number of
false positive instances a lot.

Semantic similarity-based disambiguation strategy was
used to select the right gene identifier for each name in the
ambiguous list. About 13 000 abstracts used for semantic
similarity calculating were downloaded using the tool pro-
vided by Biopython. Note that PIDs of the abstracts which
contain the ambiguous names have been excluded from the
corresponding profiles. The accuracy of disambiguation in
this step is 76.6 % (59 out of 77 possible true positives

were correctly recognized). Xu[13] utilized the vector space
model to calculate the similarity between the context vec-
tor of a name and the profile vector of an ID, and achieved
an accuracy of 77.8% for fly gene name disambiguation. It
is difficult to compare the two results since the data sets are
different. But from Table 1, we can see human gene name
is more ambiguous than fly gene name. In this way, our
disambiguation result for human gene name is a promising
result.

From Table 4, we can see that the proposed framework
can make use of various techniques to resolve the differ-
ent ambiguous situations during the whole GN process and
improve the performance step by step.

3.4 Comparison with related works

In order to show the effect of the proposed framework, we
also compared our results with the performances of the 20
participants in BioCreAtIvE2006. Our system can achieve
rank 10 according to the F -measure. The best F -measure
performance is 0.810 achieved by Team 042 (T042)[22] as
shown in the first row of Table 5. T042 also used dictionary-
based matching method to find the gene name candidates,
but with an extended synonym list, which would help to
get high recall. We could not repeat the synonym list ex-
tending process because no detail information was given in
[22]. If with the same synonym list as ours, the F -measure
of T042 is 0.716 as shown in the second row of Table 5,
which is lower than our result 0.746. Besides, T042 used
manually building rules to filter the FP instances while we
used a machine learning method to do this automatically.
The third and the fourth rows in Table 5 show that the two
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Table 5 Performance comparison with the best system in BioCreAtIvE2006 GN task

System Run setting P R F

T042 With extended synonym list, FP + FN filter, disambiguation 0.789 0.833 0.810

T042 With un-extended synonym list, FP filter, disambiguation 0.707 0.725 0.716

T042 With extended synonym list and manually building rules 0.496 0.875 0.633

Our system With un-extended synonym list and ME method 0.506 0.831 0.629

methods got comparable results. From Table 5, one can
conclude that the performance promotion of T042 was
mainly given by the extend synonym list and the FN fil-
ter. Although T042 achieved better results than our GN
system in the whole, our system is easier to be ported to
other organisms because it needs less resources and it is
more automatic.

4 Conclusion
In this work, we proposed a multi-level disambigua-

tion framework for gene name normalization task. An
F -measure of 0.746 was achieved in the BioCreAtIvE2006
GN task test data set with the proposed framework. We
have three contributions:

1) Design a way to combine multi-source knowledge to
complete GN task;

2) Show the effect of ME model to filter the false positive
instances with context features and orthography features;

3) Propose a semantic similarity-based disambiguation
method.

This method can use the cumulate annotation knowledge
in the annotated documents, thus it could be very useful
in practical gene annotation.
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