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A cone beam circular half-scan scheme is becoming an attractive imaging method in cone beam CT since it improves the temporal
resolution. Traditionally, the redundant data in the circular half-scan range is weighted by a central scanning plane-dependent
weighting function; FDK algorithm is then applied on the weighted projection data for reconstruction. However, this scheme
still suffers the attenuation coefficient drop inherited with FDK when the cone angle becomes large. A new heuristic cone beam
geometry-dependent weighting scheme is proposed based on the idea that there exists less redundancy for the projection data
away from the central scanning plane. The performance of FDKHSCW scheme is evaluated by comparing it to the FDK full-scan
(FDKFS) scheme and the traditional FDK half-scan scheme with Parker’s fan beam weighting function (FDKHSFW). Computer
simulation is employed and conducted on a 3D Shepp-Logan phantom. The result illustrates a correction of FDKHSCW to the
attenuation coefficient drop in the off-scanning plane associated with FDKFS and FDKHSFW while maintaining the same spatial
resolution.
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1. INTRODUCTION

The use of the half-scan method in cone beam CT has been a
hot topic in the recent years owing to the resultant improve-
ment in temporal resolution [1, 2]. There are currently sev-
eral different types of cone beam half-scan schemes, such as
FDK-based [3–5], cone beam filtered-backprojection-based
(CBFBP) [6], and Grangeat-based [7]. Each scheme uses pla-
nar scanning trajectories (circular or noncircular) to conduct
the half-scan scheme. Theoretically, a circular half scan can
acquire approximately the same information in the radon
domain as a circular full scan in terms of the first deriva-
tive radial data, as long as the reconstructed object is within
a certain size based on the derivation of the Grangeat for-
mula [8]. Even in the circular half-scanning range, redun-
dancy still exists. The Grangeat-type half scan (GHS) maps
the spatial projection data into the first derivative radial data
and weights them in the radon domain. After adding miss-
ing data through linear interpolation/extrapolation in the
shadow zone of the radon domain where a circular scan can-
not access, a 3D radon inverse formula is used to get the re-
constructed image.

Current FDK-type half-scan (FDKHSFW) schemes for
cone beam CT use Parker’s [9] or other weighting coefficients

based on fan beam geometry, where same weighting coeffi-
cients are applied to all detector rows. The CBFBP algorithm
manipulates the redundant projection data in the radon do-
main; does the half-scan reconstruction in the structure of
filtered backprojection (FBP) and achieves almost the same
performance as FDKHSFW. The Grangeat-type half-scan
scheme outperforms the FDK-type half-scan scheme in the
correction of the off-scanning plane attenuation coefficient
drop when the shadow zone is filled with the linear inter-
polated data. However, the spatial resolution of the recon-
structed images from GHS is inferior to that of FDKHSFW
because data interpolation is less involved in FDK than in
GHS [10]. Furthermore, GHS cannot handle the truncated
data in the longitudinal direction. The CBFBP-related half-
scan and FDKHSFW showed obvious attenuation coefficient
drop artifacts in the position of the reconstructed image far-
thest away from Z = 0, where Z is the rotation axis. This
artifact is undesirable in practice.

In order to correct this drop problem to a certain degree
as well as to maintain spatial resolution, we propose an FDK
half-scan scheme with a new weighting function that fits
the cone beam geometry (FDKHSCW), where the weighting
function is cone beam geometry dependent. In Section 2, the
FDK half-scan algorithm with the new cone beam weighting
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Figure 1: Equal space cone beam geometry with circular scan.

function is described. In Section 3, the computer simulation
is conducted and the FDKHSCW is evaluated in comparison
to FDKFS and FDKHSFW. Discussions and conclusions are
included in Section 4.

2. CIRCULAR CONE BEAM HALF-SCAN
SCHEME (FDKHSCW)

2.1. Cone beam half-scan weighting function

The FDK [11] algorithm expands upon the fan beam algo-
rithm by summing the contribution to the object of all the
tilted fan beams. The reconstruction is based on filtering and
back projecting a single fan beam within the cone. Based on
the cone beam geometry in Figure 1, the formula of the FDK
is

f (x, y, z) = 1
2
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The ∗ sign denotes the convolution; so the distance from the
X-ray source to the origin; n, m the integer value where n = 0
and m = 0 correspond to the central ray passing through
the origin; β the projection angle defined in the scanning
plane; p the virtual detector sampling interval along the t
axis; ξ the virtual detector sampling interval along the Z axis;
Rβ(np,mξ) the actual discrete 2D projection data; and h(np)

the discrete one-dimensional ramp filter impulse response
along the t axis.
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This means that FDK projects the off-scanning plane projec-
tion data into the scanning plane and then follows the 2D fan
beam reconstruction algorithm. In (1), the factor of 1/2 in
front of the integral is used to cancel the projection redun-
dancy when a full circular scanning is conducted. This im-
plies that the off-scanning plane projection data has the same
redundancy as the projection data in the scanning plane.

Cone beam half-scan scheme is also the extension of the
fan beam half scan combined with the FDK, in which the
weighting coefficients calculated from the scanning plane ge-
ometry are applied to all projection rows as follows:
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∫ π+2Δ
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This is the FDKHSFW scheme, where Δ is half the full fan
angle of the central-scanning plane along the t axis. The off-
scanning plane projection data are still treated as they have
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the same redundancy. ω(β,np) is the discrete weighting co-
efficient, calculated based on the scanning plane geometry,
and can be represented by Parker’s weighting function or any
other weighting function as long as it can make a smooth
transition between the doubly and singly sampled regions
to avoid discontinuities at the borders of these regions. Un-
doubtedly, FDKHSFW holds all the properties that the FDK
full-scan scheme does.

For cone beam projection data off the scanning plane,
however, it is impossible to obtain completely doubly sam-

pled projections for a single circular orbit acquisition,
even if projections are sampled over 360◦ [5]. In other
words, the projection redundancy becomes less and less
when projection rows get further away from the scan-
ning plane. If the FDK algorithm had been directly ap-
plied to unweighted half-scan projection data, the recon-
structed images would unavoidably have artifacts. One way
to handle the weighting on the less redundancy projec-
tion row data away from scanning plane is proposed as fol-
lows:
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β′ is the cone-weighting angle which will be described in
the next section. β′ is dependent on the position of the row
projection data in the Z direction (rotation axis). Δ′ is half of
the titled fan angle that is adopted from Gullberg and Zeng
[5]. Notice that when m is zero, this weighting function is
actually the Parker’s weighting function for fan-beam.

By incorporating the cone-beam weighting function with
FDK, FDKHSCW is obtained as follows:
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Please note that the projection data must be weighted
prior to being filtered. Since FDKHSFW is the commonly
acknowledged scheme for half-scan reconstruction, the re-

quirement for FDKHSCW is that it should produce no more
artifacts than FDKHSFW.

2.2. Further investigation of half-scan cone
beam weighting

In a circular fan-beam half-scan, there are two redundant re-
gions in the scanning plane in terms of the projection angle β.
Figure 2 shows that the projecting ray data acquired in region
I will have a conjugate ray data in region II. In these two re-
gions, the projection ray data is wholly or partly redundant.
If half of the full fan angle is Δ degrees, the half-scan range
in terms of projection angle defined in the scanning plane is
from 0◦ to 180◦ + 2Δ. The first and second redundant region
is from 0◦ to 4Δ and from 180◦ − 2Δ to 180◦ + 2Δ, respec-
tively. In the traditional FDK cone-beam half-scan scheme,
all the row projection data are weighted by the same set of
coefficients defined in the scanning plane because the row
projection data away from the scanning plane are expected
to have the same redundancy as those in the scanning plane.

The proposal of the circular cone beam half-scan weight-
ing scheme is based on the idea that the weighting coef-
ficients should be different for projection data in different
rows, and for the row projection data furthest away from
the scanning plane, it should be weighted less. As of this
date, we have not seen any literature discussing this issue.

We found that if we use β′ = β(1/
√

1 + m2ξ2/so2) as the
weighting angle for different row projection data, then, the
weighting coefficients in the first redundant region away
from the scanning plane are not much different from those
calculated in the scanning plane; the biggest difference is be-
low 0.2 percent if Δ = 15◦ and the half cone angle is also
15◦. On the other hand, when β′ is used as the weighting
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Figure 2: Illustration of redundant region in terms of projection angle in circular fan beam half scan.

angle in the second redundant region, the weighting coef-
ficients away from the scanning plane behave obviously dif-
ferently from those in the scanning plane and different from
each other at the different rows, thus resulting in the com-
pensation for the density drop in the place away from the
scanning plane in the reconstruction image. The weight-
ing angle β′ has two characteristics: first, it has row po-
sition dependence that is reflected by mξ, indirectly con-
nected to the cone angle information; second, it has less
difference from β when β is in the first redundant region
than when β is in the second redundant region. Thus, it is
beneficial to construct the cone angle dependent weighting
coefficients in the second redundant region to achieve our
scheme.

3. COMPUTER SIMULATION AND EVALUATION

In order to make computer simulation closer to the practical
CBCT configuration, geometric parameters are set in terms
of physical length (millimeter) rather than normalized units.
The distances from the X-ray source to the iso-center of the
reconstruction and to the detector are 780 mm and 1109 mm
respectively. The full fan and cone angles are 30 degrees. The
detector area is 595 × 595 mm2 and has a 512 by 512 ma-
trix size. The voxel size is 0.816 mm3. Cartesian coordinate
(X ,Y ,Z) is used to define the object, where Z is the rotation
axis. The sampling rate of projection angle is 0.8◦ with the to-
tal number of projection images of 450 for full scan and 262
for half scan. The low contrast Shepp-Logan phantom was
used (see [7] for geometrical parameters), all of its geometri-
cal parameters are multiplied by 200 to simulate the physical
length (millimeter) of the phantom.

3.1. The weighting coefficients distribution
comparison of FDKHSCW and FDKHSFW

Based on the scanning geometrical parameters defined
above, weighting coefficient distributions associated with
FDKHSFW and FDKHSCW are compared by picking up

β = 46◦ in the redundant region I and β = 192◦, as
Figure 3 illustrates, in the redundant region II as described
in Section 2.2.

3.2. Reconstruction comparison of FDKHSFW
and FDKHSCW

Figure 4 shows the reconstructed sagittal image from dif-
ferent FDK schemes at X = 0 mm with the display win-
dow [1.005 1.05] and the profile comparison along the solid
white lines in the phantom image (d). The ramp filter was
used on the noise-free weighted projection data before back-
projection.

3.3. Simulation on quantum noise contaminated
projection data

In order to test the performance of this new scheme over
the quantum noise that is commonly encountered in prac-
tical CBCT data acquisition, we generated quantum noise
contaminated data. X-ray with 100 kVp was selected which
corresponds to an effective photon fluence of 2.9972∗107

photons/cm2 · mR [12]. The exposure level per projection
was set to 4 mR, the total exposure levels for FDKFS and
FDKHSCW are 1800 mR and 1048 mR, respectively. Figure 5
shows the reconstructed results under different noise levels
and profile comparisons. Hamming window is used during
filtering to suppress the noise.

4. DISCUSSIONS AND CONCLUSION

A new cone beam weighting scheme has been heuristi-
cally proposed for the FDK-based circular half-scan recon-
struction (FDKHSCW) to correct the density drop arti-
fact to a certain degree along the rotation axis inherited
with original FDK algorithm for large cone angle. Computer
simulation on the Shepp-Logan phantom with and with-
out noise showed an improvement when using FDKHSCW
over FDKFS and FDKHSFW in terms of the attenuation
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(d) FDKHSCW (β = 192◦)

Figure 3: Weighting coefficients comparison between FDKHSFW and FDKHSCW when β = 46◦ and when β = 192◦ as shown in (a), (b)
and (c), (d), respectively.

coefficient drop when the cone angle is large while maintain-
ing the same visual image quality. FDKHSCW needs addi-
tional cone-beam weighting before filtering and only uses a
scanning range of [β, 180 � β � 2Δ], where β is the starting
projection angle of X-ray, and Δ is half of the full fan an-
gle; both of them are defined in the scanning plane. As soon
as the starting angle is determined, each projection image
can be processed (cone-beam weighting for half scan, pixel
weighting inherited by FDK, and filtering). So, it will take less
time to reconstruct an object in comparison to the full-scan
scheme, a very desirable feature in practice. In addition, the
half-scan scheme provides a flexibility to choose any start-
ing point for reconstruction as long as the scanning range is
guaranteed, another preferable feature for cone beam CT dy-
namic imaging. Based on the idea proposed by Silver [13], we
can even conduct an extended half-scan scheme by making
the scanning range larger than 180 � 2Δ applying this new
cone beam weighting function for better noise characteristic.

Our proposed circular cone-beam half-scan weighting
scheme works better for low-contrast object. We can see
from our simulation on Shepp-Logan phantom that the
largest compensation is within 0.03 in terms of attenuation

coefficient. We expect that FDKHSCW can show improve-
ment in terms of intensity drop in the high-contrast phan-
toms, like a Defrise disk phantom. Yet, it is not as promising
as in the low-contrast phantom.

Other proposed modified FDK methods called T-FDK
and FDK-SLANT [14, 15] also corrected the attenuation
coefficient drop to some extent along the rotation axis in-
herited in FDK with a larger cone angle. There is a dif-
ference between these methods and FDKHSCW. Although
the results of these methods showed similar correction to
FDKHSCW, FDK-SLANT and T-FDK need to be paral-
lel rebinned from cone beam data. That means the filter-
ing portion would not start until the whole set of data ac-
quisition and parallel resorting procedures are completed
and then followed by backprojection for image reconstruc-
tion. FDKHSCW possess the advantage that once a 2D
projection data is acquired, the filtering portion can start
and be immediately followed by backprojection. As long
as the gantry speed and readout rate is high enough, this
scheme can provide almost real time monitoring when con-
tinuous dynamic imaging is conducted. Wang [16] devel-
oped a weighting scheme for cone beam full circular-scan
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Figure 4: Reconstructed sagittal image from different FDK schemes at X = 0 mm and respective line profile comparison in (e) and (f) along
the solid vertical and horizontal white line shown in (d).

reconstruction on a displaced detector array without re-
binning the projection data for reconstruction. As for the
redundant area, our scheme can be applied to this algo-
rithm by adjusting the weighting conditions in the scanning
range.

Recently a new circular 3D weighting reconstruction al-
gorithm [17] was proposed to reduce cone beam artifact
based on the investigation on the data inconsistency between
a direct ray and its conjugate rays. The basic idea is to have
filtered projection data multiplied by correction coefficients

that are cone beam geometrical dependent during the back-
projection. But the artifact it corrects is not what FDKHSCW
tries to correct here, namely attenuation coefficient drop.
However, it is worth trying to combine these two schemes
for future evaluation.

In conclusion, by incorporating a new cone beam weight-
ing scheme, a new FDK-based heuristic half-scan approx-
imate algorithm for circular trajectory has been proposed
based on flat panel detector, and the numerical simulation
demonstrated its feasibility.
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(a) FDKFS (1800 mR) (b) FDKHSCW (1048 mR)
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(c) Zoomed profile comparison along the vertical line
in Figure 3(d)
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Figure 5: (a) FDKFS with total exposure level of 1800 mR. (b) FDKHSCW with total exposure level of 1048 mR. (c), (d) Profile comparison
between FDKFS, FDKHSCW, and phantom along the solid vertical and horizontal lines in Figure 4(d).
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• Pattern recognition and classification for advanced

NDT
• 3D image reconstruction from advanced NDT data
• Applications of advanced NDT
• Algorithms development for signal processing and

analysis in advanced NDT
• Software development for defect detection and charac-

terization in NDT images
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Techniques for processing signals corrupted by non-Gaus-
sian noise are referred to as the robust techniques. They are
established and used in science in the past 40 years. The
principles of robust statistics have found fruitful applications
in numerous signal processing disciplines especially in digital
image processing and signal processing for communications.
Median, myriad, meridian, L filters (with their modifica-
tions), and signal-adaptive realizations form a powerful tool-
box for diverse applications. All of these filters have lowpass
characteristic. This characteristic limits their application in
analysis of diverse nonstationary signals where impulse,
heavy-tailed, or other forms of the non-Gaussian noise can
appear: FM, radar and speech signal processing, and so
forth. Recent research activities and studies have shown
that combination of nonstationary signals and non-Gaussian
noise can be observed in some novel emerging applications
such as internet traffic monitoring and digital video coding.

Several techniques have been recently proposed for han-
dling the signal filtering, parametric/nonparametric estima-
tion, feature extraction of nonstationary and signals with
high-frequency content corrupted by non-Gaussian noise.
One approach is based on filtering in the time-domain. Here,
the standard median/myriad forms are modified in such a
manner to allow negative- and complex-valued weights. This
group of techniques is able to produce all filtering character-
istics: highpass, stopband, and bandpass. As an alternative,
the robust filtering techniques are proposed in spectral
(frequency- Fourier, DCT, wavelet, or in the time-frequency)
domain. The idea is to determine robust transforms having
the ability to eliminate or surpass influence of non-Gaussian
noise. Then filtering, parameter estimation, and/or feature
extraction is performed using the standard means. Other
alternatives are based on the standard approaches (optimiza-
tion, iterative, ML strategies) modified for nonstationary
signals or signals with high-frequency content.

Since these techniques are increasingly popular, the goal
of this special issue is to review and compare them, propose
new techniques, study novel application fields, and consider
their implementations.

Topics of interest include, but are not limited to:

• Robust statistical signal processing (estimation, detec-
tion, decisions)

• Robust tracking, classification and control
• Performance analysis, comparison, benchmark set-

ting, and achievable bounds
• Robust parametric/non-parametric estimation, filter-

ing, and feature extraction of nonstationary signals
• Robust learning and adaptive robust techniques
• Fast software and hardware realizations
• Applications

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/asp/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due January 1, 2010

First Round of Reviews April 1, 2010

Publication Date July 1, 2010

Lead Guest Editor
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Recently, due to their inherent potential to enhance safety
and efficiency measures in transportation networks, vehic-
ular ad hoc networks (VANETs) have gained eye-catching
attention from the wireless community. Traffic congestion
wastes 40% of travel time on average, unnecessarily con-
sumes about 2.3 billion gallons of fuel per year, and adversely
impacts the environment. More importantly, traffic accidents
are held responsible for a good portion of death causes.
Annually more than 40 000 people are killed and much
more injured in highway traffic accidents in the United
States alone. Recently, intelligent transportation systems
(ITS) have been proposed to improve safety and efficiency
in transportation networks. The allocation of 75 MHz in
the 5.9 GHz band for dedicated short-range communications
(DSRC) by the FCC was a move toward this goal, which
was further complemented by the introduction of the
vehicle infrastructure integration (VII) initiative by the US
Department of Transportation. VII proposes to use dedicated
short-range communications (DSRC) to establish vehicle-
to-vehicle and vehicle-roadside communications to deliver
timely information to save lives, reduce congestion, and
improve quality of life.

Despite the much attracted attention, there still remains
much to be done in the realm of vehicular ad hoc networks.
Signal processing plays a major role in vehicular ad hoc net-
works. The aim of this special issue is to present a collection
of high-quality research papers in order to exhibit advances
in theoretical studies, algorithms, and protocol design, as
well as platforms and prototypes which use advanced signal
processing techniques for vehicular ad hoc networks. Topics
of interest include but are not limited to:

• Estimation and detection techniques in VANETs
• Localization techniques in VANETs
• Clock synchronization in VANETs
• Security and privacy in VANETs
• Sensing in vehicular environments
• Channel modeling for V2V communications
• MAC, routing, QOS protocols, and analysis for

VANETs
• VANET smart antenna technologies
• Dynamic spectrum access and cognitive radios for

VANETs

• Congestion control and cooperative VANETs
• Traffic modeling in VANETs
• Signal processing to utilize data correlation in VANETs
• High-speed (rapid) signal processing for VANETs
• Accurate/high-fidelity simulation of VANETs
• Signal processing considerations in real world deploy-

ments of VANETs
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