
ar
X

iv
:1

00
9.

05
58

v1
  [

qu
an

t-
ph

]  
2 

S
ep

 2
01

0

Sliding Mode Control of Two-Level Quantum

Systems

Daoyi Dong and Ian R. Petersen

Abstract

This paper proposes a robust control method based on slidingmode design for two-level quantum

systems with bounded uncertainties. An eigenstate of the two-level quantum system is identified as

a sliding mode. The objective is to design a control law to steer the system’s state into the sliding

mode domain and then maintain it in that domain when bounded uncertainties exist in the system

Hamiltonian. We propose a controller design method using the Lyapunov methodology and periodic

projective measurements. In particular, we give conditions for designing such a control law, which can

guarantee the desired robustness in the presence of the uncertainties. The sliding mode control method

has potential applications to quantum information processing with uncertainties.

Index Terms

quantum control, sliding mode control, bounded uncertainty, periodic projective measurement,

Lyapunov methodology.

I. INTRODUCTION

The manipulation and control of quantum systems is becomingan important task in many

fields [1]-[3], such as atomic physics [4], molecular chemistry [5] and quantum information [6].

It is desirable to develop quantum control theory in a systematic way in order to adapt it to the

development of quantum technology [7]. Several useful tools from classical control theory have
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been introduced to the control analysis and design of quantum systems. For example, optimal

control theory has been used to assist in control design for molecular systems and spin systems

[8]-[12]. A learning control method has been presented for guiding the control of chemical

reactions [5], [13]. Quantum feedback control approaches including measurement-based feedback

and coherent feedback have been used to improve performancefor several classes of tasks such

as preparing quantum states, quantum error correction, controlling quantum entanglement [14]-

[27]. Robust control tools have been introduced to enhance the robustness of quantum feedback

networks and linear quantum stochastic systems [28], [29].

Although some progress has been made, more research effort is necessary in controlling quan-

tum phenomena. In particular, the robustness of quantum control systems has been recognized as

a key issue in developing practical quantum technology [30]-[32]. In this paper, we focus on the

robustness problem for quantum control systems. In [29], James and co-workers have formulated

and solved a quantum robust control problem using theH∞ method for linear quantum stochastic

systems. Here, we develop a variable structure control approach with sliding modes to enhance

the robustness of quantum systems. The variable structure control strategy is a widely used

design method in classical control theory and industrial applications where one can change the

controller structure according to a specified switching logic in order to obtain desired closed-

loop properties [33], [34]. In [35], Dong and Petersen have formulated and solved a variable

structure control problem for the control of quantum systems. However, the results in [35] only

involve open-loop control design using an idea of changing controller structures and do not

consider the robustness which can be obtained through sliding mode control. Ref. [35] and Ref.

[36] have briefly discussed the possible application of sliding mode control to quantum systems.

In [37], two approaches based on sliding mode design have been proposed for the control of

quantum systems and potential applications of sliding modecontrol to quantum information

processing have been presented. Following these results, this paper formally presents a sliding

mode control method for two-level quantum systems to deal with bounded uncertainties in the

system Hamiltonian [38]. In particular, we propose two approaches of designing the measurement

period for different situations which are dependent on the bound on the uncertainties and the

allowed probability of failure.

Variable structure control design with sliding modes generally includes two main steps: se-

lecting a sliding surface (sliding mode) and controlling the system to and maintaining it in this



sliding surface. Being in the sliding surface guarantees that the quantum system has the desired

dynamics. We will select an eigenstate of the free Hamiltonian of the controlled quantum system

as a sliding mode. In the second step, direct feedback control is not directly applicable since

we generally cannot acquire state information without destroying the quantum system’s state.

Hence, we propose a new method to accomplish this task, whichis based on the Lyapunov

methodology and periodic projective measurements. The main feature of the proposed method

is that the control law can guarantee control performance when bounded uncertainties exist in

the system Hamiltonian.

This paper is organized as follows. Section II introduces a quantum control model, defines the

sliding mode and formulates the control problem. In SectionIII, we present a sliding mode control

method based on the Lyapunov methodology and periodic projective measurements for two-level

quantum systems with bounded uncertainties. Using the known information about uncertainties

(e.g., the uncertainty bound and type of uncertainties), wepropose two approaches (i.e., Eqs.

(13) and (14)) for designing the measurement period to guarantee the control performance. An

illustrative example is presented to demonstrate the proposed method. The detailed proofs of the

main theorems are presented in Section IV. Concluding remarks are given in Section V.

II. SLIDING MODES AND PROBLEM FORMULATION

In this section, we first introduce a two-level quantum control model. Then a sliding mode is

defined using an eigenstate. Finally the control problem considered in this paper is formulated.

A. Quantum Control Model

In this paper, we focus on two-level pure-state quantum systems. The quantum state can be

represented by a two-dimensional unit vector|ψ〉 in a Hilbert spaceH . Since the global phase

of a quantum state has no observable physical effect, we do not consider the effect of global

phase. If we denote the Pauli matricesσ = (σx,σy,σz) as follows:

σx =


0 1

1 0


 , σy =


0 −i

i 0


 , σz =


1 0

0 −1


 , (1)

we may select the free Hamiltonian of the two-level quantum system asH0 = Iz =
1
2σz. Its two

eigenstates are denoted as|0〉 and|1〉. To control a quantum system, we introduce the following



control HamiltonianHu = ∑k uk(t)Hk, whereuk(t) ∈ R and {Hk} is a set of time-independent

Hamiltonians. For simplicity, the control Hamiltonian fortwo-level systems can be written as

Hu = ux(t)Ix+uy(t)Iy+uz(t)Iz, where

Ix =
1
2

σx =
1
2


0 1

1 0


 , Iy =

1
2

σy =
1
2


0 −i

i 0


 . (2)

The controlled dynamical equation can be described as (we have assumed̄h = 1 by using

atomic units in this paper)

i|ψ̇(t)〉= H0|ψ(t)〉+∑k=x,y,z uk(t)Ik|ψ(t)〉,
|ψ(t = 0)〉= |ψ0〉.

(3)

This control problem is converted into the following problem: given an initial state and a target

state, find a set of controls{uk(t)} in (3) to drive the controlled system from the initial state to

the target state.

In practical applications, we often use the density operator (or density matrix)ρ to describe

the quantum state of a quantum system. For a pure state|ψ〉, the corresponding density operator

is ρ ≡ |ψ〉〈ψ|. For a two-level quantum system, the stateρ can be represented in terms of the

Bloch vectorr = (x,y,z) = (tr{ρσx}, tr{ρσy}, tr{ρσz}):

ρ =
1
2
(I + r ·σ). (4)

The evolution equation ofρ can be written as

ρ̇ =−i[H,ρ ] (5)

where[A,B] = AB−BA andH is the total system Hamiltonian.

After we represent the stateρ with the Bloch vector, the pure states of a two-level quantumsys-

tem correspond to the surface of the Bloch sphere, where(x,y,z)= (sinθ cosϕ,sinθ sinϕ,cosθ),

θ ∈ [0,π ], ϕ ∈ [0,2π ]. An arbitrary pure state|ψ〉 for a two-level quantum system can be

represented as

|ψ〉= cos
θ
2
|0〉+ eiϕ sin

θ
2
|1〉. (6)



B. Sliding Modes

Sliding modes play an important role in variable structure control [33]. Usually, the sliding

mode is constructed so that the system has desired dynamics in the sliding surface. For a quantum

control problem, a sliding mode may be represented as a functional of the state|ψ〉 and the

HamiltonianH; i.e., S(|ψ〉,H) = 0. For example, an eigenstate|φ j〉 of the free HamiltonianH0

(i.e., H0|φ j〉= λ j|φ j〉 whereλ j is one eigenvalue ofH0) can be selected as a sliding mode. We

can defineS(|ψ〉,H) = 1− |〈ψ|φ j〉|2 = 0. If the initial state|ψ0〉 is in the sliding mode; i.e.,

S(|ψ0〉,H) = 1−|〈ψ0|φ j〉|2 = 0, we can easily prove that the quantum system will maintain its

state in this surface under only the action of the free HamiltonianH0. In fact, |ψ(t)〉= e−iH0t |ψ0〉,
and we have

S(|ψ(t),H) = 1−|〈ψ(t)|φ j〉|2 = 1−|〈ψ0|eiH0t |φ j〉|2

= 1−|〈ψ0|φ j〉eiλ jt |2 = 1−|〈ψ0|φ j〉|2|eiλ jt |2

= 0.

(7)

That is, an eigenstate ofH0 can be identified as a sliding mode. For two-level quantum systems,

we may select either|0〉 or |1〉 as a sliding mode. Without loss of generality, we identify the

eigenstate|0〉 of a two-level quantum system as the sliding mode in this paper.

C. Problem Formulation

In Section II.B, we have identified an eigenstate|0〉 as a sliding mode. This means that if a

quantum system is driven into the sliding mode, its state will be maintained in the sliding surface

under the action of the free Hamiltonian. However, in practical applications, it is inevitable that

there exist noises and uncertainties. In this paper, we suppose that the uncertainties can be

approximately described as perturbations in the Hamiltonian. That is, the uncertainties can be

denoted asH∆ = εx(t)Ix + εy(t)Iy + εz(t)Iz. The unitary errors in [30] belong to this class of

uncertainties and uncertainties in one-qubit (one quantumbit) gate also correspond to this class

of uncertainties [37]. Further, we assume the uncertainties are bounded; i.e.,
√

ε2
x (t)+ ε2

y (t)+ ε2
z (t)≤ ε (ε ≥ 0). (8)

When ε = 0, H∆ = 0. That is, there exist no uncertainties, which is trivial for our problem.

Hence, in the following we assumeε > 0. An important advantage of classical sliding mode

control is its robustness. Our main motivation for introducing sliding mode control to quantum



systems is to deal with uncertainties. We further suppose that the corresponding system without

uncertainties is completely controllable and arbitrary unitary control operations can be generated.

This assumption can be guaranteed for a two-level quantum system if we can realize arbitrary

rotations along thez-axis andζ -axis (ζ = x or y) (e.g., see [39] for details).

The control problem under consideration is stated as follows: design a control law to drive

and then maintain the quantum system’s state in a sliding mode domain even when bounded

uncertainties exist in the system Hamiltonian. Here a sliding mode domain may be defined as

D = {|ψ〉 : |〈0|ψ〉|2≥ 1− p0,0< p0< 1}, wherep0 is a given constant. Here we assumep0 6= 0,1

since the casep0 = 0 only occurs in the sliding mode surface and the casep0 = 1 is always

true. Hence, the two cases withp0 = 0 andp0 = 1 are trivial for our problem. The definition of

the sliding mode domain implies that the system has a probability of at most p0 (which we call

the probability of failure) to collapse out ofD when making a measurement. This behavior is

quite different from that which occurs in traditional sliding mode control. Hence, we expect that

our control laws will guarantee that the system’s state remains in D except that a measurement

operation may take it away fromD with a small probability (not greater thanp0). The control

problem considered in this paper includes three main subtasks: (i) for any initial state (assumed

to be known), design a control law to drive the system’s stateinto a defined sliding mode domain

D ; (ii) design a control law to maintain the system’s state inD ; (iii) design a control law to drive

the system’s state back toD if a measurement operation takes it away fromD . For simplicity,

we suppose that there exist no uncertainties during the control processes (i) and (iii).

III. SLIDING MODE CONTROL BASED ONLYAPUNOV METHODS AND PROJECTIVE

MEASUREMENTS

A. General Method

The first task is to design a control law to drive the controlled system to the chosen sliding

mode domainD . Lyapunov-based methods are widely used to accomplish thistask in traditional

sliding mode control. If the gradient of a Lyapunov functionis negative in the neighborhood of

the sliding surface, then the controlled system’s state will be attracted to and maintained inD .

The Lyapunov methodology has also been used to design control laws for quantum systems [40]-

[43]. However, these existing results do not consider the issue of robustness against uncertainties.

Since the measurement of a quantum system will inevitably destroy the measured state, most



existing results on Lyapunov-based control for quantum systems in fact use a feedback design

to construct an open-loop control. That is, Lyapunov-basedcontrol can be used to first design

a feedback law which is then used to find the open-loop controlby simulating the closed-loop

system. Then the control can be applied to the quantum systemin an open-loop way. Hence,

the traditional sliding mode control methods using Lyapunov control cannot be directly applied

to our problem.

Although quantum measurement often has deleterious effects in quantum control tasks, recent

results have shown that it can be combined with unitary transformations to complete some

quantum manipulation tasks and enhance the capability of quantum control [36], [44]-[48]. For

example, Vilela Mendes and Man’ko [36] showed nonunitarilycontrollable systems can be made

controllable by using “measurement plus evolution”. Quantum measurement can be used as a

control tool as well as a method of information acquisition.It is worth mentioning that the effect

of measurement on a quantum system as a control tool can be achieved through the interaction

between the system and measurement apparatus. In this paper, we will combine the Lyapunov

methodology and projective measurements (with the measurement operatorσz) to accomplish

the sliding mode control task for two-level quantum systems.

The steps in the control algorithm are as follows (see Fig. 1):

1) Select an eigenstate|0〉 of H0 as a sliding modeS(|ψ〉,H)= 0, and define the sliding mode

domain asD = {|ψ〉 : |〈0|ψ〉|2 ≥ 1− p0}.

2) For a known initial state|ψ0〉, construct a Lyapunov functionV (|ψ0〉,S) to find the control

law that can drive|ψ0〉 into the sliding modeS.

3) For a specified probability of failurep0 andV (|ψ0〉,S), construct the control periodT0 so

that the control law can drive the system’s state intoD in a time periodT0.

4) For an initial condition which is another eigenstate|1〉, design a Lyapunov function

V (|1〉,S) and construct the periodT1 by using a similar method to that in 3).

5) According top0 andε, design the periodT for periodic projective measurements.

6) Use the designed control law to drive the system’s state into D in T0. Then repeat

the following operations: make periodic projective measurements with the periodT to

maintain the system’s state inD ; if the measurement result corresponds to|1〉, we use the

corresponding control law to drive the state back intoD .

From the above control algorithm, we see that the design of Lyapunov functions and the



Fig. 1. The sliding mode control scheme for a two-level quantum system based on Lyapunov methods and periodic projective

measurements. In this figure, “Lyapunov”, “Measurement” and “uncertainties” mean the evolution process of the quantumsystem

under the Lyapunov control law, the projective measurementand uncertainties in the system Hamiltonian, respectively.

selection of the periodT for the projective measurements are the two most important tasks. To

design a control law for quantum systems, several Lyapunov functions have been constructed,

such as state distance-based and average value-based approaches [40]-[43]. Here we select a

function based on the Hilbert-Schmidt distance between a state |ψ〉 and the sliding mode state

|φ j〉 as a Lyapunov function [41], [43]; i.e.,

V (|ψ〉,S) = 1
2
(1−|〈φ j|ψ〉|2).

It is clear thatV ≥ 0. The first-order time derivative ofV is

V̇ =−∑k=x,y,z ukℑ[〈ψ|φ j〉〈φ j|Ik|ψ〉]
=−∑k=x,y,z uk|〈ψ|φ j〉|ℑ[ei∠〈ψ|φ j〉〈φ j|Ik|ψ〉],

(9)

whereℑ[a+bi] = b (a,b ∈ R) and∠c denotes the argument of a complex numberc. To ensure

V̇ ≤ 0, we choose the control laws as in [43]:

uk = Kk fk(ℑ[ei∠〈ψ|φ j〉〈φ j|Ik|ψ〉]), (k = x,y,z) (10)

whereKk > 0 may be used to adjust the control amplitude andf (·) satisfiesx f (x) ≥ 0. Define

∠〈ψ|φ j〉 = 0◦ when 〈ψ|φ j〉 = 0. LaSalle’s invariance principle guarantees that the state of the



two-level quantum system converges to the sliding mode|0〉 under the control law constructed

using the Lyapunov methodology (for details, see [43]).

Another important task is to design the measurement periodT . We can estimate a bound

according to the boundε on the uncertainties and the allowed probability of failurep0. Then,

we construct a periodT to guarantee control performance according to the estimated bound.

An extreme case isT → 0. That is, after the quantum system’s state is driven into the sliding

mode, we make frequent measurements. This corresponds to the quantum Zeno effect [49]

and can guarantee that the state is maintained in the slidingmode in spite of the presence of

uncertainties. However, it is usually a difficult task to make such frequent measurements. We may

conclude that the smallerT is, the bigger the cost of accomplishing the periodic measurements

becomes. Hence, we wish to design a measurement periodT as large as possible. In the following

subsection, we will propose two approaches of designingT for different situations.

B. The Design of the Measurement Period T

We select the sliding mode asS(|ψ〉,H) = 1−|〈ψ|0〉|2 = 0. If there exist no uncertainties and

we have driven the system’s state to the sliding mode at timet0, it will be maintained in the

sliding mode using only the free HamiltonianH0; i.e.,S(|ψ(t≥t0)〉,H0) = 0. That is, if the quantum

system’s state is driven into the sliding mode, it will evolve in the sliding surface. However, in

practical applications, some uncertainties are unavoidable, which may drive the system’s state

away from the sliding mode. We wish to design a control law to ensure the desired robustness

in the presence of uncertainties. Assume that the state at time t is ρt . If we make measurements

on this system, the probabilityp that it will collapse into|1〉 (the probability of failure) is

p = 〈1|ρt|1〉=
1− zt

2
. (11)

In this paper, we have assumed that the possible uncertainties can be described byH∆ = εx(t)Ix+

εy(t)Iy+εz(t)Iz, where unknownεx(t), εy(t) andεz(t) satisfy
√

ε2
x (t)+ ε2

y (t)+ ε2
z (t)≤ ε. We now

give detailed discussions to design the measurement periodT for possible uncertainties.

First we consider a special caseH∆ = ε(t)Iz (|ε(t)| ≤ ε). This case corresponds to phase-flip



type bounded uncertainties. For anyH∆ = εzIz (where|εz| ≤ ε), if S(|ψ0〉,H) = 0, we have

S(|ψ(t)〉,H) = 1−|〈ψ(t)|0〉|2

= 1−|〈ψ0|ei(H0+εzIz)t |0〉|2

= 1−|〈ψ0|0〉|2|e
i(1+εz)

2 t |2

= 0.

(12)

This type of uncertainty does not drive the system’s state away from the sliding mode. Hence

we ignore this type of uncertainty in our method.

Now we consider the unknown uncertaintiesH∆ = εx(t)Ix+εy(t)Iy (where
√

ε2
x (t)+ ε2

y (t)≤ ε)

and have the following theorem.

Theorem 1: For a two-level quantum system with the initial state|ψ(0)〉= |0〉 at the time

t = 0, the system evolves to|ψ(t)〉 under the action ofH(t) = Iz + εx(t)Ix + εy(t)Iy (where√
ε2

x (t)+ ε2
y (t)≤ ε andε > 0). If t ∈ [0,T (1)], where

T (1) =
arccos(1−2p0)

ε
, (13)

the system’s state will remain inD = {|ψ〉 : |〈0|ψ〉|2 ≥ 1− p0} (where 0< p0 < 1). When one

makes a projective measurement with the measurement operator σz at the timet, the probability

of failure p = |〈1|ψ(t)〉|2 is not greater thanp0.

Using Theorem 1, we may try to maintain the system’s state inD (i.e., the subtask (ii)) by

implementing periodic projective measurements with the measurement periodT = T (1). If we

have more knowledge about the uncertainties, it is possibleto improve the measurement period

T (1). Now assume that the uncertainty isH∆ = ε(t)Iζ (ζ = x or y) and p0 ∈ (0, ε2

1+ε2 ]. We have

the following theorem.

Theorem 2: For a two-level quantum system with the initial state|ψ(0)〉= |0〉 at the time

t = 0, the system evolves to|ψ(t)〉 under the action ofH(t) = Iz + ε(t)Iζ (whereζ = x or y,

|ε(t)| ≤ ε andε > 0). If p0 ∈ (0, ε2

1+ε2 ] and t ∈ [0,T (2)], where

T (2) =
arccos[1−2(1+ 1

ε2 )p0]√
1+ ε2

, (14)

the system’s state will remain inD = {|ψ〉 : |〈0|ψ〉|2 ≥ 1− p0} (where 0< p0 < 1). When one

makes a projective measurement with the measurement operator σz at the timet, the probability

of failure p = |〈1|ψ(t)〉|2 is not greater thanp0.



Remark 1: The proofs of Theorem 1 and Theorem 2 will be presented in Section IV.

The two theorems mean the following fact. For a two-level quantum system with unknown

uncertaintiesH∆ = εx(t)Ix+εy(t)Iy (where
√

ε2
x (t)+ ε2

y (t)≤ ε), if its initial state is in the sliding

mode|0〉, we can ensure that the probability of failure is not greaterthan a given constantp0 (0<

p0 < 1) through implementing periodic projective measurementswith the measurement period

T = T (1) using (13). Further, if we know thatp0 andε satisfy the relationship 0< p0 ≤ ε2

1+ε2 and

there exists only one type of uncertainty (i.e.,H∆ = ε(t)Ix or H∆ = ε(t)Iy, where|ε(t)| ≤ ε), we

can design a measurement periodT = T (2) using (14) which is larger thanT (1). This measurement

period will guarantee the required robustness. It is easy toprove the relationshipT (2) ≥ T (1)

for arbitrary p0 ∈ (0, ε2

1+ε2 ]. The detailed proof will be presented in the Appendix. Basedon the

above analysis, the selection rule forT is summarized in Table I. Moreover, from (13) and (14),

it is clear that for a constantε, T (1) → 0 andT (2) → 0 whenp0 → 0. That is, for a given bound

ε on the uncertainties, if we expect to guarantee the probability of failure p0 → 0, it requires us

to implement frequent measurements such that the measurement periodT → 0. This special case

corresponds to the quantum Zeno effect [49]. Another special case isε → +∞, which leads to

T (1) → 0 andT (2) → 0. That is, to deal with very large uncertainties, we need to make frequent

measurements (T → 0) to guarantee the desired robustness. From (13), we also know that for a

given p0, T (1) monotonically decreases with increasingε. This means that we need to employ

a smaller measurement period to deal with uncertainties with a larger boundε.

Type of uncertainties H∆ = εx(t)Ix+ εy(t)Iy H∆ = ε(t)Iζ (ζ = x or y)

Allowed probability of failurep0 0< p0 < 1 0< p0 ≤ ε2

1+ε2
ε2

1+ε2 < p0 < 1

The measurement periodT T = T (1) T = T (2) T = T (1)

TABLE I

A SUMMARY ON THE SELECTION RULE OF THE MEASUREMENT PERIODT

C. An Illustrative Example

Now we present an illustrative example to demonstrate the proposed method. Assumep0 =

0.01. Consider two cases: (a)ε = 0.02; (b) ε = 0.2. For simplicity, we assume|ψ0〉 = |1〉.
Hence,T0 = T1. We first design the control andT1 using (10). Here, we consider control only



Fig. 2. The probability of|0〉 under Lyapunov control.

usingHu =
1
2u(t)σy. Using (10), we selectu(t) = K(ℑ[ei∠〈ψ(t)|0〉〈0|σy|ψ(t)〉]) andK = 100. Let

the time stepsize be given byδ t = 10−4. We can obtain the probability curve of|0〉 shown

in Fig. 2, the control value shown in Fig. 3 andT1 = 0.060. Forε = 0.02, we can design the

measurement periodT = T (1) = 10.017 using (13). Forε = 0.2, we can design the measurement

period T = T (1) = 1.002 using (13). Sincep′ = ε2

1+ε2 = 3.8×10−2 > p0 when ε = 0.2, if the

uncertainties take the form ofH∆ = ε(t)Iζ (ζ = x or y), we can improve the measurement

period toT = T (2) = 1.049 using (14). It is clear thatT ≫ T1 in these two cases, which makes

the assumption of no uncertainties in the control process reasonable. Moreover, the fact that

the measurement periodT is much greater than the control time required to go to|0〉 from |1〉
indicates the possibility of realizing such a periodic measurement on a practical quantum system.

Remark 2: In the process of designing the control law for driving the system’s state from

|1〉 to |0〉, we employ an approach based on the Lyapunov methodology. Anadvantage of such

an approach is that it is relatively easy to find a control law by simulation. It is worth noting

that most existing applications of the Lyapunov methodology to quantum systems do not involve

measurement. Here, we combine the Lyapunov-based control and projective measurements for

controlling quantum systems, which in some applications make our method more useful than the

Lyapunov-based control for quantum systems proposed in previous papers. In [37], an approach

based on time-optimal control design has also been proposedto complete this task. The advantage

of such an approach is that we take the shortest time to complete the control task. However,



Fig. 3. The control valueu(t).

it is generally difficult to find a complete time-optimal solution for high-dimensional quantum

systems. For the above simple task, it has been proven that the time-optimal control employs

a bang-bang control strategy [12]. Using the method in [12],we should takeu = −100 in

t ∈ [0, 0.016] and then useu = 100 in t ∈ (0.016, 0.030]. In this case, the total time required is

T ′
1 = 0.030 (< T1 = 0.060).

IV. PROOF OFTHEOREMS

This section will present the detailed proofs of Theorem 1 and Theorem 2. Considering that

the arguments in the proof of Theorem 2 are useful for the proof of Theorem 1, we will first

present the proof of Theorem 2 and then prove Theorem 1.

A. Proof of Theorem 2

Proof: For HA = Iz + ε(t)Ix, using ρ̇ =−i[HA,ρ ] and (4), we have

 żt ẋt − iẏt

ẋt + iẏt −żt


=


 ε(t)yt −yt − ixt + iε(t)zt

−yt + ixt − iε(t)zt −ε(t)yt


 . (15)

That is, 


ẋt

ẏt

żt


=




0 −1 0

1 0 −ε(t)

0 ε(t) 0







xt

yt

zt


 , (16)



where(x0,y0,z0) = (0,0,1).

We now considerε(t) as a control input and select the performance measure as

J(ε) = z f . (17)

Also, we introduce the Lagrange multiplier vectorλ (t) = (λ1(t),λ2(t),λ3(t))T and obtain the

corresponding Hamiltonian function as follows:

H(r(t),ε(t),λ (t), t)≡ λ T (t)




0 −1 0

1 0 −ε(t)

0 ε(t) 0







xt

yt

zt


 , (18)

wherer(t) = (xt ,yt ,zt). That is

H(r(t),ε(t),λ (t), t) =−λ1(t)yt +λ2(t)xt + ε(t)(λ3(t)yt −λ2(t)zt). (19)

According to Pontryagin’s minimum principle [50], a necessary condition forε∗(t) to minimize

J(ε) is

H(r∗(t),ε∗(t),λ ∗(t), t)≤H(r∗(t),ε(t),λ ∗(t), t). (20)

Hence, if we do not consider singular cases (i.e.,λ3(t)yt −λ2(t)zt ≡ 0), the optimal controlε∗(t)

should be chosen as follows:

ε∗(t) =−εsgn(λ3(t)yt −λ2(t)zt). (21)

That is, the optimal control strategy forε(t) is bang-bang control; i.e.,ε∗(t) = ε̄ = +ε or− ε.

Now we considerHB = Iz + ε̄Ix which leads to the state equation




ẋt

ẏt

żt


=




0 −1 0

1 0 −ε̄

0 ε̄ 0







xt

yt

zt


 , (22)

where(x0,y0,z0) = (0,0,1). The corresponding solution is



xt

yt

zt


=




− ε̄
1+ε2 cosωt + ε̄

1+ε2

− ε̄√
1+ε2 sinωt

ε2

1+ε2 cosωt + 1
1+ε2


 (23)

where ω =
√

1+ ε2. From (23), we know thatzt is a monotonically decreasing function int

when t ∈ [0, π√
1+ε2 ]. Hence, we only consider the caset ∈ [0, t f ] wheret f ∈ [0, π√

1+ε2 ].



Now consider the optimal control problem with a fixed final time t f and a free final state

r f = (x f ,y f ,z f ). According to Pontryagin’s minimum principle,λ ∗(t f ) =
∂
∂rr∗(t f ). From this, it

is straightforward to verify that(λ1(t f ),λ2(t f ),λ3(t f )) = (0,0,1). Now let us consider another

necessary conditioṅλ (t) =−∂H(r(t),ε(t),λ (t),t)
∂r which leads to the following relationships:

λ̇(t) =




λ̇1(t)

λ̇2(t)

λ̇3(t)


=




0 −1 0

1 0 −ε̄

0 ε̄ 0







λ1(t)

λ2(t)

λ3(t)


 , (24)

where(λ1(t f ),λ2(t f ),λ3(t f )) = (0,0,1). The corresponding solution is



λ1(t)

λ2(t)

λ3(t)


=




− ε̄
1+ε2 cosω(t f − t)+ ε̄

1+ε2

ε̄√
1+ε2 sinω(t f − t)

ε2

1+ε2 cosω(t f − t)+ 1
1+ε2


 . (25)

We obtain

λ3(t)yt −λ2(t)zt =
−ε̄
ω3 [sinωt + ε2sinωt f +sinω(t f − t)]. (26)

It is easy to show that the quantity(λ3(t)yt −λ2(t)zt) occurring in (21) does not change its sign

when t f ∈ [0, π√
1+ε2 ] and t ∈ [0, t f ].

Now we further exclude the possibility that there exists a singular case. Suppose that there

exists a singular interval[t0, t1] (wheret0 ≥ 0) such that whent ∈ [t0, t1]

h(t) = λ3(t)yt −λ2(t)zt ≡ 0. (27)

We also have the following relationship

ḣ(t) = λ3(t)xt −λ1(t)zt ≡ 0 (28)

where we have used (16) and the following costate equation

λ̇ (t) =




λ̇1(t)

λ̇2(t)

λ̇3(t)


=




0 −1 0

1 0 −ε(t)

0 ε(t) 0







λ1(t)

λ2(t)

λ3(t)


 . (29)

If t0 = 0, we have(x0,y0,z0) = (0,0,1). By the principle of optimality [50], we may consider

the caset f = t1. Using (27), (28) and(λ1(t1),λ2(t1),λ3(t1)) = (0,0,1), we havext1 = 0 and

yt1 = 0. Using the relationship ofx2
t +y2

t + z2
t = 1, we obtainzt1 = 1 or −1. If zt1 = 1, the initial



state and the final state are the same state|0〉. However, if we use the controlε(t) = ε̄, from

(23) we havezt1(ε̄) =
ε2

1+ε2 cosωt1+
1

1+ε2 < zt1 = 1. Hence, this contradicts the fact that we are

considering the optimal case minz f . If zt1 = −1, there exists 0< t̃1 < t1 such thatzt̃1 = 0. By

the principle of optimality [50], we may consider the caset f = t̃1. From the two equations (27)

and (28), we know thatz2
t̃1
= 1 which contradictszt̃1 = 0. Hence, no singular condition can exist

if t0 = 0.

If t0 > 0, using (21) we must selectε(t) = ε̄ when t ∈ [0, t0]. From (26), we know that there

exist not0 ∈ (0, t f ) satisfyingλ3(t0)yt0 −λ2(t0)zt0 = 0. Hence, there exist no singular cases for

our problem.

From the above analysis,ε(t) = ε̄ is the optimal control whent ∈ [0, π√
1+ε2 ]. HencezA

t =

zt(ε(t))≥ zt(ε̄) = zB
t . From (11), it is clear that the probabilities of failure satisfy pA

t = 1−zA
t

2 ≤
pB

t =
1−zB

t
2 . That is, the probability of failurepA

t is not greater thanpB
t for t ∈ [0, π√

1+ε2 ]. When

t ∈ [0, π√
1+ε2 ], zB

t is monotonically decreasing andpB
t is monotonically increasing. Whent =

π√
1+ε2 , using (23) we havezB

t = 1−ε2

1+ε2 . That is, the probability of failurep′ = ε2

1+ε2 . Hence, we

can design the measurement periodT using the case ofHB when 0< p0 ≤ ε2

1+ε2 .

Using (11) and (23), fort ∈ [0, π√
1+ε2 ] we obtain the probability of failure

pB
t =

ε2

1+ ε2

1−cosωt
2

. (30)

Hence, we can design the maximum measurement period as follows

T (2) =
arccos[1−2(1+ 1

ε2 )p0]√
1+ ε2

, (31)

For H∆ = ε(t)Iy (where |ε(t)| ≤ ε), we can obtain the same conclusion as that in the case

H∆ = ε(t)Ix (where|ε(t)| ≤ ε).

B. Proof of Theorem 1

To prove Theorem 1, we first prove two lemmas (Lemma 3 and Lemma5).

Lemma 3: For a two-level quantum system with the initial state(x0,y0,z0) = (0,0,1) (i.e.,

|0〉), the system evolves to(xA
t ,y

A
t ,z

A
t ) and(xB

t ,y
B
t ,z

B
t ) under the action ofHA = Iz+ε0cosγ0Ix+

ε0sinγ0Iy (ε0 is a nonzero constant) andHB = ε0cosγ0Ix + ε0sinγ0Iy, respectively. For arbitrary

t ∈ [0, π
|ε0| ], zA

t ≥ zB
t .



Proof: For the system with HamiltonianHA = Iz+ε0cosγ0Ix+ε0sinγ0Iy, usingρ̇ =−i[H,ρ ]

and (4), we obtain the following state equations



ẋA
t

ẏA
t

żA
t


=




0 −1 ε0sinγ0

1 0 −ε0cosγ0

−ε0sinγ0 ε0cosγ0 0







xA
t

yA
t

zA
t


 , (32)

where(xA
0 ,y

A
0 ,z

A
0) = (0,0,1). The corresponding solution is as follows




xA
t

yA
t

zA
t


=




ε0sinγ0√
1+ε2

0

sinω0t − ε0 cosγ0
1+ε2

0
cosω0t + ε0 cosγ0

1+ε2
0

− ε0 cosγ0√
1+ε2

0

sinω0t − ε0 sinγ0
1+ε2

0
cosω0t + ε0sinγ0

1+ε2
0

ε2
0

1+ε2
0

cosω0t + 1
1+ε2

0



. (33)

whereω0 =
√

1+ ε2
0 .

For the system with HamiltonianHB = ε0cosγ0Ix+ε0sinγ0Iy, usingρ̇ =−i[H,ρ ] and (4), we

obtain the following state equations



ẋB
t

ẏB
t

żB
t


=




0 0 ε0sinγ0

0 0 −ε0cosγ0

−ε0sinγ0 ε0cosγ0 0







xB
t

yB
t

zB
t


 , (34)

where(xB
0 ,y

B
0 ,z

B
0) = (0,0,1). We can obtain the corresponding solution as




xB
t

yB
t

zB
t


=




sinγ0sinε0t

−cosγ0sinε0t

cosε0t


 . (35)

Since cosε0t = cos(−ε0t), we may first assumeε0 > 0. We defineF(t) and f (t) as follows.

F(t) = zA
t − zB

t , (36)

f (t) = F ′(t) = ε0sinε0t − ε2
0√

1+ ε2
0

sinω0t. (37)

Now we considert ∈ [0, π√
1+ε2

0

], and obtain

f ′(t) = ε2
0(cosε0t −cosω0t) = 2ε2

0 sin
ω0+ ε0

2
t sin

ω0− ε0

2
t ≥ 0 (38)



It is clear thatf ′(t) = 0 only whent = 0. Hencef (t) is a monotonically increasing function and

min
t

f (t) = f (0) = 0.

Hence, we have

f (t)≥ 0. (39)

From this, it is clear thatF(t) is a monotonically increasing function and

min
t

F(t) = F(0) = 0.

Hence F(t) ≥ 0 when t ∈ [0, π√
1+ε2

0

]. Moreover, it is clear that mint zA
t = zA

t |t= π√
1+ε2

0

and

zB
t = cosε0t is a monotonically decreasing function whent ∈ [0, π

|ε0| ]. It is easy to obtain the

following relationship

zB
t |t∈[ π√

1+ε2
0

,
π
|ε0|

] ≤ zB
t |t= π√

1+ε2
0

< zA
t |t= π√

1+ε2
0

.

Hence we can conclude thatzA
t ≥ zB

t for arbitrary t ∈ [0, π
|ε0| ].

Let γ0 = 0, and we have the following corollary.

Corollary 4: For a two-level quantum system with the initial state(x0,y0,z0) = (0,0,1)

(i.e., |0〉), the system evolves to(xA
t ,y

A
t ,z

A
t ) and (xB

t ,y
B
t ,z

B
t ) under the action ofHA = Iz + ε0Ix

(whereε0 is a nonzero constant) andHB = ε0Ix, respectively. For arbitraryt ∈ [0, π
|ε0| ], zA

t ≥ zB
t .

We now present another lemma.

Lemma 5: For a two-level quantum system with the initial state(x0,y0,z0) = (0,0,1) (i.e.,

|0〉), the system evolves to(xA
t ,y

A
t ,z

A
t ) and(xB

t ,y
B
t ,z

B
t ) under the action ofHA = Iz+ε(t)Ix (where

|ε(t)| ≤ ε) andHB = εIx, respectively. For arbitraryt ∈ [0, π
ε ], zA

t ≥ zB
t .

Proof: First, we take an arbitrary evolution state (except|1〉) starting from|0〉 as a new

initial state. ForHB = εIx, the initial state can be represented as(x′0,y
′
0,z0) = (0,−sinθ0,cosθ0),

whereθ0 ∈ [0,π). We have



ẋB
t

ẏB
t

żB
t


=




0 0 0

0 0 −ε

0 ε 0







xB
t

yB
t

zB
t


 . (40)



The corresponding solution is as follows:



xB
t

yB
t

zB
t


=




0

−z0sinεt + y′0cosεt

z0cosεt + y′0sinεt


 . (41)

For HA = Iz + ε(t)Ix, we have



ẋA
t

ẏA
t

żA
t


=




0 −1 0

1 0 −ε(t)

0 ε(t) 0







xA
t

yA
t

zA
t


 , (42)

where(xA
0 ,y

A
0 ,z

A
0) = (x0,y0,z0) = (sinθ0cosϕ0,sinθ0sinϕ0,cosθ0) and ϕ0 ∈ [0,2π ]. From (42),

we have

żt |t=0 = lim
∆t→0

zA
∆t − z0

∆t
= ε(0)y0 = ε(0)sinθ0sinϕ0. (43)

From (43) and (41), it is easy to obtain the following relationship:

zA
∆t − zB

∆t = z0+ ε(0)sinθ0sinϕ0∆t − z0[1− ε2(∆t)2

2 ]+sinθ0ε∆t +O((∆t)2)

= ∆t sinθ0(ε + ε(0)sinϕ0)+O((∆t)2).
(44)

Whenθ0 ∈ [0,π), sinθ0 ≥ 0. Moreover, it is always true thatε +ε(0)sinϕ0 ≥ 0. If θ0 6= 0 and

ε + ε(0)sinϕ0 6= 0, we have

zA
∆t > zB

∆t . (45)

If θ0 = 0, we have(x′0,y
′
0,z0) = (x0,y0,z0) = (0,0,1). According to Corollary 4 and the proof

of Theorem 2, we have

zA
∆t ≥ zB

∆t . (46)

For ε +ε(0)sinϕ0 = 0, it corresponds to two cases: (a)ε(0) = ε andϕ0 =
3π
2 ; (b) ε(0) =−ε

and ϕ0 = π
2 . In the following, we consider the case (a) (for the case (b) we have the same

conclusion as the case (a)). Sinceϕ0 = 3π
2 , (x0,y0,z0) = (0,−sinθ0,cosθ0). Using a similar

argument to the proof of Theorem 2, we know that forHA = Iz + ε(t)Iz with (x0,y0,z0) =

(0,−sinθ0,cosθ0), the optimal control for the performance indexJ(ε) = z f takes a form of

bang-bang controlε(t) = ε̄ = ε or −ε. So we only need to consider a bang-bang strategy.



For such a bang-bang strategy asHA = Iz + ε̄Ix, we have


ẋA
t

ẏA
t

żA
t


=




0 −1 0

1 0 −ε̄

0 ε̄ 0







xA
t

yA
t

zA
t


 , (47)

where(xA
0 ,y

A
0 ,z

A
0) = (x0,y0,z0) = (0,−sinθ0,cosθ0) and ϕ0 ∈ [0,2π ]. We can obtain the corre-

sponding solution as


xA
t

yA
t

zA
t


=




−ε̄ cosθ0
1+ε2 cosωt + sinθ0√

1+ε2 sinωt + ε̄ cosθ0
1+ε2

−ε̄ cosθ0√
1+ε2 sinωt −sinθ0cosωt

ε2cosθ0
1+ε2 cosωt − ε̄ sinθ0√

1+ε2 sinωt + cosθ0
1+ε2


 . (48)

Now, we consider the limit as∆t → 0 and obtain

zA
∆t − zB

∆t = ε2cosθ0
1+ε2 [1− (1+ε2)(∆t)2

2 ]− ε̄ sinθ0√
1+ε2

√
1+ ε2∆t

+cosθ0
1+ε2 −cosθ0[1− ε2(∆t)2

2 ]+sinθ0ε∆t − ε3

6 (∆t)3sinθ0+O((∆t)4)

= ∆t sinθ0(ε − ε̄)+sinθ0(∆t)3(ε̄ + ε̄ε2− ε3)+O((∆t)4)

> 0.

(49)

Hence, for arbitraryz0 = cosθ0 (θ0 ∈ [0,π)), we have

zA
∆t ≥ zB

∆t . (50)

For t = π
ε , zB

t =−1. Hence the relationshipzA
t ≥ zB

t is always true.

We now defineg(t)= zA
t −zB

t and assume that there existt = t1∈ [0, π
ε ) such thatzA

t1 < zB
t1. That

is, g(t1)< 0. Sinceg(t) is continuous int and g(0) = 0, there exists a timet∗ = sup{t|0≤ t <

t1,g(t)= 0} satisfyingg(t)< 0 for t ∈ (t∗, t1]. However, we have proven that for anyzA
t = zB

t and

∆t → 0, zA
t+∆t ≥ zB

t+∆t, which contradictsg(t)< 0 for t ∈ (t∗, t1]. Hence, we have the following

relationship fort ∈ [0, π
ε ]

zA
t ≥ zB

t . (51)

Now we can prove Theorem 1 using Lemma 3 and Lemma 5.

Proof: For HA = Iz + εx(t)Ix + εy(t)Iy, using ρ̇ = −i[H,ρ ] and (4), we can obtain the

following state equations


ẋA
t

ẏA
t

żA
t


=




0 −1 εy(t)

1 0 −εx(t)

−εy(t) εx(t) 0







xA
t

yA
t

zA
t


 , (52)



where(xA
0 ,y

A
0 ,z

A
0) = (0,0,1).

Define ε(t) =
√

ε2
x (t)+ ε2

y (t) and εx(t) = ε(t)cosγt , εy(t) = ε(t)sinγt . This leads to the

following equation



ẋA
t

ẏA
t

żA
t


=




0 −1 ε(t)sinγt

1 0 −ε(t)cosγt

−ε(t)sinγt ε(t)cosγt 0







xA
t

yA
t

zA
t


 (53)

where(xA
0 ,y

A
0 ,z

A
0) = (sinθ0cosϕ0,sinθ0sinϕ0,cosθ0) andϕ0 ∈ [0,2π ]. From (53), we have

żt |t=0 = lim
∆t→0

zA
∆t − z0

∆t
= ε(0)cosγ0y0− ε(0)sinγ0x0 (54)

From (54) and (41), it is easy to obtain the following relationship:

zA
∆t − zB

∆t = z0+ ε(0)cosγ0y0∆t − ε(0)sinγ0x0∆t

−z0[1− ε2(∆t)2

2 ]+sinθ0ε∆t +O((∆t)2)

= ∆t sinθ0(ε + ε(0)sin(ϕ0− γ0))+O((∆t)2).

(55)

When θ0 ∈ [0,π), sinθ0 ≥ 0. Moreover, it is always true thatε + ε(0)sin(ϕ0− γ0) ≥ 0. If

θ0 6= 0 andε + ε(0)sin(ϕ0− γ0) 6= 0, we have

zA
∆t > zB

∆t . (56)

If θ0 = 0, we have(x′0,y
′
0,z0) = (x0,y0,z0) = (0,0,1). According to Lemma 3 and Pontryagin’s

minimum principle, we have

zA
∆t ≥ zB

∆t . (57)

For ε + ε(0)sin(ϕ0− γ0) = 0, it must be true thatε(0) = ε or −ε. We considerε(0) = ε

(for ε(0) = −ε we have the same conclusion asε(0) = ε). Moreover, we haveγ0 = ϕ0+
π
2 or

γ0 = ϕ0− 3π
2 .

For γ0 = ϕ0+
π
2 , it is easy to prove the relationshipzA

∆t ≥ zB
∆t using Lemma 5 and Pontryagin’s

minimum principle. Forγ0 = ϕ0− 3π
2 , we have the same conclusion as in the caseγ0 = ϕ0+

π
2 .

Thus, we obtain

zA
∆t ≥ zB

∆t . (58)

Now using a similar argument to that in the proof of Lemma 5, for arbitrary t ∈ [0, π
ε ), we

have

zA
t ≥ zB

t . (59)



From (11), it is clear that the probabilities of failure satisfy pA
t =

1−zA
t

2 ≤ pB
t =

1−zB
t

2 . That

is, the probability of failurepA
t is not greater thanpB

t for t ∈ [0, π
ε ). Hence, we can design the

measurement periodT using the case ofHB.

Using (11) and (41), fort ∈ [0, π
ε ), we obtain the probability of failure

pB
t =

1−cosεt
2

. (60)

Hence, we can design the maximum measurement period as follows

T (1) =
arccos(1−2p0)

ε
. (61)

V. CONCLUSIONS

This paper proposes a variable structure control scheme with sliding modes for the robust

control of two-level quantum systems where an eigenstate isidentified as a sliding mode. We

present a design method for the control laws based on a Lyapunov methodology and periodic

projective measurements to drive and maintain this system’s state in the sliding mode domain.

The key task of the control problem is converted into a problem of designing the Lyapunov

functions and the measurement period. The Lyapunov function can be constructed to define

a control law. By using simulation, we obtain an open-loop control to drive the controlled

quantum system’s state into the sliding mode domain. For different situations of the uncertainties

in the system Hamiltonian, we give two approaches to design the measurement period, which

guarantees control performance in the presence of the uncertainties. This sliding mode control

scheme provides a robust quantum engineering strategy for controller design for quantum systems

and has potential applications in state preparation, decoherence control, quantum error correction

[37], etc. Future work which can be carried out in this area includes the physical implementation

of the proposed method on specific quantum systems, the extension from two-level systems to

more complex quantum systems, and the exploration on practical applications of the proposed

approaches.

APPENDIX: PROOF OFT (2) ≥ T (1)

Proof: Take p0 as the variable and define

F(p0) = T (2)−T (1) (62)



For p0 ∈ (0, ε2

1+ε2 ), we have the following relationship

f (p0) = F ′(p0) =
1√

ε2p0− (1+ ε2)p2
0

− 1√
ε2p0− ε2p2

0

(63)

It is clear from (62) and (63) thatf (p0)> 0 for p0 ∈ (0, ε2

1+ε2 ) and F(p0 → 0+) = 0. Hence

F(p0)≥ 0 for p0 ∈ (0, ε2

1+ε2 ).

When p0 = p′ = ε2

1+ε2 ,

T (1)(p′) =
arccos(1−ε2

1+ε2 )

ε
, (64)

T (2)(p′) =
π√

1+ ε2
. (65)

Let x = 1−ε2

1+ε2 and

G(ε) =
επ√
1+ ε2

−arccos(
1− ε2

1+ ε2). (66)

We have

G̃(x) =
π√
2

√
1− x−arccosx. (67)

For x ∈ [−1, 1], G̃(x) is continuous inx and we also know that̃G(x) = 0 only whenx = ±1.

It is easy to check̃G(x = 0) > 0. Hence, we know that forx ∈ [−1, 1], G̃(x) ≥ 0. That is, for

ε > 0, G(ε)≥ 0. From the relationshipG(ε)≥ 0, we knowT (2)(p′)≥ T (1)(p′) for ε > 0.

Hence we concluded that for arbitraryp0 ∈ (0, ε2

1+ε2 ], T (2) ≥ T (1).
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