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Abstract

We study coherent risk measures which are time-consistent for multiple

filtrations. We show that a coherent risk measure is time-consistent for

every filtration if and only if it is one of four main types. Furthermore,

if the risk measure is strictly monotone it is linear, and if the reference

probability space is not atomic then it is either linear or an essential

supremum.

Keywords: Risk measure, time consistency, stability by pasting

MSC2000: 91B30, 91B16, 60G35

1 Introduction

The theory of coherent risk measures has received much attention in recent re-
search. For a probability space (Ω,F ,P0), where P0 is a reference probability
measure, these are maps ρ : L∞(F) → R satisfying assumptions of monotonic-
ity, sublinearity, positive homogeneity, cash invariance and, typically, a Fatou
property. An extensive discussion of these maps and their extensions can be
found in [1], [4], or [6], amongst others.

One area of particular activity is the study of time-consistent risk measures,
that is, where, for a given filtration {Ft} (we assume that F0 is trivial), one
can find a family of maps ρt : L∞(F) → L∞(Ft) such that ρ0 ≡ ρ, and a
semigroup property ρs(−ρt(X)) = ρs(X) is satisfied for all X . In this note, we
seek conditions such that a time consistent extension exists for all filtrations.

In [1] and [4], it is shown that a coherent risk measure with the Fatou
property has the following representation.

ρ(X) = max
P∈P

{EP[−X ]}

where P is a L1(P0)-closed convex family of probability measures absolutely
continuous with respect to the reference measure P0. Given this representation,
we can consider these risk measures through their Radon-Nikodym derivatives
Z := dP/dP0. We denote by Z the set of random variables obtained from P
using this method.
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For a classical (linear) expectation, a classical result establishes the existence
of the conditional expectations E[·|Ft] for any filtration {Ft}. The induced dy-
namic risk measure ρt(X) = −E[X |Ft] is then time consistent for the filtration
{Ft}. We shall show that the existence of such an extension for every filtration
implies that the risk measure must be one of four special types.

Such a result is of practical interest, as it raises issues of robustness of time-
consistent nonlinear risk measures to errors in the modelling of the filtration.
In particular, our result shows that, for every coherent risk measure which is
not of these types, there will be at least one (simple) filtration with respect to
which it is not time-consistent.

2 A representation result

Theorem 2.1 (Pasting Property, Artzner et al. [2]). For a given filtration
{Ft}, a coherent risk measure admits a time-consistent extension with respect
to {Ft}, (or, more simply, is {Ft}-consistent) if and only if we have the ‘pasting
property’

Z,Z ′ ∈ Z implies

(

Z ·
E[Z ′|Ft]

E[Z|Ft]

)

∈ Z for all t.

This property is the primary tool we shall use to obtain our result.

Definition 2.1. We shall say that a filtration is simple if it is of the form

Fs =











{∅,Ω} s < t

{∅, A,Ac,Ω} = σ(A) t ≤ s < t′

F t′ ≤ s

for some times t, t′ ∈]0, T ] and some measurable set A ∈ F . We denote such a
filtration FA.

Definition 2.2. If a set A ∈ F has P(A) = 0 for all P ∈ P, then it is called
polar. For a random variable X, P- ess sup(X) is the least constant c such that
{ω : c < X(ω)} is polar.

Lemma 2.1. Let ρ : L∞ → R be a coherent risk measure with the Fatou
property, and assume ρ admits a time-consistent extension with respect to two
simple filtrations FA,FB, where A ∩ B = ∅. Let P be a representative closed
set of test measures for ρ. Then at least one of the following holds.

(i) At least one of A,B, (A ∪B)c is polar.

(ii) maxP∈P P(A) = 1 and minP∈P P(A) = 0, and similarly for B and (A∪B)c

(iii) P(A),P(B),P(B|Ac) and P(A|Bc) are fixed for P ∈ P.

Proof. If we are in cases (i) or (iii) we are done.
As A and B are disjoint, it is easy to show

P(A) =
P(A|Bc)[1− P(B|Ac)]

1− P(A|Bc)P(B|Ac)
,
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and similarly for B. Consequently, as we are not in case (iii), at least one of
P(B|Ac) and P(A|Bc) must vary. Without loss of generality, we shall assume
P(B|Ac) may vary.

Now suppose that P(A) > 0 for all P ∈ P . It follows that P(Bc) > 0,P((A∪
B)c) < 1 for all P ∈ P . Let Z1 ∈ Z correspond to a measure P1 which minimises
P1(A), this exists by the closedness of P . Let Z2, Z3 correspond to measures
with P2(B|Ac) < P3(B|Ac). Hence define,

Z4 =
E[Z1|σ(A)]

E[Z2|σ(A)]
Z2.

Note that
P4(A) = E[IAZ

4] = E[IAZ
1] = P1(A)

and

P4(B|Ac) =
E[IBZ

4|Ac]

E[Z4|Ac]
=

E[IBZ
2|Ac]

E[Z2|Ac]
= P2(B|Ac).

Similarly define

Z5 =
E[Z1|σ(A)]

E[Z3|σ(A)]
Z3.

As ρ is time-consistent for FA, we know that Z4, Z5 ∈ Z. By construction, we
also have P4(B|Ac) < P5(B|Ac) and P4(A) = P5(A), hence P4(B) < P5(B).

Finally, let

Z6 =
E[Z5|σ(B)]

E[Z4|σ(B)]
Z4 ∈ Z.

It follows that P6(B) = P5(B) > P4(B), and that

P6(A|Bc) =
E[IAZ

6|Bc]

E[Z6|Bc]
=

E[IAZ
4|Bc]

E[Z4|Bc]
= P4(A|Bc).

Therefore,

P6(A) = P6(A|Bc) · P6(Bc) < P4(A|Bc) · P4(Bc) = P4(A) = P1(A)

which contradicts the minimality of P1(A). Therefore minP∈P P(A) = 0.
In a similar way we can show that maxP∈P P(A) = 1, and the required results

for P(B). The construction is apparent from the geometrical argument below,
the details are left to the reader.

Remark 2.1. An graphical representation of this result is the following modifica-
tion of an argument of Epstein and Schneider [5]. In [5] the state space is finite.
We do not make this assumption, however, as we are considering simple filtra-
tions, the interim σ-algebras are finite, and their method can be appropriately
adapted.

For measurable non-intersecting sets A, B, (A∪B)c, we represent the prob-
abilities of A,B and (A ∪B)c in a probability simplex (as in Figure 2.1). Here
horizontal lines represent measures with constant probability P(A), and rays
extending from A represent measures with constant probability P(B|Ac). Sim-
ilarly from the perspective of B.
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Z1

Z2Z3

Z4Z5

Z6

A

B (A ∪B)c

Figure 1: A probability simplex

Epstein and Schneider [5] show that the risk measure under consideration
is FA-consistent if and only if the set of probability measures forms a ‘FA-
rectangle’, that is, if its projection on this simplex is the quadrilateral enclosed
by two horizontal lines (measures of constant P(A)), and two rays extending
from A (measures of constant P(B|Ac)). It is then clear that a closed set of mea-
sures absolutely continuous with respect to P0 cannot be both a FA-rectangle
and a FB-rectangle, unless it lies entirely on one of the sides of the triangle
(case (i)), is the whole triangle (case (ii)) or is a single point (case (iii)).

Our formal argument can be diagramatically represented by taking a mea-
sure Z1 with minimal probability for A, and measures Z2, Z3 with differing
conditional probabilities P(B|Ac). Using FA-consistency, we constructed mea-
sures Z4, Z5, with minimal P(A) and differing P(B|Ac). As shown in Figure
2.1, these measures form the bottom of an FA-rectangle. By FB-consistency,
we then constructed a measure Z6 with the same P(B) as Z5 and the same
P(A|Bc) as Z4. By the pasting property, Z6 ∈ Z, but we then show that Z6

has a lower probability of A than Z1, and so have obtained a contradiction.
The required construction to show that maxP∈P P(A) = 1 is then also clear
(construct measures on the top of an FA-rectangle, then find a measure above
them using FB-consistency).

Using Lemma 2.1, we obtain the following general result.

Theorem 2.2. Let ρ be a coherent risk measure having the Fatou property with
a time-consistent extension for any (simple) filtration of the probability space
(Ω,F ,P0). Then one of the following holds:
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1. (ρ is 1-atomic) There exists an ω1 ∈ Ω such that ρ(X) = −X(ω1).

2. (ρ is 2-atomic) There exist ω1, ω2 ∈ Ω and an interval [α, β] ( [0, 1] such
that

ρ(X) = max
p∈[α,β]

{−pX(ω1)− (1 − p)X(ω2)}.

3. (ρ is extremal) ρ(X) = P- ess sup{−X(ω)}.

4. (ρ is linear) There exists a probability measure P1 absolutely continuous
with respect to P0 such that ρ(X) = −EP1 [X ], (and P1 does not assign all
its mass to a single atom).

Proof. Let A = {Ai} ⊂ F be a finite partition of Ω. We separate this partition
into two sets, the polar sets N = {Ai ∈ A : P(Ai) = 0 for all P ∈ P}, and the
non-polar sets B = A \ N . Clearly B is nonempty.

As ρ is time-consistent for all simple filtrations, it is FAi-consistent for all
i. Hence, by Lemma 2.1, considering an arbitrary pair of sets in A we see that
we can classify B as follows:

1. (B is 1-atomic) B contains one element, (which hence satisfies P(B) = 1
for all P ∈ P),

2. (B is extremal) for all Bi ∈ B there exist measures P,P′ ∈ P such that
P(Bi) = 0 and P′(Bi) = 1,

3. (B is fixed) B contains at least two elements, and for all Bi ∈ B, P(Bi) is
the same for all P ∈ P , or

4. (B is 2-atomic) B contains two elements, and is neither fixed nor extremal.

Now consider a finite refinement A′ ⊂ F of A. Without loss of generality, we
suppose that A′ is obtained from A by dividing one set into two. (This process
can then be repeated to give any desired finite refinement.) Clearly N ′ ⊇ N .
We can then see the following.

1. If B is extremal it contains at least two sets. Either B′ = B, or B′ will
contain at least one set which is the same as in B. For this set Bi, there
exist measures P,P′ ∈ P such that P(Bi) = 0 and P′(Bi) = 1, and therefore
B′ cannot be 1-atomic, 2-atomic or fixed, and so must be extremal.

2. If B is 2-atomic, then B′ contains at least one set Bi which is in B, for
which P(Bi) may vary in P ∈ P , but does not attain both 0 and 1. Hence,
as B′ is not 1-atomic, extremal or fixed, B′ is 2-atomic. Note this implies
that B = {B1, B2} differs from B′ = {B′

1, B
′
2} only by the union with

elements of N ′, and so P(Bj) = P(B′
j), j = 1, 2, for all P ∈ P .

3. If B is fixed, then B′ contains at least two elements and at least one of them
is as in B, and so has a fixed probability. Therefore B′ is not 1-atomic,
2-atomic or extremal, and so is fixed.

Therefore, if for a given partition A, the collection of non-polar sets B is not
1-atomic, then its class (2-atomic, fixed or extremal) remains the same under
finite refinement of the partition A.
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Now suppose that there exists a finite partition C ⊂ F of Ω such that the
induced B is not 1-atomic. Otherwise, let C = Ω, which is clearly 1-atomic. We
suppose without loss of generality that all partitions we consider are refinements
of C, and hence all refinements will have the same class. We now consider each
of the four classes separately.

1. Suppose C is 1-atomic. Then let An be a sequence of partitions such
that, for all An

i ∈ An, either An
i is an F -atom, or P0(An

i ) < 2−n. As
Bn = {Bn

1 } is 1-atomic, we then see that B∞ :=
⋂

n B
n
1 is either a P0-

nonnull F -atom, or is a P0-null set. As P(B∞) = limP(Bn) = 1 for all
P ∈ P , B∞ must then be a P0-atom. Hence, for any ω1 ∈ B∞, we have
that ρ(X) = −X(ω1), that is, ρ is 1-atomic.

2. Next suppose C is 2-atomic. Take the same partition An as in the 1-
atomic case, and we can again see that if Bn = {Bn

1 , B
n
2 }, then B∞

1 :=
⋂

n B
n
1 and B∞

2 :=
⋂

n B
n
2 are P0-nonnull F -atoms. As P(Bn

1 ) = 1 −
P(Bn

2 ) is independent of n, we can define α = minP∈P P(Bn
1 ) > 0 and

β = maxP∈P P(Bn
1 ) < 1. Hence, for any ω1 ∈ B∞

1 , ω2 ∈ B∞
2 , ρ(X) =

maxp∈[α,β]{−pX(ω1)− (1 − p)X(ω2)}, that is, ρ is 2-atomic.

3. Next suppose C is fixed. Then for any A ∈ F , we can take a finite partition
which is a refinement of both C and {A,Ac}, to see that P(A) is fixed for
all P ∈ P . Hence P contains only a single element P1, and we see that
ρ(X) = −EP1 [X ], that is, ρ is linear.

4. Finally, suppose C is extremal. For any X ∈ L∞(Ω,F ,P0), in the same
way as we construct the Lebesgue integral, by the dominated convergence
theorem we can construct a sequence An = {An

i } of finite refinements of
C and a sequence of simple approximations of the form Xn =

∑

xn
i IAn

i

such that Xn ↓ X P0-almost surely. As Bn is extremal,

ρ(Xn) = max
i

{−Xn(ω)|ω ∈ Bn
i } = P- ess sup{−Xn(ω)}.

As ρ satisfies the Fatou property and Xn ↓ X a.s., ρ(Xn) ↑ ρ(X), as
shown in [4]. It follows that

ρ(X) = sup
n
{P- ess sup{−Xn(ω)}}

= P- ess sup{sup
n
{−Xn(ω)}}

= P- ess sup{−X(ω)},

that is, ρ is extremal.

Corollary 2.2.1. If (Ω,F ,P0) is non-atomic, then ρ is either extremal or lin-
ear.

Proof. The 1-atomic and 2-atomic cases correspond to atomic measures P ∈ P ,
but these measures must also be absolutely continuous with respect to P0, which
is a contradiction.
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Corollary 2.2.2. If ρ is strictly monotone, that is, when X ≥ Y P0-a.s. and
P0(X > Y ) > 0 implies ρ(X) < ρ(Y ), and if F does not consist of one or two
atoms, then ρ is linear.

Proof. As F does not consist of one or two atoms, it is clear that the 1-atomic,
2-atomic and extremal cases are not strictly monotone.

Remark 2.2. If P0 ∈ P , then the P- ess sup and P0-ess sup agree, and hence an
extremal ρ is simply the classical essential supremum.

Finally, for a general filtration {Ft} of (Ω,F), we now give a construction of
{Ft}-consistent extensions of these risk measures in each case. Verification that
these are indeed {Ft}-consistent extensions of the risk measures is straightfor-
ward.

Proposition 2.1. Suppose ρ is 1-atomic. Then let A be the F-atom containing
ω1. Let Bt = {ω : EP0 [IA|Ft] > 0} =

⋂
(

B ∈ Ft : P
0(B ∩ A) > 0

)

∈ Ft. Then
an {Ft}-consistent extension of ρ is given by:

ρ(X) =

{

−X(ω1) ω ∈ Bt

−EP0 [X |Ft] ω /∈ Bt

Proposition 2.2. Suppose ρ is 2-atomic. Then let A1, A2 be the F-atoms
containing ω1 and ω2. Let

B1
t = {ω : EP0 [IA1 |Ft] > 0}

B2
t = {ω : EP0 [IA2 |Ft] > 0}

B3
t = (B1

t ∪B2
t )

c.

If there exists a set B ∈ Ft such that A1 ⊆ B, A2 6⊆ B, (i.e. we can distinguish
between ω1 and ω2 in Ft), then let

ρt(X) =











−X(ω1) ω ∈ B1
t

−X(ω2) ω ∈ B2
t

−EP0[X |Ft] ω ∈ B3
t .

Otherwise, let

ρt(X) =

{

ρ(X) ω ∈ B1
t = B2

t

−EP0 [X |Ft] ω ∈ B3
t ,

and ρt is an {Ft}-consistent extension of ρ.

Proposition 2.3. Suppose ρ is linear, then an {Ft}-consistent extension of ρ
is given by ρt(X) = −EP1 [X |Ft], with appropriate modification on any P1-null
sets.

Proposition 2.4. Suppose ρ is extremal and P0 ∈ P. As shown in [3], we can
define the Ft-conditional essential supremum, denoted P0-ess sup( · |Ft). Then
an {Ft}-consistent extension of ρ is given by

ρt(X) = P0-ess sup(−X |Ft).
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3 Conclusion

We have shown that a coherent risk measure with the Fatou property is time
consistent for all (simple) filtrations of a probability space if and only if it is
either 1-atomic, 2-atomic, linear or extremal. This result demonstrates the
restrictive nature of assuming time-consistency for all filtrations. This result
holds whether the filtrations are assumed to be in discrete or continuous time.

For the more general convex risk measures, the result of Theorem 2.2 does
not hold. For example, ρ(X) = γ lnE[exp(−X/γ)], γ ≥ 0 has a time consistent
extension ρt(X) = γ lnE[exp(−X/γ)|Ft]. Our result also does not consider the
case where there is no reference probability measure P0. Further work is needed
to determine the corresponding result in these cases.
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