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Monitoring dates of maximal risk
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Abstract

Monitoring means to observe a system for any changes which may occur over

time, using a monitor or measuring device of some sort. In this paper we formulate

a problem of monitoring dates of maximal risk of a financial position. Thus, the

“systems” we are going to observe arise from situations in finance. The “measuring

device” we are going to use is a time-consistent measure of risk.

In the first part of the paper we discuss the numerical representation of condi-

tional convex risk measures which are defined in a space Lp(F , R) and take values

in L1(G, R), for p ≥ 1. This will allow us to consider time-consistent convex risk

measures in L1(R).

In the second part of the paper we use a time-consistent convex risk measure in

order to define an abstract problem of monitoring stopping times of maximal risk.

The penalty function involved in the robust representation changes qualitatively the

time when maximal risk is for the first time identified. A phenomenon which we

discuss from the point of view of robust statistics.

Keyword: Convex Risk Measures, Monitoring, Stopping times, Time-consistency,

Upper Snell envelope.

1 Introduction

The word “monitoring” produces more than 170 millions of results on internet. We

believe this is a prompt for the relevance of the concept, but also for the variety of

contexts and specific meanings where it appears. Monitoring means “to observe a

system for any changes which may occur over time, using a monitor or measuring

device of some sort”. In this paper we formulate a problem of monitoring dates of

maximal risk of a financial position. Thus, the “systems” we are going to observe,

arise from situations in finance. The “measuring device” we are going to use is a

time-consistent measure of risk.
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Consider the following concrete financial situation. After making a loan, a bank

decides whether to continue or to reduce risk. The bank may either sell out the

loan or buy insurance through a credit derivative. With a credit derivative, the

bank retains the loans control rights but no longer has an incentive to monitor;

with loan sales, control rights pass to the buyer of the loan, who can then moni-

tor, although in a less-informed manner. The trade-off between selling out a loan

or using derivatives to hedge default risk is discussed by several authors; see e.g.,

Duffee and Zhou[9]. The role of information in credit issuing has been discussed

by Stiglitz and Weiss[10]. The effect of monitoring in financial systems has been

discussed by e.g., Mundaca[22]. In this paper we assume that the decision of mon-

itoring has been taken and a monitoring policy has been defined. We focus on

how to determine the best time to act. Our main goal is to show that such finan-

cial situations can be analyzed in the framework of dynamical convex risk measures.

The paper consists of two parts. In the first part we present our measuring

device: A time-consistent dynamical convex risk measure Φ in L1(R). In the second

part we formulate, and solve, an abstract problem of monitoring dates of maximal

risk.

The paper is organized as follows. The first part of the paper corresponds to Sec-

tion 2. We discuss the numerical representation of conditional convex risk measures

which are defined in a space Lp(F , R), for p ≥ 1, and take values in L1(G, R) (in this

sense, real-valued). In the literature it has been discussed the numerical representa-

tion of (static) convex risk measures beyond essentially bounded financial positions;

see e.g., Biagini and Fritelli[2], Cheridito and Li[4], Filipović and Svindland[12],

Kaina and Rüschendorf[19], Krätschmer[21], Ruszczyński and Shapiro[24]. In other

direction, it has been discussed the assessment of risks taking explicitly new infor-

mation into account, i.e., conditional convex risk measures; see e.g., Bion-Nadal[3],

Theorem 3, Cheridito et al[5], Theorem 3.16, and, Detlefsen and Scandolo[8], The-

orem 1.

In Subsection 2.1, we discuss conditional convex risk measures beyond L∞(F , R).

The main result of this section is the robust representation Theorem 2.5. The first

step to prove Theorem 2.5 is the Proposition 2.9. We show that any lower semicon-

tinuous, non necessarily real-valued, conditional risk measure defined in Lp(F , R)

is representable. This is a well-known property in the space of essentially bounded

functions L∞(F , R), we present an extension to the space Lp(F , R). An interesting

aspect of Proposition 2.9, we believe, is that we follow a different proof-strategy.

In the literature, the construction of numerical representations of conditional risk

measures is reduced to an application of the theory of numerical representation of

(static) risk measures in L∞(F , R). Here we use the Hahn-Banach hyperplane sep-

arating Theorem following the ideas of the original papers. We then conclude the

proof of Theorem 2.5 with an exhaustion argument started by Halmos and Savage.

It is true that these two techniques have been applied in the theory of robust repre-

sentation of risk measures before, as we specify with more detail below. However, we

give a substantially different presentation to extend known results. As by-product
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of this approach, in Theorem 2.5, we obtain a robust representation which involves

exclusively essentially bounded penalizations.

In subsection 2.2, we specialize to real-valued conditional risk measures. We show

that real-valued conditional risk measures are continuous. To this end, we use ideas

due to Biagini and Fritelli [2], Theorem 2 (the extended Namioka-Klee Theorem).

Thus, real-valued conditional risk measures are representable; see Theorem 2.15.

Then we apply ideas due to Cheridito and Li[4] and Kaina and Rüschendorf[19], in

order to show that any penalty function representing a real-valued conditional risk

measure must be coercive; see Theorem 2.20.

In Subsection 2.3, we prove that the minimal representation of real-valued condi-

tional risk measures keeps invariant if the risk measure is restricted from Lp(F , R)

to L∞(F , R). This invariance property will allow us to consider time-consistent risk

measures in L1(R), which is going to be the “measuring device” in Section 3.

The second part of the paper corresponds to Section 3. We use a time-consistent

convex risk measure in L1(R) in order to define an abstract problem of monitoring

stopping times of maximal risk. If risk is quantified by a time-consistent convex risk

measure Φ = {ρt}t=0,1,...,T , the maximal risk of a financial position with discounted

payoff H := {Ht}t=0,1,...,T takes the form

sup
θ

ρ0(Hθ),

the supremum is taken over the family of stopping times of the period of time

{0, 1, . . . , T}. Thus, we may say that θ∗ is a stopping time of maximal risk for the

payoff H if

ρ0(Hθ∗) = sup
θ

ρ0(Hθ).

We are going to show that time-consistency is a sufficient condition for the exis-

tence of stopping times of maximal risk; see Theorem 3.3. The (“convex”) upper

Snell envelope (25) will play a key role. This concept is formulated by Föllmer and

Schied[15] in the context of arbitrage free prices for American options; see [15], Def-

inition 6.46, second part. See El Karoui and Quenez[11], Föllmer and Kramkov[13]

and Karatzas and Kou[20] for the original motivation in finance. In Subsection,

3.1, we characterize the minimal stopping time of a coherent time-consistent risk

measure in terms of the minimal robust representation; see Proposition 3.4. In Sub-

section 3.2, we present a brief discussion from the point of view of robust statistics.

We discuss the role of the penalty function in the task of monitoring dates of maxi-

mal risk: The more exact the penalty function rates the different models, the better

the timing for intervention is.

2 Dynamical convex risk measures in Lp(R)

2.1 Conditional convex risk measures

Measures of risk were introduced in the seminal paper Artzner et al[1]. Robust

numerical representations of risk measures in a general probability space were ob-

tained by Delbaen[7] in the coherent case and extended to the convex case by Föllmer

3



and Schied [16, 17] and Fritelli and Rosazza Gianin[18]. Quantifying risk beyond

L∞(R) is the subject of recent research; see e.g., Biagini and Fritelli[2], Cheridito

and Li[4], Filipović and Svindland[12], Kaina and Rüschendorf[19], Krätschmer[21],

Ruszczyński and Shapiro[24]. Robust numerical representations of conditional con-

vex risk measures in L∞(F , R) are discussed by several authors; see e.g., Bion-

Nadal[3], Theorem 3, and Detlefsen and Scandolo[8], Theorem 1. A numerical

representation for conditional convex risk measures of bounded stochastic processes

in discrete time is obtained by Cheridito et al[5], Theorem 3.16.

In this section we discuss a robust numerical representation of a real-valued con-

ditional convex risk measure defined in Lp(F , R); see Theorem 2.5 below. This result

provides a bridge which connects two main streams in the literature: Real-valued

convex risk measures in Lp(R) and conditional convex risk measures in L∞(F , R).

Let us introduce some notation. We fix a complete probability space (Ω,F , R)

and a sub-σ-algebra G ⊂ F . We assume that G contains the null events of R. We fix

an exponent p with 1 ≤ p < ∞ and denote by q the conjugate exponent. Typically,

we write ZQ to denote the density of an absolutely continuous probability measure

Q. We denote by L
0
(G, R) the family of G-measurable functions with values in

R ∪ {−∞,+∞}.

In the next definition, relationships of random variables hold R-a.s. true.

Definition 2.1 A conditional convex risk measure ρ in Lp(F , R) is a mapping ρ :

Lp(F , R) → L
0
(G, R) with the following properties. For all X,Y ∈ Lp(F , R):

1. Conditional cash invariance: For all Z ∈ Lp(G, R) ρ(X + Z) = ρ(X) − Z.

2. Monotonicity: If X ≤ Y R-as. then ρ(X) ≥ ρ(Y ).

3. Conditional convexity: For all λ ∈ Lp(G, R) with 0 ≤ λ ≤ 1 R-a.s.:

ρ(λX + (1 − λ)Y ) ≤ λρ(X) + (1 − λ)ρ(Y ).

In this section, we fix a conditional convex risk measure ρ, which is furthermore

normalized:

(1) ρ(0) = 0.

The axiomatic framework of Definition 2.1 is considered by Föllmer and Penner[14]

and Detlefsen and Scandolo[8]. Variants of this formulation are considered, e.g., by

Cheridito et al[5] and Weber[27].

An important class of conditional convex risk measures are those with the repre-

sentability property of Definition 2.2 below. We need to establish a convention for

the conditional expectation of a probability measure which is only absolutely con-

tinuous with respect to R. Let Q be an absolutely continuous probability measure

with density ZQ. For X ∈ Lp(F , R), we are going to chose a specific version of the
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conditional expectation as follows:

EQ[X | G] :=

{
1

ER[ZQ|G]
ER[ZQX | G], in {ER[ZQ | G] > 0},

0, in {ER[ZQ | G] = 0}.
(2)

With this convention, the essential supremum in Equation (4) of the next definition,

is unambiguous. We are going to distinguish a special class of absolutely continuous

probability measures:

(3) Qq :=

{
Q ≪ R |

dQ

dR
∈ Lq(R)

}
.

Definition 2.2 Let Q ⊂ Qq be a class of absolutely continuous probability mea-

sures. A penalty function is a correspondence of the form α : Q → L
0
(G, R). The

pair (Q, α) represents the convex risk measure ρ if

(4) ρ(X) = ess supQ∈Q {EQ[−X | G] − α(Q)} , R − a.s, for each X ∈ Lp(F , R).

In this case, we say that the conditional convex risk measure ρ is representable and

(4) defines a robust representation.

As we are going to see in Theorem 2.5, conditional risk measures are repre-

sentable, if the risk measure satisfies the following regularity condition:

Definition 2.3 The convex risk measure ρ has the Fatou property if

ρ(X) ≤ lim inf
n→∞

ρ(Xn), R − a.s.,

for each sequence {Xn}
∞
n=1 ⊂ Lp(F , R) dominated by some Y ∈ Lp(F , R) and

converging to X ∈ Lp(F , R).

The numerical representation of Theorem 2.5 below involves the acceptance set and

the minimal penalty function associated to ρ in the next definition.

Definition 2.4 The acceptance set of the risk measure ρ is defined by

A := {a ∈ Lp(F , R) | ρ(a) ≤ 0, R − a.s.}.

The minimal penalty function

αmin : Qq → L
0
(G, R)

is given by

αmin(Q) :=

{
ess supa∈A {EQ[−a | G]} , in {ER[ZQ | G] > 0},

+∞, in {ER[ZQ | G] = 0}.
(5)

At this point we cannot discard the case where αmin(Q) may be infinite with Q-

positive probability, but strictly less than one, for some Q ∈ Q. Indeed:

(6) {ER[ZQ | G] = 0} ⊂ {αmin(Q) = ∞}.
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With this in mind, we introduce a special subclass of Qq:

(7) Qq,∞ := {Q ∈ Qq | αmin(Q) ∈ L∞(G, Q)}.

The next theorem is the main representation theorem of this section. We need

to consider the following class of “locally equivalent” probability measures:

(8) Qq,∞
e,loc := {Q ∈ Qq,∞ | ER[ZQ | G] > 0, R − a.s.}.

Theorem 2.5 If the conditional convex risk measure ρ has the Fatou property, then

the pair (Qq,∞
e,loc, α

min) represents the risk measure ρ:

(9) ρ(X) = ess supQ∈Qq,∞

e,loc

{
EQ[−X | G] − αmin(Q)

}
.

2.1.1 Proof of Theorem 2.5

The proof of Theorem 2.5 needs some preparation. The first step is provided by

Proposition 2.9. It gives a “coarse” representation of the risk measure ρ in terms of

the class Qq,∞. Then, Lemma 2.10 allow us to refine the representation in terms of

the smaller class Qq,∞
e,loc.

We start with some remarks and the local property of Lemma 2.8.

Remark 2.6 The acceptance set A is a convex set with the following properties:

1. It is solid. If X ∈ Lp(F , R), Y ∈ A and X ≥ Y , then Y ∈ A, due to the

monotonicity property of the convex risk measure ρ.

2. If ρ has the Fatou property of Definition 2.3, then A is sequentially closed with

respect to R-a.s. convergence.

3. If X ∈ A and B ∈ G, then 1BX ∈ A, due to the localization property of

Lemma 2.8 below.

Remark 2.7 The minimal penalty function can equivalently be defined by

αmin(Q) = ess supX∈Lp(F ,R) {EQ[−X | G] − ρ(X)} .

Lemma 2.8 A real-valued conditional convex risk measure ρ has the following lo-

calization property. For each A ∈ G:

ρ(1AX + 1AcY ) = 1Aρ(X) + 1Acρ(Y ).

Proof. This property follows from the property of conditional convexity; see Detlef-

sen and Scandolo[8], Proposition 1.�

The next proposition provides a “coarse” representation. The proof applies

the Hahn-Banach hyperplane separating theorem and follows the original ideas of

[7, 16, 17, 18].

Proposition 2.9 Let ρ be a conditional convex risk measure in Lp(F , R). If ρ has

the Fatou property, then for each X ∈ Lp(F , R):

(10) ρ(X) = ess supQ∈Qq,∞

{
EQ[−X | G] − αmin(Q)

}
, R − a.s.
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Proof.

1. Let X ∈ Lp(F , R). We set

(11) b := ess supQ∈Qq,∞

{
EQ[−X | G] − αmin(Q)

}
.

We must show that R[ρ(X) = b] = 1. It is clear that R[ρ(X) ≥ b] = 1, due

to the definition of the minimal penalty function. Now we show the converse

inequality. Assume by way of contradiction that

R[ρ(X) > b] > 0.

Let us call

J := {ρ(X) > b}.

Note that J ∈ G and

ρ(X) − b = 1J (ρ(X) − b).

Moreover,

1J (ρ(X) − b) = ρ(1J (X + b)).

Thus, 1J(X + b) does not belong to the acceptance set A.

2. Now we separate the sets A and {1J (X + b)}. There exists a linear functional

l : Lp(F , R) → R such that

inf
a∈A

l(a) ≥ x,(12)

l(1J (X + b)) < x,(13)

due to the Hahn-Banach hyperplane separating Theorem; see e.g., Föllmer and

Schied[15], Theorem A.56. Note that x ≤ 0, since 0 ∈ A and l(0) = 0.

3. The linear functional l can be selected to be of the form

l(X) = EQ0 [X], for each X ∈ Lp(F , R),

where the probability measure Q0 is absolutely continuous with respect to

R and the density dQ0

dR
belongs to Lq(F , R). Indeed, this follows from the

fact that A is a solid convex set; see Remark 2.6, first part, and the Riesz

representation Theorem of linear functionals of Lp(F , R).

4. The inequality (12) implies

(14) EQ0 [a | G] ≥ x, Q0 − a.s., for each a ∈ A.

Indeed, for a ∈ A, the random variable

â := a1{E
Q0 [a|G]<x}

belongs to the acceptance set A, since {EQ0 [a | G] < x} ∈ G; see Remark 2.6,

third part. Thus, EQ0[â] ≥ x. On the other hand,

EQ0[â] = EQ0[EQ0 [â | G]] = EQ0[1{E
Q0 [a|G]<x}EQ0[a | G]] ≤ x.

Thus, Q0[{EQ0 [a | G] < x}] = 0 and (14) holds true.

Note that αmin(Q0) ≤ −x, Q0 − a.s., due to (14). Hence, Q0 ∈ Qq,∞.
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5. Now let us define

J ′ := {EQ0 [1J (X + b) | G] < x}.

Then, J ′ ∈ G and J ′ ⊂ J . Moreover

Q0[J ′] > 0,

due to the inequality (13).

6. Now we generate a contradiction. In the event J ′ we have

αmin(Q0) < EQ0[−1J(X + b) | G], Q0 − a.s.,

due to the definitions of the minimal penalty function and of the event J ′. We

may rewrite this last inequality to obtain

b < EQ0 [−X | G] − αmin(Q0), Q0 − a.s. in the event J ′.

This contradicts the definition of b given in (11).�

To some extend, it is unpleasant to select a specific version of the conditional ex-

pectation, as fixed in (2). The convention is unnecessary for probability measures

Q ≪ R with

ER[ZQ | G] > 0, R − a.s.

In the next lemma we show that the class of “locally equivalent” probability mea-

sures (8)

Qq,∞
e,loc := {Q ∈ Qq,∞ | ER[ZQ | G] > 0, R − a.s.},

is non empty. We use an exhaustion argument due to Halmos and Savage. The

exhaustion argument in the theory of risk measure is well known; see e.g., Cheridito

et al[5], Lemma 3.22 and Föllmer and Penner[14], Lemma 3.4.

Lemma 2.10 If ρ has the Fatou property, then the class Qq,∞
e,loc is non empty.

Proof.

1. We define

c := sup
{
R(ER[ZQ | G] > 0) | Q ∈ Qq,∞

}
.

There exists Q∗ ∈ Qq,∞ such that

c = R(ER[ZQ∗

| G] > 0).

Indeed, let Qn be a maximizing sequence, so that

c = lim
n→∞

R(ER[ZQn

| G] > 0).

We define

λn :=
1

2n

1

1 + ‖Zn‖q

Lq(R) + ‖αmin(Qn)‖L∞(Qn)

.

Then, the probability measure Q∗ ≪ R defined by the density

dQ∗

dR
:=

1

ER

[∑∞
n=1 λn dQn

dR

]
∞∑

n=1

λn dQn

dR

is an element of Qq,∞. It attains the value c:

c = R(ER[ZQ∗

| G] > 0).
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2. Let A ∈ G with R(A) > 0. Then we have

1A = ρ(−1A) = ess supQ∈Qq,∞

{
EQ[1A | G] − αmin(Q)

}
,

due to Proposition 2.9. Hence, we conclude the existence of Q̂ ∈ Qq,∞ with
{
ER[Z

bQ | G] > 0
}
∩ A 6= ∅, R − a.s.,

since ρ is normalized and our convention of the conditional expectation (2).

3. Now we conclude the proof by showing that c = 1. Assume by way of contra-

diction that c < 1. Let the event A ∈ G be defined by

A :=
{
ER[ZQ∗

| G] = 0
}

.

There exists Q̂ ∈ Qq,∞ with
{
ER[Z

bQ | G] > 0
}
∩ A 6= ∅, R − a.s.,

due to the previous step. The probability measure defined by

Q0 :=
1

2
(Q∗ + Q̂),

belongs to the class Qq,∞. It contradicts the optimality of Q∗ since
{

ER[ZQ0

| G] > 0
}

=
{

ER[ZQ∗

| G] > 0
}
∪

{
ER[Z

bQ | G] > 0
}

.�

Now we are ready to prove Theorem 2.5.

Proof. Let X ∈ Lp(F , R) and Q0 ∈ Qq,∞. The identity (9) will be established after

we construct a probability measure Q̃ ∈ Qq,∞
e,loc such that

(15) EQ0[−X | G] − αmin(Q0) ≤ E eQ
[−X | G] − αmin(Q̃), R − a.s,

due to Proposition 2.9. We set A := {ER[ZQ0

| G] = 0}. Assume 0 < R(A) < 1,

otherwise there is nothing to prove.

The class Qq,∞
e,loc is non empty, due to Lemma 2.10. Without loss of generality,

we assume that R ∈ Qq,∞
e,loc. We define a probability measure Q̃ ≪ R by

dQ̃

dR
:= Y 1A + ZQ0

1Ac .

In this expression, Y is a positive constant selected to satisfy ER

[
d eQ
dR

]
= 1. The

probability measure Q̃ belongs to Qq,∞
e,loc by construction.

The penalization and conditional expectation of Q̃ can be computed as follows:

αmin(Q̃) = 1Aαmin(Q̃) + 1Acαmin(Q0),

E eQ
[−X | G] =

1A

Y
ER[−Y X | G] +

1Ac

ER[ZQ0 | G]
ER[−ZQ0

X | G]

= 1AER[−X | G] + 1AcEQ0[−X | G].

Thus, (15) holds true, due to the set relationship (6).�
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2.2 Real-valued conditional convex risk measures

Definition 2.11 A conditional convex risk measure ρ : Lp(F , R) → L
0
(G, R) is

real-valued if it takes values in L1(G, R). More precisely, for each X ∈ Lp(F , R) we

have ρ(X) ∈ L1(G, R).

Lemma 2.12 Let ρ be a real-valued conditional convex risk measure in Lp(F , R).

Let {Xn}∞n=1 ⊂ Lp(F , R) be a sequence strongly converging to X0 ∈ Lp(F , R). Then

lim
n→∞

∥∥ρ(Xn) − ρ(X0)
∥∥

L1 = 0.

Proof. We start with X0 = 0. We assume that

lim
n→∞

2n ‖Xn‖Lp = 0,

by taking a subsequence if necessary. The sequence defined by

Y n :=
n∑

i=1

1

2j ‖Xj‖Lp

∣∣Xj
∣∣

is increasing. It is easy to see that the sequence has the Cauchy property. Thus, it

converges to some Y ∈ Lp(F , R).

Now we get

|ρ(Xn)| ≤ ρ(− |Xn|) ≤ 2n ‖Xn‖Lp ρ(−
1

2n ‖Xn‖Lp

|Xn|),

due to monotonicity and convexity of ρ. Hence

|ρ(Xn)| ≤ 2n ‖Xn‖Lp ρ(−Y ).

In order to obtain the result for arbitrary X0, we define a new convex risk mea-

sure by ρ0(X) := ρ(X+X0)−ρ(X0). It is easy to see that ρ0 satisfies the conditions

of the proposition. Thus, we may apply the previous step.�

Remark 2.13 The arguments in the proof of Lemma 2.12 are due to Biagini and

Fritelli[2], Theorem 2 (which they call extended Namioka-Klee Theorem). Note

that Lemma 2.12 does not follow directly from Theorem 2 [2] by considering the

functional ER[ρ].

Corollary 2.14 A real-valued convex risk measure has the Fatou property.

Theorem 2.15 A real-valued conditional convex risk measure is representable.

Proof. Any real-valued conditional convex risk measure has the Fatou property due

to Corollary 2.14. Thus, representability holds true due to Theorem 2.5.�
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2.2.1 Coercivity

In Theorem 2.15 we have seen that real-valued conditional risk measures are rep-

resentable. In Theorem 2.20 below, we are going to see that the penalty functions

of real-valued convex risk measures must satisfy the coercivity property (16) below.

Let us introduce the class

Qq
e,loc := {Q ∈ Qq | ER[ZQ | G] > 0, R − a.s.}.

The main concept of this section is that of coerciveness. This concept is introduced

by Cheridito and Li[4], Definition 4.6, in the non-conditional case.

Definition 2.16 Let α : Qq
e,loc → L

0
+(G, R) be a penalty function. We say that α

is a coercive penalty function if there exist real constants a, b with b > 0 such that

(16) ER[α(Q)] ≥ a + bER


 1

ER

[
dQ
dR

| G
]E

1

q

R

[(
dQ

dR

)q

| G

]
 , Q ∈ Qq

e,loc.

The first result of this section is Proposition 2.19. In this proposition we show that

coercive penalty functions define real-valued conditional risk measures in Lp(F , R).

To prove this result, we need some preparation.

We are going to denote by L
p
+(F , R) the non negative elements of Lp(F , R). We

need to introduce the following family of random variables:

S+ := {X ∈ L
p
+(F , R) | ‖X‖Lp = 1}.

The second part of the next lemma uses a well known argument about the linear

functionals of the space Lp(F , R); see e.g., Werner[28], Beispiel (j), p.50.

Lemma 2.17 Let Z ∈ L
q
+(F , R). Then the random variable ⌈Z⌉ defined by

(17) ⌈Z⌉ := ess supX∈S+ER[ZX | G],

belongs to L1(G, R). Moreover

(18) ⌈Z⌉ = E
1

q

R[Zq | G].

Proof.

1. Let {Yn}
∞
n=1 ⊂ S+ be a maximizing sequence:

lim
n→∞

ER[ZYn | G] = ⌈Z⌉ .

Then we get

0 ≤ ER[⌈Z⌉] ≤ lim inf
n→∞

ER[ZYn],

due to Fatou’s Lemma. Moreover,

ER[ZYn] ≤ ‖Z‖Lq ‖Yn‖Lp = ‖Z‖Lq ,

due to Hölder’s inequality. Thus:

0 ≤ ER[⌈Z⌉] ≤ ‖Z‖Lq .

11



2. Now we prove (18). We define

X0 :=
Z

q

p

E
1

p

R [Zq | G]

1{ER[Z|G]>0}.

The random variable X0 is well defined and belongs to S+, since

{ER[Zq | G] = 0} ⊂ {Zq = 0}.

Moreover

ER[X0Z | G] = E
1

q

R[Zq | G].

Hence

⌈Z⌉ ≥ E
1

q

R[Zq | G].�

Lemma 2.18 Let Z ∈ L
q
+(F , R) and X ∈ L

p
+(F , R). Then

(19) ER[ZX | G] ≤ ⌈Z⌉ ‖X‖Lp .

Proof. Without loss of generality we may assume that ‖X‖Lp > 0. The following

relationship is clear

ER[ZX | G] = ER

[
Z

X

‖X‖Lp

| G

]
‖X‖Lp .

Hence

ER[ZX | G] ≤ ⌈Z⌉ ‖X‖Lp .�

After this preparation we are now ready to prove that coercive penalty functions

induce real-valued risk measures. The next proposition is the conditional version

of the first part of Proposition 4.7 of Cheridito and Li[4] and the first part of

Proposition 2.10 of Kaina and Rüschendorf[19].

Proposition 2.19 Let α : Qq
e,loc → L

0
+(G, R) be a penalty function. Assume there

exists Q0 ∈ Qq
e,loc such that α(Q0) ∈ L∞(G, R). Let us define a mapping ρ by

ρ(X) := ess supQ∈Qq

e,loc
{EQ[−X | G] − α(Q)} ,X ∈ Lp(F , R).

Then ρ is a real-valued conditional risk measure, if α is coercive.

Proof. We only prove that ρ is real-valued. Note that it is only necessary to prove

the result for the minimal penalty function αmin.

1. We first consider the case where X is non positive. There exists X̃ ∈ L∞ such

that X ≤ X̃ ≤ 0 and ∥∥∥X − X̃
∥∥∥

Lp
≤

b

2
,

due to Lebesgue Dominated Convergence Theorem. Hence

ρ(X) = ess supQ∈Q

{
EQ[−X̃ | G] + EQ[X̃ − X | G] − αmin(Q)

}

≤
∥∥∥X̃

∥∥∥
L∞

+ ess supQ∈Q

{
EQ[X̃ − X | G] − αmin(Q)

}
.(20)

12



2. If we take expectation with respect to R, then we get

(21)

ER

[
ess supQ∈Q

{
EQ[X̃ − X | G] − αmin(Q)

}]
= sup

Q∈Q
ER

[{
EQ[X̃ − X | G] − αmin(Q)

}]
.

Indeed, let {Qn}∞n=1 ⊂ Q be a maximizing sequence:

ess supQ∈Q

{
EQ[X̃ − X | G] − αmin(Q)

}
= lim

n→∞

{
EQn [X̃ − X | G] − α(Qn)

}
.

We claim that we may assume the sequence of functions
{

EQn [X̃ − X | G] − αmin(Qn)
}

to be bounded from below. Hence, we can apply Fatou’s Lemma to obtain:

ER

[
ess supQ∈Q

{
EQ[X̃ − X | G] − αmin(Q)

}]
≤ lim inf

n→∞
ER

[
EQn [X̃ − X | G] − αmin(Qn)

]
.

This proves the inequality ≤. The converse direction is clear.

Now we prove the claim. For Qn we define the event

An :=
{

EQn [X̃ − X | G] − α(Qn) ≥ −
∥∥αmin(Q0)

∥∥
L∞

}
.

We construct a probability measure Q̃n by

dQ̃n

dR
:= 1An

dQn

dR
+ 1(An)c

dQ0

dR
Y.

The penalization and conditional expectation of Q̃ can be computed as follows:

αmin(Q̃n) = 1Anαmin(Qn) + 1(An)cαmin(Q0),

E eQn [−X | G] = 1AnEQn [X̃ − X | G] + 1(An)cEQ0[X̃ − X | G].

3. Now we put together (20) and(21) to obtain

ER[ρ(X)] ≤
∥∥∥X̃

∥∥∥
L∞

+ sup
Q∈Q

ER

[
EQ[X̃ − X | G] − αmin(Q)

]
.

Moreover

ER

[
EQ[X̃ − X | G]

]
= ER

[
1

ER[ZQ | G]
ER[ZQ(X̃ − X) | G]

]

≤ ER

[
1

ER[ZQ | G]

⌈
ZQ

⌉] ∥∥∥X − X̃
∥∥∥

Lp
,

due to Lemma 2.18. Thus

sup
Q∈Q

ER

[
EQ[X̃ − X | G] − α(Q)

]
≤ −a −

b

2
sup
Q∈Q

ER

[
1

ER[ZQ | G]

⌈
ZQ

⌉]
.

Hence, we conclude:

ER[ρ(X)] ≤
∥∥∥X̃

∥∥∥
L∞

− a.

13



4. Now we consider the case X ≥ 0. We have

0 ≥ ρ(X) ≥ EQ0 [−X | G] − αmin(Q0).

The conditional expectation EQ0[−X | G] is integrable since X ∈ Lp(F , R)

and dQ0

dR
∈ Lq(F , R). The penalization αmin(Q0) is integrable by hypothesis.

Hence ρ(X) belongs to L1(G, R).

5. For general X we write X = X+ + X− with X+ ≥ 0 and X− ≤ 0. We have

ρ(X−) ≥ ρ(X) ≥ ρ(X+),

due to the monotonicity of conditional expectation. We conclude the desired

integrability of ρ(X) from the previous steps.�

The previous proposition established that coercive penalty functions induce real-

valued conditional risk measures. Now we prove the converse. This is the main result

of this section.

Theorem 2.20 Let ρ be a real-valued conditional convex risk measure. If the pair

(Qq
e,loc, α) represents the convex risk measure ρ, then the penalty function α must

be coercive.

Proof. By way of contradiction assume there exists a sequence {Qn}∞n=1 ⊂ Qq
e,loc

such that

(22) ER [α(Qn)] < −n + 2−n−1ER

[
1

ER[Zn | G]
⌈Zn⌉

]
,

where Zn denotes the density of Qn. There exists Xn ∈ S+ such that

ER

[
ER[ZnXn | G]

ER[Zn | G]

]
≥

1

2
ER

[
⌈Zn⌉

ER[Zn | G]

]
,

due to Lemma 2.17 and Fatou’s Lemma. Now we define

X :=

∞∑

n=1

2−nXn.

We get

ρ(−X) ≥ ρ(−2−nXn) ≥ EQn [2−nXn | G] − α(Qn).

Moreover

ER

[
EQn [2−nXn | G] − α(Qn)

]
≥ 2−n−1ER

[
⌈Zn⌉

ER[Zn | G]

]
+ n − 2−n−1ER

[
⌈Zn⌉

ER[Zn | G]

]

= n.

Thus:

ER[ρ(−X)] ≥ n,

a clear contradiction.�
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2.2.2 Invariance of the minimal representation

Recall that ρ is a real-valued conditional convex risk measure defined in Lp(F , R).

We may define a new risk measure ρ∞ in L∞(F , R) by

ρ∞(X) = ρ(X).

The new risk measure ρ∞ has associated a minimal penalty function:

(23) αmin,∞(Q) := ess supX∈L∞(F ,R) {EQ[−X | G] − ρ∞(X)} , Q ≪ R.

In this section we show that the minimal representation is invariant to this

restriction in the sense that αmin,∞ = αmin in Qq
e,loc.

Theorem 2.21 The minimal representation of ρ keeps invariant in L∞(F , R).

Thus, αmin,∞ = αmin in Qq
e,loc.

Proof. Let Q ∈ Qq
e,loc. Let Y ∈ Lp(F , R). We define a sequence by Y n := (Y ∧n)∨

(−n). It is clear that Y n ∈ L∞(F , R) and the sequence converges to Y in Lp(F , R).

Moreover,

lim
n→∞

EQ[−Y n | G] = EQ[−Y | G], R − a.s.

due to Lebesgue’s dominated convergence Theorem and Hölder’s inequality. Fur-

thermore,

lim
n→∞

ρ(Y n) = ρ(Y ),

due to Lemma 2.12. We conclude that

EQ[−Y | G] − ρ(Y ) ≤ ess supX∈L∞(F ,R) {EQ[−X | G] − ρ(X)} = αmin,∞(Q).

This proves the claims of the theorem.�

Remark 2.22 Theorems 2.20 and 2.21 characterize conditional convex risk mea-

sures defined in L∞(F , R) which can be extended to real-valued conditional convex

risk measures in Lp(F , R).

2.3 Time consistency

Now we introduce a filtration F := {Ft}t=0,1,...,T of the probability space (Ω,F , R).

The horizon T is finite: T < ∞. We assume that FT = F and F0 is the σ-algebra

of null events.

Definition 2.23 For each t ∈ {0, 1, . . . , T} let ρt : L1(FT , R) → L1(Ft, R) be a

conditional convex risk measure. The sequence of conditional risk measures Φ :=

{ρt}t=0,...,T is a time-consistent dynamical risk measure if for each t ∈ {0, . . . , T−1}:

(24) ρt = ρt ◦ (−ρt+1).

Dynamical convex risk measures have been intensively studied; see e.g., Delbaen[6],

Detlefsen and Scandolo[8], Föllmer and Penner[14], Riedel[23], Tutsch[25], Wang[26],

Weber [27].

In particular our axiomatic framework, as given by Definitions 2.1 and 2.23,

is consistent with [14]. Thus, the characterization of time-consistency in terms of

the minimal robust representation of Föllmer and Penner[14], Theorem 4.5, can be

extended to a version in L1(R), if the minimal penalty function is coercive in L1(R).
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3 Stopping times of maximal risk

In this section we start the second part of the paper. Recall we fixed a probability

space (Ω,F , R) and a filtration F of the space. We furthermore fix a time-consistent

convex risk measure Φ = {ρt}t=0,...,T defined in L1(F , R). By T we denote the

family of stopping times of the filtration F.

The motivation of this part is the monitoring of a system and determining the

best time to intervene. The system will be represented by a non negative stochastic

process H := {Ht}t=0,...,T , satisfying

ER[Ht] < ∞ for each t = 0, . . . , T.

The “measuring device” is the risk measure Φ. The process H may have different

interpretations. The idea of monitoring through a risk measure goes back to the

seminal paper Artzner et al[1]. We focus on monitoring over time, and thus, as we

motivated in the introduction, the maximal risk takes the form

sup
θ∈T

ρ0(Hθ).

Hence, a stopping time θ∗ ∈ T attaining this supremum is of special interest. In

this section, Theorem 3.3, we show that such optimal stopping times exists due to

the property of time-consistency of the risk measure Φ.

It will be necessary to consider starting points other than zero.

Definition 3.1 The upper Snell envelope of H with respect to Φ is the stochastic

process defined by

(25) U
↑
t := ess supθ≥tρt(−Hθ).

A stopping time τt is of t-maximal risk if

ρt(−Hτt) = U
↑
t .

Upper Snell envelopes in the context of American-option pricing is systematically

studied by Föllmer and Schied[15], Section 6.5. In continuous time this concept has

been considered by Delbaen[6], El Karoui and Quenez[11], Föllmer and Kramkov[13]

and Karatzas and Kou[20]. The next lemma is a convex version of Theorem 6.52 in

[15].

Lemma 3.2 The upper Snell envelope has the following properties:

1. It dominates from above the payoff H:

(26) Ht ≤ U
↑
t R − a.s.

Equality holds R-a.s. for t = T .

2. It can be computed recursively as follows:

(27) U
↑
t = Ht ∨ ρt(−U

↑
t+1).
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Proof. The first claim of the lemma holds true due to the normalization property

of Φ.

Now we prove the second claim. Let θ be a stopping time with t ≤ θ ≤ T . Then

ρt(−Hθ) = 1{θ=t}Ht + 1{θ>t}ρt(−Hθ),

due to the localization property of Lemma 2.8. This identity clearly implies the

following inequality:

ρt(−Hθ) ≤ Ht ∨ ρt(−U
↑
t+1).

Thus, the inequality ≤ in (27) holds true. Now we prove the converse. There exists

a sequence of stopping times {θn}∞n=1 with t + 1 ≤ θn ≤ T such that

ρt+1(−Hθn) → U
↑
t+1.

Then:

U
↑
t ≥ ρt(−Hθn) = ρt(−ρt+1(−Hθn)),

due to the time-consistency of the risk measure ρ. Hence:

U
↑
t ≥ lim inf

n→∞
ρt(−ρt+1(−Hθn)) ≥ ρt(−U

↑
t+1),

since the conditional risk measure ρt has the Fatou property.�

In the next theorem we construct a stopping time of t-maximal risk. The proof

will involve the property of time-consistency of the convex risk measure Φ.

Theorem 3.3 Let t ∈ {0, 1, · · · , T}. Then, the stopping time defined by

τ
↑
t := inf{s ≥ t | Hs = U↑

s },

is of t-maximal risk. Thus,

(28) ρt(−H
τ
↑
t
) = U

↑
t .

Proof. Clearly we have R(τ↑
t ≤ T ) = 1, since U

↑
T = HT , due to the normalization

property (1). Note that τ
↑
T = T . By way of an induction argument, we get

(29) U
↑
t = Ht ∨ ρt(−H

τ
↑
t+1

),

due to the recursive formula (27) of Lemma 3.2. The proof will be finished after we

prove:

(30) Ht ∨ ρt(−H
τ
↑
t+1

) = ρt(−H
τ
↑
t

).

The following relationships are clear:

(31) τ
↑
t = 1

{τ↑
t =t}

t + 1
{τ↑

t >t}
τ
↑
t+1.

Now, let us define A := ρt(−H
τ
↑
t+1

). Then

Ht ∨ ρt(−H
τ
↑
t+1

) = Ht1{Ht≥A} + A1{Ht<A},
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due to (29). Moreover,

ρt(−H
τ
↑
t

) = Ht1{τ↑
t =t}

+ ρt(−H
τ
↑
t+1

)1
{τ↑

t >t}
,

due to the localization property of Lemma 2.8 and the relationships (31). We then

conclude (30), and at the same time (28), due to the following obvious set equalities:

{
τ
↑
t = t

}
= {Ht = U

↑
t } = {Ht ≥ ρt(−H

τ
↑
t+1

)}.�

3.1 Dates of maximal risk for coherent risk measures

Let us assume that the robust representation of a time-consistent risk measure

Φ = {ρt}t=0,1,··· ,T reduces to

ρt(X) = ess supP∈PEP [−X | Ft].

Thus, ρ is a coherent risk measure. The class P consist of equivalent probability

measures. The property of time consistency is equivalent to a stability property of

the class P; see e.g., Föllmer and Penner [14], Corollary 4.12, Delbaen[6], Theorem

6.2.

For P ∈ P, the Snell envelope at time t of H is defined by

UP
t := ess supθ≥tEP [Hθ | Ft].

Hence

U
↑
t = ess supP∈PUP

t .

The stopping time:

τP
t := inf{u ≥ t | Hu ≥ UP

u },

is the minimal optimal stopping time of H with respect to P at time t:

UP
t = EP [HτP

t
| Ft];

see e.g., [15], Theorem 6.20. In the next proposition we characterize the minimal

stopping time of maximal-risk τ
↑
t in terms of the family {τP

t }P∈P .

Proposition 3.4 The minimal stopping time of maximal-risk τ
↑
t satisfies

τ
↑
t = ess supP∈PτP

t .

Proof. The inequality ≥ holds true, since UP ≤ U
↑
t for each P ∈ P. Now let us

define

A := {τ↑
t > ess supP∈PτP

t }.

By way of contradiction, assume that R(A) > 0. There exist a sequence of proba-

bility measures P i ∈ P such that

UP i

τ
↑
t

ր U
↑

τ
↑
t

,
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see [15], Lemma 6.50. Let j0 be such that t ≤ j0 ≤ T and

A ∩ {τ↑
t = j0}

has positive probability. If j0 = t we easily generate a contradiction. Let us assume

that j0 > t. There exists an index j1 ∈ {t, t + 1, · · · , j0 − 1} and a subsequence ik

such that the event

B := A ∩
∞⋂

k=1

{τP ik

t = j1},

has R-positive probability. In the event B we get:

Hj1 = HP i

j1 ր U
↑
j1,

a clear contradiction with the definition of the stopping time τ
↑
t .�

3.2 Robust detection of maximal risk

Let us consider the time-consistent risk measures Φ1 and Φ2. Let us denote by U1

(U2) the upper Snell envelope of H with respect to Φ1 (Φ2). Let us assume that

the risk measures satisfy the order relation

(32) Φ1 ≤ Φ2,

in the sense that

ρ1
t (X) ≤ ρ2

t (X), R − a.s.,

for each X ∈ L1(F , R) and t ∈ {0, 1, . . . , T}. Then it is clear that

(33) U1
t ≤ U2

t , R − a.s.

For i = 1, 2, the minimal stopping time of 0-maximal risk with respect to Φi is given

by

θi := inf{t ≥ 0 | U i
t = Ht},

due to Theorem 3.3. The relationship

(34) θ2 ≤ θ1,

holds true due to (33). It has an interesting interpretation in the following context.

Let Q be a class of probability measures which defines a time-consistent coherent

risk measure in L1, say Φ1. If we interpret the class Q from the point of view of

choice theory, as a family of priors, then the stopping time θ1 solves a robust problem

of monitoring. We express our knowledge about the “exactness” of a model Q ∈ Q

with the penalty α(Q). Assume that the pair (Q, α) induces a time-consistent

convex risk measure Φ2. The order relationship (32) holds true. Thus, dates of

maximal risk for the risk measures Φ1 and Φ2 satisfy the relationship (34). Loosely

speaking, the penalty function α has the effect of a more exact and early detection

of maximal risk.
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