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42023 Saint-Etienne Cedex 2, France

Nicole El Karoui†

LPMA, UMR 7599, Université Paris VI
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Abstract

We study the class of Azéma–Yor processes defined from a general semi-

martingale with a continuous running supremum process. We show that they arise

as unique strong solutions of the Bachelier stochastic differential equation which

we prove is equivalent to the Drawdown equation. Solutions of the latter have the

drawdown property: they always stay above a given function of their past supre-

mum. We then show that any process which satisfies the drawdown property is

in fact an Azéma–Yor process. The proofs exploit group structure of the set of

Azéma–Yor processes, indexed by functions, which we introduce.

Secondly we study in detail Azéma–Yor martingales defined from a non-negative

local martingale converging to zero at infinity. We establish relations between
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Average Value at Risk, Drawdown function, Hardy-Littlewood transform and its

generalised inverse. In particular, we construct Azéma–Yor martingales with a

given terminal law and this allows us to rediscover the Azéma–Yor solution to the

Skorokhod embedding problem. Finally, we characterise Az´ema–Yor martingales

showing they are optimal relative to the concave ordering ofterminal variables

among martingales whose maximum dominates stochasticallya given benchmark.

In [2] Azéma and Yor introduced a family of simple local martingales, associated

with Brownian motion or more generally with a continuous martingale, which they ex-

ploited to solve the Skorokhod embedding problem. These processes, called Azéma–

Yor processes, are simply functions of the underlying processX and its running max-

imumXt = sups≤tXs. They proved to be very useful especially in describing laws

of the maximum or of the last passage times of a martingale andwere applied in prob-

lems ranging from Skorokhod embeddings, through optimal inequalities, to Brownian

penalisations (cf. Azéma and Yor [1], Obłój and Yor [26], Roynette, Vallois and Yor

[28]). The appearance of Azéma–Yor martingales in all these problems was partially

explained with a characterisation in Obłój [25] as the onlylocal martingales which can

be written as a function of the couple(X,Xt).

Recently these processes have seen a revived interest with applications in math-

ematical finance including re-interpration of classical pricing formulae (see Madan,

Roynette and Yor [22]) and portfolio optimisation under pathwise constraints (see El

Karoui and Meziou [9, 10]). In this paper we uncover a more general structure of these

processes and present new characterisations. We explore indepth their properties and

present some further applications of Azéma–Yor processes. We work in a general setup

and extend the concept of Azéma–Yor processesMU (X), as defined in (2) below, to

the context of an arbitrary semimartingale(Xt) with a continuous running supremum

processXt.

We start by studying the (sub)set of Azéma–Yor processesMU (X), indexed by

increasing absolutely continuous functionsU , and show that it has a simple group

structure. This allows to see any semimartingale with continuous running supremum

as an Azéma–Yor process. The main contribution of the Section 2 is to study how

such representation arise naturally. We show that Azéma–Yor processes allow to solve

explicitly the Bachelier equation, which we also identify with the Drawdown equation.

The solutions to the latter satisfy the Drawdown constraintYt ≥ w(Y t). Conversely, if

(Yt) satisfies Drawdown constraint up to timeζ then it can be written asMU
t∧ζ(X) for

some non-negativeX . Further, ifYζ = w(Y ζ) a.s., then the inverse process(Xt∧ζ)
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is stopped upon hitting0 or b. We provide explicit relation between functionU which

generates Azéma–Yor process and functionsw andϕ which feature in the Drawdown

constraint and in the SDEs. This characterises the processes both in a pathwise manner

and differential manner.

Then in Section 3 we specialise further and investigate Azéma–Yor processes de-

fined fromX = N a non-negative local martingale with continuous supremum process

and withNt → 0 ast → ∞. We show how one can identify explicitly Azéma–Yor

processes from their terminal values. In Section 3.3 we discuss the Average Value at

Risk and the Hardy-Littlewood transform in a unified manner using tail quantiles of

probability measures. Then we construct Azéma–Yor martingales with a prescribed

terminal law. This allows us to re-discover, in Section 3.4,the Azéma–Yor [2] solution

to the Skorokhod embedding problem and give it a new interpretation.

Finally, in the last section, we apply the previous results to uncover optimal proper-

ties of Azéma–Yor martingales. More precisely, we show that all uniformly integrable

martingales whose maximum dominates stochastically a given floor distribution are

dominated by an Azéma–Yor martingale in the concave ordering of terminal values.

This problem is an extension of the more intuitive problem, motivated by finance, to

find an optimal martingale for the concave order dominating (pathwise) a given floor

process. It is rather surprising to find that the two problemshave the same solution. We

recover in this way the∆ operator of Kertz and Rösler [20] and give a direct way to

compute it. These dual results are compared with the classical primal result stating that

among all uniformly integrable martingales with a fixed terminal law the Azéma–Yor

martingale has the largest maximum (relative to the stochastic order). Furthermore, in

both problems we can show that any optimal martingale is necessarily an appropriate

Azéma–Yor martingale.

1 The set of Aźema–Yor processes

Throughout, all processes are defined on(Ω,F , (Ft), P ) a filtered probability space

satisfying the usual hypothesis and assumed to be taken right-continuous with left lim-

its (càdlàg), up to∞ included if needed. All functions are assumed to be Borel mea-

surable. Given a process(Xt) we denote its running supremumXt = sups≤tXs.

In what follows, we are essentially concerned with semimartingales with continuous

running supremum, that we callmax-continuous semimartingales. Observe that un-

der this assumption, the processXt = sups≤tXs only increases whenXt = Xt or
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equivalently ∫ T

0

(Xt −Xt)dXt = 0 . (1)

We let τb(X) = τbX = inf{t ≥ 0 : Xt ≥ b} be the first up-crossing time of the

level b by processX , with the standard convention thatinf{∅} = ∞. Note that by

max-continuityXτb(X) = b, if 0 < τb(X) < ∞. With a slight abuse of notation,τ∞X
denotes the explosion time ofX .

1.1 Definition and Properties

There are two different ways to introduce Azéma–Yor processes, and their equivalence

has been proven by several authors (see the comments below).

Definition 1.1. Let (Xt) be a max-continuous semimartingale starting fromX0 = a,

andXt its (continuous) running supremum.

With any locally bounded Borel functionu we associate the primitive functionU(x) =

a∗ +
∫ x
a u(s)ds defined on[a,+∞). The Aźema–Yor process associated withU andX

is defined by one of these two equations,

MU
t (X) := U(Xt) − u(Xt)(Xt −Xt) (2)

or = a∗ +

∫ t

0

u(Xs)dXs. (3)

In consequence,MU (X) is a semimartingale and it is a local martingale whenX is a

local martingale.

Observe that the processMU (X) is càdlàg, sinceU(X) is continuous andu(Xt)(Xt−
Xt) is nonzero only on the intervals of constancy ofXt, where the non regular process

u(Xt) is constant. Moreover the jumps ofMU
t (X) are given explicitly by−u(Xt)(Xt−

Xt−) andMU
t−(X) = MU (Xt−).

We note also that whenu is defined only on some interval[a, b) butU(b) ≤ ∞ is well

defined then we can still defineMU
t (X) for t ≤ τb(X) andMU

τb(X)(X) = U(b) ≤ ∞.

Further, using regularity of paths of(Xt) we have that (2)-(3) hold witht ∧ τb(X) in-

stead oft andu(b) := 0.

The symbolMU (X) is a slight abuse of notation since this process depends ex-

plicitly on the derivativeu rather than the functionU . Azéma and Yor [2] were the

first to introduce these processes when(Xt) is a continuous local martingale. The
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equivalence between (2) and (3) is easy to establish whenu is smooth enough to ap-

ply Itô’s formula, since the continuity of the running supremum implies from (1) that
∫ t
0
(Xt−Xt)du(Xt) ≡ 0. This results may be extended to all bounded functionsu via

monotone class theorem and to all locally bounded functionsu via a localisation argu-

ment. Alternatively, the equivalence can be argued using the general balayage formula,

see Nikeghbali and Yor [23]. The case of locally integrable functionu can be attained

for continuous local martingaleX , as shown in Obłój and Yor [26].

The importance of the family of Azéma–Yor martingales is well exhibited by Obłój

[25] who proves that in the case of a continuous local martingale(Xt) all local martin-

gales which are functions of the couple(Xt, Xt),Mt = H(Xt, Xt) can be represented

as aM = MU (X) local martingale associated with a locally integrable functionu. We

note that such processes are sometimes calledmax-martingales.

1.2 Monotonic transformations and Aźema–Yor processes

We want to investigate further the structure of the set of Az´ema–Yor processes as-

sociated with a max-continuous semimartingale(Xt). One of the most remarkable

properties of these processes is that their running supremum can be easily computed,

when the functionU is non decreasing (u ≥ 0).

We denote byUm the set of such functions, that is absolutely continuous functions

defined on an appropriate interval with a locally bounded andnon negative derivative.

This set is stable by composition, that is ifU andF are inUm, and defined on appro-

priate intervals thenU ◦F (x) = U(F (x)) is inUm. We letU+
m be the set of increasing

functionsU ∈ Um, with inverse functionV ∈ Um, or equivalently of functionsU such

thatu = U ′ > 0 and bothu and1/u are locally bounded. Throughout, when we con-

sider an inverse functionV of U ∈ U+
m then we choosev(y) = V ′(y) = 1/u(V (y)).

In light of (2), then we have

Proposition 1.2. a) LetU ∈ Um,X be a max-continuous semimartingale andMU (X)

be the (U,X)-Aźema–Yor process in(2). Then

MU
t (X) = U(Xt), (4)

andMU (X) is a max-continuous semimartingale.

b) LetF ∈ Um defined on an appropriate interval, so thatU ◦ F is well defined. Then

MU
t

(
MF (X)

)
= MU◦F

t (X).
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Remark 1.3. It follows from point b) above that the set of Azéma–Yor processes in-

dexed byU ∈ U+
m defined on wholeR with U(R) = R, is a group under the operation

⊗ defined by

MU ⊗MF := MU◦F .

Proof. a) In light of (2), whenu is non negative, the Azéma–Yor processMU
t (X) is

dominated byU(Xt), with equality if t is a point of increase ofXt. SinceU is non

decreasing we obtain (4). Moreover, sinceU(X) is a continuous process,MU (X) is a

max-continuous semimartingale and we may take an Azéma–Yor process of it.

b) LetF be inUm, f = F ′ > 0, such thatU ◦ F is well defined. We have from (4)

MU
t

(
MF (X)) = U

(
F (Xt)

)
− u

(
F (Xt)

)
f(Xt)

(
Xt −Xt)

= MU◦F
t (X),

(5)

where we used
(
U(F (x))

)′
= u(F (x))f(x).

The two properties described in Proposition 1.2 are rather simple but at the same

time extremely useful. As we will see, they will be crucial tools in most of the proofs

in the paper. We phrase part b) above for stopped processes and forF = V = U−1 as

a separate corollary.

Corollary 1.4. Let a < b ≤ ∞, U ∈ U+
m a primitive function of a locally bounded

u : [a, b) → (0,∞) such thatU(a) = a∗. LetV : [a∗, U(b)) → [a, b) be the inverse of

U with locally bounded derivativev(y) = 1/u(V (y)).

Then for any max-continuous semimartingale(Xt),X0 = a, stopped at the timeτb =

τb(X) = inf{t : Xt ≥ b} we have

Xt∧τb = MV
t∧τb(M

U (X)). (6)

From the differential point of view, on[0, τb),

dYt := dMU
t (X) = u

(
Xt

)
dXt, dXt = v

(
Y t

)
dYt. (7)

Consideru as above withb = U(b) = ∞. As a consequence of the above, any max-

continuous semimartingale(Xt) can be seen as an Azéma–Yor process associated with

U . Indeed,Xt = MU
t (Y ) with Yt = MV

t (X). In the following section we study how

such representations arise in a natural way.
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2 The Bachelier–Drawdown equation

In his paper ”Théorie des probabilités continues”, published in 1906, French mathe-

matician Louis Bachelier [3] was the first to consider and study stochastic differential

equations. Obviously, he didn’t prove in his paper existence and uniqueness results but

focused his attention on some particular types of SDE’s. In this way, he obtained the

general structure of processes with independent increments and continuous paths, the

definition of diffusions (in particular, he solved the Langevin equation), and general-

ized these concepts to higher dimensions.

2.1 The Bachelier equation

In particular, Bachelier [3, pp.287–290] considered and ”solved” an SDE depending

on the supremum of the solution, dYt = ϕ(Y t)dXt which we call the Bachelier equa-

tion. LetU ∈ U+
m andV ∈ U+

m its inverse function with derivativev. From (3) and

(4) we see that the Azéma–Yor processY = MU (X) verifies the Bachelier equation

for ϕ(y) = 1/v(y). Now, we can solve the Bachelier equation as an inverse problem.

We present a rigorous and explicit solution to this equationwhich proves to be sur-

prisingly simple. We note that a similar approach is developed in Revuz and Yor [27,

Ex.VI.4.21].

Theorem 2.1. Let (Xt : t ≥ 0), X0 = a, be a max-continuous semimartingale.

Consider a positive Borel functionϕ : [a∗,∞) → (0,∞) such thatϕ and 1/ϕ are

locally bounded. LetV (y) = a+
∫ y
a∗

ds
ϕ(s) , andU its inverse defined on(a, V (∞)).

The Bachelier equation

dYt = ϕ(Y t)dXt, Y0 = a∗ (8)

has a strong, pathwise unique, max-continuous solution defined up to its explosion time

τ∞Y = τ
V (∞)
X given byYt = MU

t (X), t < τ
V (∞)
X .

WhenX is a continuous local martingale it suffices to assume that1/ϕ is a locally

integrable function.

Proof. The assumptions onϕ imply thatV and thereforeU are inU+
m with U(a) = a∗.

With the version ofu = ϕ(V ) we choose, Definition 1.1 gives that the Azéma–Yor

processMU (X) verifies

dMU
t (X) := u(Xt)dXt = ϕ(MU

t (X))dXt, t < τ
V (∞)
X .
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Furthermore, onτV (∞)(X) < ∞, MU
τV (n)(X) = U(V (n)) = n and we see that if

V (∞) <∞ thenτV (∞)
X is the explosion time ofMU (X). So,MU is a solution of (8).

Now letY be a max-continuous solution to the equation (8). Definition1.1 and (8) im-

ply that dMV
t (Y ) = dXt on [0, τ∞Y ). It follows from Corollary 1.4 thatYt = MU

t (X)

andτV (∞)
X is the explosion timeτ∞Y of Y .

The above extends to more generalϕ wheneverU, V andMU (X) are well defined.

WhenX is a continuous local martingale, to defineV andU it is sufficient (and nec-

essary) to assume1/ϕ is locally integrable. ThatMU (X) is then well defined follows

from Obłój and Yor [26].

The above extends naturally to the case whena anda∗ are someF0-measurable

random variables. It suffices to assume thatϕ is well defined on[l,∞) where−∞ ≤ l

is the lower bound of the support ofa∗. We could also considerX which is only de-

fined up to its explosion timeτ∞X which would induceτ∞Y = τ∞X ∧ τV (∞)
X .

In Section 3 we will also consider the case whenϕ ≡ 0 on (r,∞) and then(Yt) is

stopped upon hittingr.

Finally note that under a stronger assumption thatX has no positive jumps,any so-

lution of the Bachelier equation has no positive jumps and hence is a max-continuous

semimartingale.

2.2 Drawdown constraint and Drawdown equation

In various applications, in particular in financial mathematics one is interested in pro-

cesses which remain above a (given) functionw of their running maximum. The pur-

pose of this section is to show that Azéma–Yor processes provide a direct answer to

this problem when the underlying processX is positive. The following notion will be

central throughout the rest of the paper.

Definition 2.2. Given a functionw, we say that a c̀adlàg process(Mt) satisfiesw-

drawdown(w-DD) constraint up to the (stopping) timeζ, if min{Mt−,Mt} > w(M t)

for all 0 ≤ t < ζ a.s.

We will see in Section 3 that for a local martingaleM it suffices to imposeMt >

w(M t) in the above definition.

Azéma–Yor processes,Y = MU (X) defined from apositive max-continuous

semimartingaleX and functionU ∈ U+
m provide an example of such processes with
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DD-constraint functionw defined fromU andV = U−1 by:

w(y) = h(V (y)) = y − V (y)/v(y), where h(x) = U(x) − xu(x). (9)

Indeed, thanks to the positivity ofX andu, and to the characterisation of the left-

continuous processYt− in D have:

Yt− = U(Xt) − u(Xt)Xt + u(Xt)Xt− > U(Xt) − u(Xt)Xt = h(Xt) = w(Y t) .

(10)

The converse is possibly more interesting. We show below that if we start with a given

w thenMU (X), whereU = V −1 andV is given in (11), satisfies thew-DD constraint.

Furthermore, it turns out that all processes which satisfy adrawdown constraint are

of this type. More precisely, given a max continuous semimartingaleY satisfying

thew-DD constraint we can find explicitlyX such thatY is the Azéma–Yor process

MU (X). Moreover, the first instantY violates the drawdown constraint is precisely

the first hitting time to zero ofX . For a precise statement we need to introduce the set

of admissible functionsw:

Definition 2.3. We say thatw : [a∗,∞] → R is a drawdown functionif it is non-

decreasing and there existsrw ≤ ∞ such thaty − w(y) > 0 is locally bounded and

locally bounded away from zero on[a∗, rw) andw(y) = y for y ≥ rw .

We imposew non-decreasing as it is intuitive for applications. It willalso arise

naturally in Section 3. We introduced hererw as it gives a convenient way to stop the

process upon hitting a given level and again it will be used inSection 3. If a drawdown

functionw is defined on[a∗,∞) then we putw(∞) = limy↑∞w(y) and the above

definition requires thatw(∞) = ∞. In fact for the results in this section it is not

necessary to require any monotonicity fromw or thatw(∞) = ∞, we comment this

below.

We let τ0(X) = τX0 = inf{t : min{Xt−, Xt} ≤ 0} and note that whenX is non-

negative thenXτX0
≥ 0. Further letζw(Y ) = ζYw = inf{t : min{Yt−, Yt} ≤ w(Y t)}.

As mentioned before, definitions of bothτ0 andζw simplify for local martingales, see

Lemma 3.1 and Corollary 3.2 in Section 3.

Theorem 2.4. Consider a drawdown functionw of Definition 2.3 andV solution of

the ODE(9), V (a∗) = a > 0, given as

V (y) = a exp

(∫ y

a∗

1

u− w(u)
du

)
, y ≥ a∗. (11)
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For (Xt), X0 = a, a non-negative max-continuous semimartingale andζ := τ0(X) ∧
τV (rw−)(X) the Drawdown equation

dYt =
(
Yt− − w(Y t)

) dXt

Xt−

, t < ζ, (12)

has a pathwise unique max-continuous solution,Y0 = a∗, which satisfiesw-DD con-

straint on [0, ζ), given byYt = MU
t (X), whereU is the inverse ofV . We have

ζw (Y ) = ζ and furtherYζYw = w(Y ζYw ) on{Xζ ∈ {0, V (rw−)}}.

Conversely, given(Yt), Y0 = a∗, a max-continuous semimartingale satisfyingw-DD

constraint up toζ := ζw(Y ), there exists a pathwise unique max-continuous semi-

martingale(Xt : t < ζ),X0 = a, which solves(12). X may be deduced fromY by the

Aźema–Yor bijectionXt = MV
t (Y ) andζ = τ0(X) ∧ τV (rw−)(X).

Remark 2.5. NaturallyV (y) ≡ ∞ for y ≥ rw. HoweverV (rw−) could be both finite

or infinite and consequentlyτV (rw−)(X) can be both a hitting time of a finite level or

the explosion time forX .

Observe that{Xζ ∈ {0, V (rw−)}} could be larger than{ζ < ∞}. This will be the

case in Section 3 whereXt → 0 as t → ∞ and in factXζ ∈ {0, V (rw−)} a.s.

Naturally, we also haveYζYw− = w(Y ζYw ) on{Xζ− ∈ {0, V (rw−)}}. Note also that in

the converse part of the theorem we could haveYζ < w(Y ζ) which would correspond

toXζ < 0.

Remark 2.6. It will be clear from the proof that the theorem holds withoutassuming

any monotonicity onw or thatw(∞) is defined and equal to∞. The only change is that

YζYw = w(Y ζYw ) on {Xζ = V (rw−)} if and only if w(rw) = rw and if V (∞) < ∞,

for whichw would have to decrease faster than linear, thenY explodes atτV (∞)
X .

Proof. Expression forV in terms ofw follows asv(y) = V (y)/(y−w(y)). Note that

V (∞) = ∞. Hence, fort < ζ, Yt = MU
t (X) is well defined and recall from Corollary

1.4 thatXt = MV
t (Y ) andXt = V (Y t). Direct computation yields

Yt− − w(Y t) = Yt− − U(Xt) + u(Xt)Xt = u(Xt)Xt− .

Thanks to the positivity ofu andX andX− on t < ζ, we have thatYt−, Yt > w(Y t)

and it follows from (3) thatY = MU (X) solves (12).

Now consider anyY , a max-continuous solution of (12),min{Yt−, Yt} > w(Yt) for

t < ζ. Then, using (2) and (3), we have

dYt
Yt− − w(Y t−)

=
v(Y t)

MV
t−(Y )

dYt =
dMV

t (Y )

MV
t−(Y )

.

10



SinceY is solution of (12),X andMV (Y ) have the same relative stochastic differ-

ential, and the same initial condition. Then, there are undistinguable processes and

Corollary 1.4 yieldsYt = MU
t (X).

Finally, whenXζ = 0 (resp.Xζ = V (rw−)) we haveYζ = U(Xζ) − u(Xζ)Xζ =

w(V (Xζ)) = w(Y ζ) (resp.Yζ = rw = Y ζ = w(Y ζ)) andζ = ζw(Y ). If Xζ /∈
{0, V (rw−)} thenXζ− = 0 or ζ = ∞ and in both casesζ = ζw(Y ). thatζ = ζw(Y ).

Consider now the second part of the theorem. We can rewrite (12) as

dYt
Yt− − w(Y t)

=
dXt

Xt−

, t < ζ. (13)

This equation defines without ambiguity a positive processX starting fromX0 = a >

0. By assumption onw, the solutionV of (9) is a positive finite increasing function on

[a∗, rw), V (y)/v(y) = y − w(y). PutX̂t = MV
t (Y ), and observe that the differential

properties ofV imply that X̂t = v(Y t)(Yt − w(Y t)) > 0, for t < ζ. Then, the

stochastic differential ofMV
t (Y ) = X̂t is

dX̂t = v(Y t)dYt = X̂t−(Yt− − w(Y t))
−1dYt,

and hence botĥX andX are solutions of the same stochastic differential equationand

have the same initial conditions. So, they are undistinguishable processes. Identifica-

tion of ζ follows as previously.

Naturally, sinceY = MU (X) solves both the Bachelier equation (8) and the Draw-

down equation (12) these equations are equivalent. We phrase this as a corollary in the

caseζ = ∞ a.s. in (12).

Corollary 2.7. Let (Xt : t ≥ 0), X0 = a, be a positive max-continuous semimartin-

gale,τX0 = ∞ a.s., andϕ, V as in Theorem 2.1 withV (∞) = ∞. Then, the Bachelier

equation(8) is equivalent to the Drawdown equation(12) wherew andV are linked

via (9) or equivalently via(11).

The Drawdown equation (12) was solved previously by Cvitanić and Karatzas [7]

for w(y) = γy, γ ∈ (0, 1) and recently by Elie and Touzi [11]. The use of Azéma–Yor

processes simplifies considerably the proof and allows for ageneralw andX . We have

shown that this equation has a unique strong solution and is equivalent to the Bachelier

equation.

Note that we assumedX is positive. The quantity dXt/Xt− has a natural inter-

pretation as the differential of the stochastic logarithm of X . In various applications,
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such as financial mathematics, this logarithm process is often given directly sinceX is

defined as a stochastic exponential in the first place.

An Illustrative Example. Let X be a positive max-continuous semimartingale such

thatX0 = 1. LetU be the power utility function defined onR+ byU(x) = 1
1−γ x

1−γ

with 0 < γ < 1 andu(x) = x−γ its derivative. The inverse functionV of U is

V (y) = ((1 − γ)y)1/(1−γ) and its derivative isv(y) = ((1 − γ)y)γ/(1−γ).

Then the (power) Azéma–Yor process is

MU
t (X) = Yt =

1

1 − γ
(Xt)

1−γ
(
γ + (1 − γ)

Xt

Xt

)
= Y t

(
γ + (1 − γ)

Xt

Xt

)
.

SinceX is positive,Yt > w(Y t) = γY t. The drawdown functionw is the linear one,

w(y) = γy.

The process(Yt) is a semimartingale (local martingale ifX is a local martingale) start-

ing from Y0 = 1, and staying in the interval[γY t, Y t]. Since the power functionU

is concave, we also have an other floor processZt = U(Xt). Both processesZt and

γY t = γZt are dominated byYt. They are not comparable in the sense that in general

at time t either of them can be greater. We study floor processZ in more detail in

Section 4.2.

The Bachelier-Drawdown equation (8)-(12) becomes here

dYt = X
−γ

t dXt =
(
(1 − γ)Y t

)− γ
1−γ dXt

= (Yt− − γY t)
dXt

Xt−
.

(14)

As noted above, this equation, for a class of processesX , was studied in Cvitanić

and Karatzas [7]. Furthermore, in [7] authors in fact introduced processesMU (X)

whereU is the a power utility function, and used them to solve the portfolio optimi-

sation problem with drawdown constraint of Grossman and Zhou [15] (see also [11]).

Using our methods we can simplify and generalize their results and show that the port-

folio optimisation problem with drawdown constraint, for ageneral utility function and

a general drawdown function, is equivalent to an unconstrained portfolio optimisation

problem with a modified utility function. We develop these ideas in a separate paper.
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3 Setup driven by a non-negative local martingale con-

verging to zero

In previous section we investigated Azéma–Yor processes build from a non-negative

semimartingale as solutions to the Drawdown equation (12).We specialise now fur-

ther and study in detail Azéma–Yor processes associated toX = N a non-negative

local martingale converging to zero at infinity. The maximumof N has a universal

law which, together withN∞ = 0, allows to write Azéma–Yor martingales explic-

itly from terminal values, see Sections 3.1-3.2. Our study exploits tail quantiles of

probability measures and is intimately linked with the Average Value at Risk and the

Hardy–Littlewood transform of a measure, as explored in Section 3.3. Finally, com-

bining these results with Theorem 2.4, we construct Azéma–Yor martingales with pre-

scribed terminal distributions and in particular obtain the Azéma–Yor [2] solution of

the Skorokhod embedding problem.

3.1 Universal properties ofX = N

A non-negative local martingale(Nt) is a supermartingale and it is a (true) martingale

if and only if ENt = EN0, t ≥ 0. We also have that ifNt orNt− touch zero thenNt

remains in zero (see e.g. Dellacherie and Meyer [8, Thm VI.17]).

Lemma 3.1. Consider a non-negative local martingale(Nt) with N0− := N0 > 0.

Then

τ0(N) = inf{t : Nt = 0 or Nt− = 0} = inf{t : Nt = 0} (15)

andNu ≡ 0, u ≥ τ0(N).

This yields an immediate simplification of thew-DD condition. In fact in Definition

2.2 and definition ofζw(Y ) on page 9 it suffices to comparew(Y t) with Yt instead of

Yt andYt−.

Corollary 3.2. Let w be a drawdown function of Definition 2.2 and(Yt) a max-

continuous local martingale withYζ = w(Y ζ) a.s. on{ζ < ∞}, whereζ = inf{t :

Yt ≤ w(Y t)}. ThenY satisfiesw-DD condition up to timeζw(Y ) = ζ.

Proof. Assumerw = ∞ and letNt = MV
t (Y ) whereV is given via (11). Using

(9)–(10), similarly as in the proof of Theorem 2.4, and Definition 1.1,(Nt : t ≤ ζ) is

a non-negative max-continuous local martingale andζ = inf{t : Nt = 0}. Using (15)
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we haveζ = τ0(N) and our assumptions also giveNζ = 0 on {ζ < ∞}. It follows

from Theorem 2.4 thatYt = MU (X)t, U = V −1 satisfies thew-DD constraint up to

ζ andζ = τ0(N) = ζw(Y ). For the caserw < ∞ it suffices to note that all processes

are max-continuous and hence the first hitting times forN t andN t− are equal.

Throughout this and following sections, we assume that

(Nt : t ≥ 0) is a non-negative max-continuous local martingale, Nt−−−→
t→∞

0 a.s.

(16)

We recall some well known results on the distribution of the maximum ofN (see

Exercice III.3.12 in Revuz-Yor [27]). We assume thatN0 is a constant. IfN0 is random

all results should be read conditionally onF0.

Proposition 3.3. Consider(Nt) in (16)withN0 > 0 a constant.

a) The random variableN0/N∞ is uniformly distributed on[0, 1].

b) The same result holds for the conditional distribution inthe following sense: let

N t,∞ = supt≤u≤∞Nu then

P(K > N t,∞| Ft) = (1 −Nt/K)+

i.e.N t,∞ has the sameF t-conditional distribution asNt/ξ whereξ is an independent

uniform variable on [0,1].

c) Let ζ = τ0(N) ∧ τb(N) = inf{t : Nt /∈ (0, b)}, b > N0. (Nt∧ζ) is a bounded

martingale andNζ ∈ {0, b}. Furthermore,N ζ = N∞∧b is distributed as(N0/ξ)∧b,
whereξ is uniformly distributed on[0, 1].

Remark. a) Given the event{N ζ < b} = {Nζ = 0},N0/Nζ is uniformly distributed

on (N0/b, 1]. The probability of the event{Nζ = b} isN0/b.

b) Any non-negative martingaleN stopped atζ, with Nζ ∈ {0, b} a.s., may be ex-

tended into a local martingale (still denoted byN ) as in (16), by puttingNt :=

Nζ + 1{Nζ=b}
(N ′

t −N ′
ζ), t > ζ, whereN ′ is another local martingale as in (16).

Proof. a) Let us consider the Azéma–Yor martingale associated with (Nt) and the

functionU(x) = (K − x)+, whereK is a fixed real≥ 1. Thanks to the positivity of

(Nt), the martingaleMU (N) is bounded byK,

0 ≤MU
t (N) = (K −N t)

+ + 1{K>Nt}
(N t −Nt) = 1{K>Nt}

(K −Nt) ≤ K.

SoMU
t (N) is a uniformly integrable martingale, andEMU

∞(N) = MU
0 (N). In other

terms, forK > N0,K P(K > N∞) = K−N0, or equivalentlyP
(
N0

N∞

≤ N0

K

)
= N0

K ,
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for anyK ≥ N0. That is exactly the desired result.

b) This result is the conditional version of the previous one. The reference process is

now the process(Nt+h : h ≥ 0) adapted to the filtrationF t+h, local martingale for

the conditional probability measureP(.| F t).

c) From (15) and sinceN is non-negative and max-continuous it follows thatτ0(N) ∧
τb(N) = inf{t : Nt /∈ (0, b)} and thatNζ = b, or0. Then, we have thatN ζ = N∞∧b
since whenNζ = b, the maximumN ζ is also equal tob.

Remark about last passage times.Recently, for a continuous local martingaleN ,

Madan, Roynette and Yor [22] have interpreted the event{K > NT,ζ} in terms of

the last passage timegK(N) over the levelK, as{K > NT,ζ} = {gK(N) < T }.

Our last Proposition yields immediately their result: the normalized Put pay-off is the

conditional probability of{gK(N) < T }: (1 −NT /K)+ = P(gK(N) < T | FT ). In

particular we obtain the whole dynamics of the put prices:

E
[
(K −NT )+| F t

]
= K P(gK(N) < T | Ft), t ≤ T,

and the initial prices(t = 0) are deduced from the distribution ofgK . In the geomet-

rical Brownian motion framework withN0 = 1, the Black-Scholes formula just com-

putes the distribution ofg1(N) asP(g1 < t) = N (
√
t/2) −N (−

√
t/2) = P(4B2

1 ≤
t), whereB1 is a standard Gaussian random variable andN (x) = P(B1 ≤ x) the

Gaussian distribution function (See also Madan, Roynette and Yor [22]).

Financial framework. AssumeS to be a max-continuous non negative submartingale

whose instantaneous return by time unit is an adapted process λt ≥ 0 defined on a

filtered probability spaced(Ω,F , (Ft),P). For instance,S is the current price of a

stock under the risk neutral probability in a financial market with short rateλt. Put dif-

ferently,S̃t = exp(−
∫ t
0
λsds)St is an(Ft)-martingale. We assume that

∫ ∞

0
λsds =

∞ a.s. Letζ be an additional r.v. with conditional tail functionP(ζ ≥ t|F∞) =

exp(−
∫ t
0
λsds). ThenXt = St1t<ζ is a positive martingale with negative jump to

zero at timeζ with respect to the enlarged filtrationGt = σ(Ft, ζ ∧ t). Since theG-

martingaleX goes to zero at∞, the random variableXζ = Sζ is distributed as1/ξ,

whereξ is uniformly distributed on[0, 1]. In particular, for any bounded functionh

E[h(Sζ)] = E

[∫ ∞

0

e−
R

α

0
λsdsh(Sα)λαdα

]
=

∫ 1

0

h(S0/u)du.

In consequence we have access to the law of the properly discounted maximum of the

positive submartingaleS. We stress that this is contrast to the more usual setting when
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one only has access to the maximum of the discounted price process, cf. Grossman and

Zhou [15]. We could also derive a conditional version of the equation above represent-

ingU(St) as a potential of the future supremumSt,u. Such representation find natural

applications in financial mathematics, see Bank and El Karoui [4].

3.2 Aźema–Yor martingales with given terminal values

We describe now all local martingales whose terminal valuesare Borel functions of

the maximum of some non-negative local martingale. This will be used in subsequent

sections, in particular to construct Azéma–Yor martingales with given terminal distri-

bution and solve the Skorokhod embedding problem. We start with a simple lemma

about solutions to a particular ODE.

Lemma 3.4. Let h be a locally bounded Borel function defined onR
+, such that

h(x)/x2 is integrable away from zero. LetU be the solution of the ordinary differ-

ential equation (ODE)

∀x > 0 U(x) − xU ′(x) = h(x), such that lim
x→∞

U(x)/x = 0 . (17)

a) The solutionU is given by

U(x) = x

∫ ∞

x

h(s)

s2
ds =

∫ 1

0

h(
x

s
)ds, x > 0. (18)

b) Let hb(x) := h(x ∧ b) be constant on(b,∞). The associated solutionUb(x) =
∫ 1

0 h(xs ∧ b)ds = Ub(x ∧ b) is constant on(b,∞), andUb(x) = hb(x) = h(b).

c) Leth(m,x) = h(x∨m) be constant on(0,m). The associated solutionU(m,x) is

affineU(m,x) = U(m) − U ′(m)(m − x) for x ∈ (0,m).

Remark 3.5. We considered hereU on (0,∞) but naturally ifh is only defined for

x > a > 0 then we considerU also only forx > a > 0. Note that to defineUb

it suffices to have a locally integrableh defined on(0, b]. We then puth(x) = h(b),

x > b.

Proof. Formula (18) is easy to obtain using the transformation(U(x)/x)′ = −h(x)/x2

and the asymptotic condition in (17). Both b) and c) follow simply from general solu-

tion (18).

This analytical lemma allow us to characterize Azéma–Yor martingales from their

terminal values. This extends in more details the ideas presented in El Karoui and

Meziou [10, Propositon 5.8].
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Proposition 3.6. Consider(Nt) in (16)withN0 > 0 a constant.

a) Leth be a Borel function such thath(x)/x2 is integrable away from0, andU the

solution of the ODE(17) given via(18). Thenh(N∞) is an integrable random vari-

able and the closed martingaleE
(
h(N∞)| F t

)
, t ≥ 0, is the Aźema–Yor martingale

MU (N).

b) For a functionU with locally bounded derivativeU ′ and withU(x)/x → 0 as

x → ∞, the Aźema–Yor local martingaleMU (N) is a uniformly integrable martin-

gale if and only ifh(x)/x2 is integrable away from zero, whereh is now defined via

(17).

Proof. We start with the proof of a). We have

E |h(N∞)| =

∫ 1

0

|h(N0/s)|ds = N0

∫ ∞

N0

|h(s)|/s2 ds <∞,

since we assumed thath(x)/x2 is integrable away from0. To study the martingale

Ht = E
(
h(N∞)| F t), we use thatN∞ = N t ∨ N t,∞. From Proposition 3.3, the

running supremumN t,∞ is distributed asNt/ξ, for an independent r.v.ξ uniform on

[0, 1]. The martingaleHt is given by the following closed formulaHt = E
(
h
(
N t ∨

(Nt/ξ))| F t

)
that is

Ht =

∫ 1

0

h(N t ∨ (Nt/s))ds = U(N t, Nt) = U(N t) − U ′(N t)(N t −Nt),

where in the last equalities, we have used Lemma 3.4.

To prove partb) it suffices to observe thatMU
t (N) → MU

∞−

(N) = MU
∞(N) =

h(N∞) a.s. and hence integrability ofh(N∞), i.e. integrability ofh(x)/x2 away from

zero, is necessary for uniform integrability ofMU (N). That it is sufficient we proved

in parta).

Remark 3.7. It is not necessary to assume thatN0 is a constant in Proposition 3.6.

However ifN0 is random we have to further assume thatE
∫ 1

0
|h(N0/s)|ds =

∫ ∞

1
E |h(xN0)| dx

x2 <

∞. This holds for example ifN0 is integrable andN0 > ǫ > 0 a.s. We can apply the

same reasoning to the process(Nt+u : u ≥ 0) to see that ifE
∫ 1

0
|h(Nt/s)|ds < ∞

thenU(Nt) = E
(
h(N t,∞)| F t

)
.

Finally, we note that similar consideration as ina) above were independently made in

Nikeghbali and Yor [23].

We stress that the boundary conditionU(x)/x→ 0 asx→ ∞ for (17) is essential

in part a). Indeed, considerNt = 1/Zt the inverse of a three dimensional Bessel
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process. Note thatNt satisfies our hypothesis and it is well known thatNt is a strict

local martingale (cf. Exercise V.2.13 in Revuz and Yor [27]). Then forU(x) = x we

haveMU
t (N) = Nt is also a strict local martingale but obviously we haveU(x) −

U ′(x)x = 0.

Observe thatP(Nζ ∈ {0, b}) = 1 if ζ = inf{t ≥ 0 : Nt /∈ (0, b)}. Then, ifh is

constant on[b,∞) thenh(N∞) = h(N ζ) and the closed martingaleE
(
h(N ζ)| F t∧ζ

)
,

t ≥ 0, is the Azéma–Yor martingaleMUb
t (N) = MUb

t∧ζ(N), whereUb the solution of

the ODE (17) given in point b) of Lemma 3.4.

As shown in Sections 1 and 2, Azéma-Yor processesY = MU (N) generated by an

increasing functionU have very nice properties based on the characterisation of their

maximum asY = U(N). In particular, from Theorem 2.4, the processY satisfies a

DD-constraint and can also be characterized from its terminal value. Recall Definitions

2.2, 2.3 and the stopping timeζw(Y ) from page 9.

Proposition 3.8. Leth be a right-continuous non-decreasing function such thath(x)/x2

is integrable away from0 and putb = inf{x : h(y) = h(x) ∀y ≥ x}.

a) The solutionU of the ODE(17) is then a strictly increasing concave function on

(0, b) and constant and equal toh(b) on (b,∞).

b) LetV be the inverse ofU . Functionw(y) = h(V (y)) given fory < U(b) by (9),

or equivalently(11), and byw(y) = y for y ≥ U(b), is a right-continuous drawdown

function andrw = U(b) = h(b).

c) Consider(Nt) in (16) with N0 > 0 a constant. The uniformly integrable mar-

tingale Yt = MU
t (N) = E[h(N∞)| F t] satisfiesw-DD constraint. Furthermore,

Yt = Yt∧ζw(Y ), Yζw(Y ) = w(Y ζw(Y )) a.s. andζYw = inf{t : Nt /∈ (0, b)}.

Conversely, letw be a right-continuous drawdown function, with functionsV, U, h sat-

isfying a) and b). Then any uniformly integrable martingaleY , satisfying the w-DD

constraint andYζw(Y ) = w(Y ζw(Y )) a.s., is an Aźema–Yor martingaleMU (N) for

some(Nt) as in(16) withN0 = V (Y0) > 0 and such thatNt∧ζw(Y ) = MV
t∧ζw(Y )(Y )

andζYw = inf{t : Nt /∈ (0, V (rw−)}.

Remark 3.9. Note thath, and in consequenceU , need to be defined only forx ≥ N0.

ThenV (y) is defined forU(N0) ≤ y ≤ U(b) with V (U(b)) = b ≤ ∞ and the

drawdown functionw(y) is defined fory ≥ U(N0).

A solutionU of the ODE (17) is strictly increasing if and only ifU > h. But only

increasing and concave solutions are easy to characterize.

Proof. a) Whenh is non-decreasing, from (17) and (18) it is clear thatU is strictly
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increasing until thath becomes constant, and constant after that. Ifh is differen-

tiable, concavity ofU follows since−xU ′′
b (x) = h′(x). The general case follows

by regularisation or can be checked directly using (18) which yields toU ′(x) =
∫ ∞

x (h(s) − h(x))/s2ds =
∫ ∞

0 (h(s) − h(x))+/s2ds.

b) In consequence,V is increasing and convex on[U(0), U(b)) and hence by (9)w(y)

is increasing andw(y) < y for y ∈ (U(0), U(b)). We thus haverw = U(b) but note

that we could havew(U(b)−) both less then or equal toU(b). Integrability properties

of w in Definition 2.3 follow sinceV andU are well defined and we conclude thatw is

a drawdown function. Right-continuity ofw follows from right-continuity ofh. More

precisely, from (17),u = U ′ is right continuous and hence alsoV ′(y) = 1/u(V (y)) is

right-continuous and non decreasing.

c) Identification ofY is given in part a) of Proposition 3.6. The rest follows from

Lemma 3.1, Theorem 2.4 and the fact thatNζ ∈ {0, b} a.s. forζ = inf{t : Nt /∈ (0, b)}
upon noting thatV (rw−) = b.

3.3 On relations betweenAVaRµ, Hardy-Littlewood transform and

tail quantiles

In this section we present results about probability measures, their tail quantile func-

tion, the Average Value at Risk and the Hardy-Littlewood transform. The presentation

is greatly simplified using tail quantiles of measure.

The notation and quantities now introduced will be used throughout the rest of the

paper. Forµ a probability measure onR we denotelµ, rµ respectively the lower and up-

per bound of the support ofµ. We letµ(x) = µ
(
[x,∞)

)
andqµ : (0, 1] → R∪{∞} be

the tail quantile function defined as the left-continuous inverse ofµ, qµ(λ) := inf{x ∈
R : µ(x) < λ}. Whenqµ(λ) is a point of continuity ofµ, thenµ(qµ(λ)) = λ, whereas

if not, µ(qµ(λ)
+) < λ ≤ µ(qµ(λ)). In particular, ifµ(rµ) > 0, rµ = q(0+) is a jump

of µ andrµ = q(0+) = q(λ), if 0 < λ ≤ µ(rµ).

We writeX ∼ µ to denote thatX has distributionµ and recall thatqµ(ξ) ∼ µ for

ξ uniformly distributed on[0, 1].

Assume
∫

R
|s|µ(ds) < ∞ and letmµ =

∫
R
sµ(ds). We define Call function1 Cµ

and barycentre functionψµ by

Cµ(K) =

∫

[K,∞)

(s−K)+µ(ds), ψµ(x) =
1

µ(x)

∫

[x,∞)

sµ(ds), (19)

1This denomination is used in financial literature while the actuarial literature uses rather the notion of

stop-loss function, cf. [18].
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whereK ∈ R, x < rµ. We putψµ(x) = x for x ≥ rµ.

Finally, we also introduce theAverage Value at Riskat the levelλ ∈ (0, 1), given by

AVaRµ(λ) =
1

λ

∫ λ

0

qµ(u) du (20)

which is strictly decreasing on(µ(rµ), 1), equal torµ = qµ(0
+) on (0, µ(rµ)) and

AVaRµ(1) = mµ.

The average value at riskAVaRµ is thus a quantile function of some probability mea-

sureµHL with support(mµ, rµ), which can be defined by

µHL ∼ AVaRµ(ξ), ξ uniform on[0, 1]. (21)

This distribution, called theHardy–Littlewood transformof µ has been intensively

studied by many authors, from the famous paper of Hardy and Littlewod [16]. We

will describe its prominent rôle in the study of distributions of maxima of martingales

in Section 4 below. Recently Föellmer and Schied [12] studied properties ofAVaRµ

as a coherent risk measure. Finally note that hereµ is the law of losses (i.e. negative of

gains) and some authors refer toAVaRµ(λ) asAVaRµ(1 − λ).

As in [12, pp 179–182, p 408, Lemma A.22], it is easy to characterize the Fenchel

transform of the concave functionλAVaRµ(λ) as the Call function. From this property,

we infer a non classical representation of the tail functionµHL(y) as an infimum.

Proposition 3.10. Letµ be a probability measure onR,
∫
|s|µ(ds) <∞.

i) The Average Value at RiskAVaRµ(λ) can be described as,λ ∈ (0, 1),

AVaRµ(λ) =
1

λ
Cµ(qµ(λ)) + qµ(λ) =

1

λ
inf
K∈R

(Cµ(K) + λK). (22)

ii) The Call function is the Fenchel transform ofλAVaRµ(λ), so that

Cµ(K) = sup
λ∈(0,1)

(λAVaRµ(λ) − λK), K ∈ R . (23)

iii) The Hardy-Littlewood tail functionµHL is given for anyy ∈ (mµ, rµ) by

µHL(y) = inf
z>0

1

z
Cµ(y − z). (24)

iv) The barycentre function and its right continuous inverse are related to the Average

Value at Risk and Hardy-Littlewood tail function by

ψµ(x) = AVaRµ(µ(x)), x ≤ rµ, ψ−1
µ (y) = qµ(µ

HL(y)), y ∈ [mµ, rµ]. (25)
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Remark 3.11. From (19) we haveψµ(x) = E[X |X ≥ x], whereX ∼ µ. Then (20)

givesAVaRµ(λ) = E[X |X ≥ qµ(λ)], dqµ(λ)-a.e., which justifies namesexpected

shortfall, or Conditional Value at Riskused forAVaRµ.

Proof. We writeq = qµ.

i) The proof is based on the classical property,q(ξ) ∼ µ for ξ uniformly distributed on

[0, 1]. Then

Cµ(q(λ)) =

∫ 1

0

(q(u) − q(λ))+ du =

∫ λ

0

(q(u)− q(λ)) du = λ(AVaRµ(λ) − q(λ)).

Moreover, the convex functionGλ(K) := Cµ(K) + λK attains its minimum inKλ

such thatµ(Kλ) = λ.

Whenµ(q(λ)) = λ, q(λ) is a minimum of the functionGλ(K), λAVaRµ(λ) =

Gλ(q(λ)), and (22) holds true.

If µ(q(λ)) > λ > µ(q(λ)+) thenµ has an atom inx := q(λ). Gλ has a minimum in

x andG′
λ changes sign discontinuously inx. Then we see thatGλ(q(λ) = Gλ(x) is

linear inλ ∈ (µ(x+), µ(x)).

ii) Convex duality for Fenchel transforms yields (23) from (22).

iii) Using (22) we have, for anyy > mµ andλ ∈ (0, 1):

AVaR(λ) < y ⇔ ∃K such thaty >
Cµ(K)

λ
+K

⇔ ∃K < y such thatλ >
Cµ(K)

y −K
⇔ λ > inf

K<y

Cµ(K)

y −K

(26)

The functioninfK<y
Cµ(K)
y−K = infz>0

1
zCµ(y − z) is decreasing and left-continuous.

We conclude that it is the left-continuous inverse functionof AVaRµ(λ) which isµHL.

iv) By definition,µ(x)AVaRµ(µ(x)) =
∫ µ(x)

0 qµ(u) du =
∫
[x,∞) sµ(ds).

The right-continuous inverseψ−1
µ (y) of the non decreasing left-continuous functionψµ

is defined byψ−1
µ (y) = sup{x : ψµ(x) ≤ y} = sup{x : AVaRµ(µ(x)) ≤ y}. Since,

µHL is the left continuous inverse ofAVaRµ, the following inequalities hold true for

y ∈ [mµ, rµ]: ψ−1
µ (y) = sup{x : µ(x) ≥ µHL(y)} = sup{x : x ≤ q(µHL(y))} =

q(µHL(y)).

We now describe the relationship betweenµ, AVaRµ, ψµ andµHL on one hand,

andwµ, solutionsUµ of (17) whenh(x) = qµ(1/x) and the associated Azéma–Yor

martingalesMUµ(N) on the other hand. It turns out all these objects are intimately

linked together in a rather elegant manner. Some of our descriptions below, in partic-

ular characterisation ofAVaR in a), appear to be different from classical forms in the
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literature. We note that we start withµ and defineh but equivalently we could start

with a non-decresing right-cotninuoush and useh(x) = qµ(1/x) to defineµ.

Recall Definitions 2.2, 2.3 and the stopping timeζw(Y ) from page 9.

Proposition 3.12. Letµ be a probability measure onR,
∫
|s|µ(ds) <∞.

a)Uµ(x) := AVaRµ(1/x) solves(17)with hµ(x) = qµ(1/x), x ≥ 1, andhµ(x)/x2 is

integrable away from zero. In particularUµ is given by(18)andUµ(x) = Uµ(x∧ bµ)
with bµ = 1/µ(rµ). Uµ is concave andVµ(y) = 1/µHL(y) is the inverse function of

Uµ.

b) Letwµ(y) = hµ(Vµ(y)) = qµ(µ
HL(y)) be the function associated withµ by (9) or

equivalently(11), for y ∈ (mµ, rµ), and extended viawµ(y) = y for y ≥ rµ. Then

wµ is a drawdown function,rw = rµ andwµ is the right-continuous inverse of the

barycentre functionψµ. Furthermore,wµ is the hyperbolic derivative ofVµ as defined

by Kertz and R̈osler [21].

c) LetN be as in(16) with N0 = 1 and Yt = M
Uµ
t (N). ThenYt ≥ Uµ(Nt),

Y∞ = Yζwµ (Y ) = qµ
(
1/Nζ

)
is distributed according toµ andY∞ = Uµ(N ζ) =

AVaRµ(1/Nζ) is distributed according toµHL. Furthermore, the process(Yt) is a

uniformly integrable martingale which satisfieswµ-DD constraint andζYwµ = inf{t :

Nt /∈ (0, bµ)} = inf{t : ψµ(Yt) ≤ Y t}.

The same properties hold true for any max-continuous uniformly integrable martingale

Y satisfying thewµ-DD constraint up toζ = ζYwµ andYζ = w(Y ζ) a.s.

Proof. We writeq = qµ, r = rµ, b = bµ = 1/µ(rµ) = Vµ(rµ−).

a) From definition (20) we haveAVaRµ(λ) =
∫ 1

0 q(λs)ds which is exactly the formula

(18). Note that in the caseµ(r) > 0 we haveh(x) = h(b), x ≥ b with b = 1/µ(r).

Uµ is concave by Proposition 3.8. The rest follows sinceAVaRµ is the tail quantile of

µHL, see (21).

b) This follows by part iv) in Proposition 3.10 and the last statement follows from (11)

and Theorem 4.3 in [21].

c) We haveYt ≥ U(Nt) from concavity ofUµ. The rest follows easily from points a)

and b) above together with Proposition 3.8, properties ofq, universal law ofN ζ given

in point c) of Proposition 3.3 and the definition ofµHL in (21).

An illustrative example (continued from page 12) We come back to the example

with linear DD-constraintw(y) = γy, 0 < γ < 1, resulting from functionU(x) =
1

1−γx
1−γ , x ≥ 1. Using Proposition 3.12 we haveY∞ ∼ µ andY∞ ∼ µHL which

we can now easily describe. We haveµHL(y) = 1/V (y) = ((1 − γ)y)1/(γ−1) for
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y ≥ mµ = AVaRµ(1) = U(1) = 1
1−γ . In consequence, the random variableY∞ is

distributed according to aPareto distribution, with shape parametera = mµ = 1
1−γ

and location parameterm = mµ. The mean ofY∞ is am/(a − 1) = (γ(1 − γ))−1.

SinceY∞ = w(Y∞) = γY∞ we see thatY∞ is still distributed according to a Pareto

distribution, with same shape parameter, and location parameterm1 = mγ = γ
1−γ .

Naturally, we could also describeµ usingqµ(λ) = h(1/λ) = γ
1−γλ

γ−1 which, taking

inverses, givesµ(x) =
(

γ
1−γ

1
x

) 1
1−γ

as required.

As a consequence we see that if(Yt) is a max-continuous martingale which satisfies

a linear drawdown constraintYt > γY t until ζ = ζw(Y ) < ∞ a.s. then necessarily

Yζ = γY ζ has a Pareto distribution.

3.4 The Skorohod embedding problem revisited

The Skorokhod embedding problem can be phrased as follows: given a probability

measureµ on R find a stopping timeT such thatXT has the lawµ, XT ∼ µ. One

further requiresT to besmall in some sense, typically saying thatT is minimal. We

refer the reader to Obłój [24] for further details and the history of the problem.

In [2] Azéma and Yor introduced the family of martingales described in Definition 1.1

and used them to give an elegant solution to the Skorokhod embedding problem forX

a continuous local martingale (andµ centered). Namely, they proved that

Tψ(X) = inf{t ≥ 0 : ψµ(Xt) ≤ Xt}, (27)

whereψµ in the barycentre function (19), solves the embedding problem.

We propose to rediscover their solution in a natural way using our methods, based

on the observation that the processX satisfies thewµ-DD constraint up toTψ(X). If

we show the equalityXζ = wµ(Xζ) at timeζ = Tψ(X) , Proposition 3.12 gives us

the result.

Theorem 3.13(Azéma and Yor [2]). Let(Xt) be a continuous local martingale,X0 =

0, 〈X〉∞ = ∞ a.s. andµ a centered probability measure onR:
∫
|x|µ(dx) < ∞,

∫
xµ(dx) = 0. ThenTψ < ∞ a.s.,(Xt∧Tψ) is a uniformly integrable martingale and

XTψ ∼ µ, XTψ ∼ µHL, whereTψ is defined via(27).

With notation of Proposition 3.12, defineNt = M
Vµ
t∧τrµ(X)(X). Then

Tψ = inf{t ≥ 0 : Xt ≤ wµ(Xt)} = inf{t ≥ 0 : Nt ≤ 0} ∧ τbµ(N) (28)

andXt∧Tψ = M
Uµ
t∧Tψ

(N).
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Proof. Let τ = τrµ(X). (Nt : t < τ) is a continuous local martingale withN0 = 1

sinceUµ(1) = 0 thanks toµ being centred. Ifbµ <∞ thenrµ <∞ and(Nt : t ≤ τ)

is a local martingale stopped atinf{t : Nt = bµ} = τ < ∞ a.s. Supposebµ = ∞.

ThenN τ− = limx→rµ V (x) = ∞. This readily implies that〈N〉τ− = ∞ a.s. and in

particularτ0(N) < τ a.s. (cf. Proposition V.1.8 in Revuz and Yor [27]). Note thatthis

applies both for the caserµ finite and infinite. We conclude thatNt∧τ0(N) is as in (16)

and furthermore thatτ0(N) ∧ τbµ (N) < ∞ a.s. Theorem now follows from part c) in

Proposition 3.12.

Remark 3.14. Note that in general only max-continuity of(Xt) would not be enough.

More precisely we need to haveXTψ = wµ(XTψ ) a.s. or equivalently that the process

Nt crosses zero continuously. Also, unlike in Propostion 3.12, we need to assume that

µ is centred to ensure thatN0 = M
Vµ
0 (X) = 1. Finally note that we donotnecessarily

have thatψµ(XTψ ) = XTψ .

4 On optimal properties of AY martingales related to

HL transform and its inverse

In this final section we investigate the optimal properties of Azéma–Yor processes and

of the Hardy-Littlewood transformµ → µHL and its (generalised) inverse operator

∆. We use two orderings of probability measures. We say thatµ dominatesν in the

stochastic order(or stochastically) ifµ(y) ≥ ν(y), y ∈ R. We say thatµ dominates

ν in the increasing convex orderif
∫
g(y)µ(dy) ≥

∫
g(y)ν(dy) for any increasing

convex functiong whenever the expectations are defined. Observe that the latter or-

der is equivalent toCµ(K) ≥ Cν(K), K ∈ R (cf. Shaked and Shanthikumar [29,

Thm. 3.A.1]).

From (23) we deduce instantly that ifµ, ρ are probability measures onR which admit

first moments, then

AVaRµ(λ) ≤ AVaRρ(λ), λ ∈ (0, 1) ⇔ Cµ(K) ≤ Cρ(K), K ∈ R . (29)

UsingAVaRµ(λ) = qµHL(λ) we then obtain

µHL(y) ≤ ρHL(y), y ∈ R ⇔ qµHL(λ) ≤ qρHL(λ), λ ∈ [0, 1]

⇔ Cµ(K) ≤ Cρ(K), K ∈ R,
(30)

so thatρHL dominatesµHL stochastically if and only ifρ dominatesµ in the convex

order.
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4.1 Optimality of Azéma–Yor stopping time and

Hardy-Littlewood transformation

The Azéma–Yor stopping time has a remarkable property thatthe distribution of maxi-

mum of the martingale stopped at this time is known, as a Hardy-Littlewood maximum

r.v. associated withµ (cf. Proposition 3.12). The importance of this result comesfrom

the result of Blackwell and Dubins [5] (see also the concise version of Gilat and Melji-

son [14]) showing that:

Theorem 4.1(Blackwell-Dubins(63)). Let (Pt) be a uniformly integrable martingale

andµ the distribution ofP∞. Then,

P(P∞ ≥ y) ≤ µHL([y,∞)), y ∈ R . (31)

In other words, any Hardy-Littlewood maximal r.v. associated with P∞ dominates

stochasticallyP∞.

In fact µHL is sometimes defined as the smallest measure which satisfies (31). One

then proves the representation (21).

Azéma–Yor martingales, stopped appropriately, are examples of martingales which

achieve equality in (31). We can reformulate this result in terms of optimality of the

Azéma–Yor stopping time, which has been studied by severalauthors ([1], [14], Kertz

and Rösler [19] and Hobson [17]).

Corollary 4.2 (Azéma–Yor [1]). In the setup and notation of Theorem 3.13, the distri-

bution ofXTψ is µHL. In consequence,XTψ dominates stochastically the maximum

of any other uniformly integrable martingale with terminaldistributionµ.

The result is a corollary of Theorem 4.1 and the fact that the maximumXTψ is

a Hardy-Littlewood maximal r.v. associated withµ, which follows from Proposition

3.12. We present however an independent proof based on arguments in Brown, Hobson

and Rogers [6].

Proof. Let (Pt) be a uniformly martingale with terminal distributionµ and chosey ∈
(0, rµ). Observe that for anyK < y the following inequality holds a.s.

1P∞≥y ≤ (P∞ −K)+

y −K
+
y − P∞

y −K
1P∞≥y . (32)

If P is max-continuous then the last term on the RHS is simply−MF
∞(P ) for F (z) =

(z−y)+

y−K and has zero expectation. In general, we can substitute the last term with a

25



greater term
Pτy(P )−P∞

y−K 1P∞≥y which has zero expectation. Hence, taking expecta-

tions in (32) we find

P(P∞ ≥ y) ≤ 1

y −K

∫ ∞

K

(x−K)µ(dx).

Taking infimum inK < y and using (24) we conclude thatP(P∞ ≥ y) ≤ µHL(y).

To end the proof it suffices to observe from the definition ofTψ thatXTψ = wµ(XTψ )

and hence, withPt = Xt∧Tψ , we have a.s. equality in (32) forK = wµ(y) and in

consequenceP(XTψ ≥ y) = µHL(y).

We identified so farµHL as the maximal, relative to stochastic order, possible dis-

tribution of supremum of a uniformly integrable martingalewith a fixed terminal law

µ. We look now at the dual problem: we look for a maximal terminal distribution of

a uniformly integrable martingale with a fixed law of supremum. We saw in (30) that

stochastic order of HL transforms translates into increasing convex ordering of the un-

derlying distributions, and we expect the solution to the dual problem to be optimal

relative to increasing convex order.

Let us fix a distributionν and look at measuresρ,
∫
|x|ρ(dx) < ∞, such thatρHL

stochastically dominatesν: ν(x) ≤ ρHL(x), x ∈ R. We noteSν the set of such

measures. Passing to the inverses, we can express the condition onρ ∈ Sν in terms of

tail quantiles:

ρ ∈ Sν ⇔ qν(λ) ≤ qρHL(λ) = AVaRρ(λ) =
1

λ

∫ λ

0

qρ(u)du, λ ∈ [0, 1], (33)

and where we used (20)-(21). Note that for existence ofρ ∈ Sν it is necessary that

λqν(λ) −−−→
λ→0

0 which is equivalent toxν(x) −−−−→
x→∞

0 . (34)

We have the following theorem which synthesis several results from Kertz and Rösler

[20, 21] as well as adds new interpretation of∆ operator as the inverse ofµ → µHL

and gives a construction ofν∆. The proof is greatly simplified using tail quantiles.

Theorem 4.3. Let ν be a probability measure onR. The setSν is non-empty if and

only if ν satisfies(34). Under (34), Sν admits a minimal elementν∆ relative to the

increasing convex order, which is characterised by

λqνHL∆
(λ) =

∫ λ

0

qν∆(u)du is the concave envelope ofλqν(λ).

Furthermore, ifν = µHL for an integrable probability measureµ, thenν∆ = µ.
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Proof. Assume (34) and letG(λ) be the concave envelope (i.e. the smallest concave

majorant) ofλqν(λ). If there exists a measureν∆ such thatG(λ) =
∫ λ
0 qν∆(u)du then

clearly ν∆ ∈ Sν by definition in (33). Furthermore, since
∫ λ
0
qρ(u)du is a concave

function, we have that

∫ λ

0

qν∆(u)du ≤
∫ λ

0

qρ(u)du, λ ∈ [0, 1], ∀ ρ ∈ Sν . (35)

This in turn, using (29), is equivalent toν∆ being the infimum ofρ ∈ Sν relative to

increasing convex ordering of measures and thus being a solution to our dual problem.

It remains to argue thatν∆ exists. Recall that−∞ ≤ lν < rν ≤ ∞ are respectively

the lower and the upper bounds of the support ofν. Let G̃(x) be the (formal) Fenchel

transform ofλqν(λ):

G̃(x) = sup
λ∈(0,1)

(λqν(λ) − λx) , x ∈ [lν , rν ]. (36)

Observe that̃G(x) ≥ 0 thanks to assumption (34) and by definitionG̃(x) is convex,

decreasing and̃G′(x) ∈ [−1, 0]. This implies that there exists a probability measure

ν∆ such thatG̃(x) =
∫
(y − x)+ν∆(dy) = Cν∆(y). In fact we simply haveν∆(x) :=

−G̃′(x−). SinceG was the concave envelope ofλqν(λ) we can recover it as the dual

Fenchel transform of̃G and, using 22, we have

G(λ) = inf
x∈[lν ,rν ]

(
G̃(x) + xλ

)
=

∫ λ

0

qν∆(u)du, λ ∈ [0, 1], (37)

as required. Note that we could also takex ∈ R above since the infimum is always

attained forx ∈ [lµ, rµ]. Finally, if ν = µHL thenλqν(λ) is concave and equal to
∫ λ
0
qµ(u)du and henceν∆ = µ.

We stress that in the proof we obtain in fact a rather explicitrepresentation which

can be used to constructν∆. Namely we haveν∆(x) = −G̃′(x) with G̃ defined in

(36).

We find it is useful to rephrase conclusions of Theorem 4.3 in martingale terms. Fur-

thermore, we also show that any max–continuous martingale(Pt), P∞ ∼ µ, which

achieves the upper bound on the law of supremum,P∞ ∼ µHL, is of the form

Pt = Xt∧Tψ = M
Uµ
t (N) for someN as in (16).

Theorem 4.4. Let ν be a distribution satisfying(34). For any uniformly integrable

martingale(Pt) such thatP∞ dominatesν for the stochastic order,P∞ dominates

Y∞ ∼ ν∆ for the increasing convex order, whereYt = MUν∆ (N)t is the Aźema–Yor
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martingale associated withν∆ by Proposition 3.12.

Furthermore, ifν = µHL and(Pt) as above is max–continuous withP∞ ∼ µ thenP

is the Aźema–Yor martingaleMUµ(N) for some(Nt) as in(16).

Proof. Let µ ∼ P∞. By Corollary 4.2 the distribution ofP∞ is dominated stochas-

tically by µHL. HenceµHL dominates stochasticallyν andµ ∈ Sν . The first part of

Theorem is then a corollary of Theorem 4.3.

It remains to argue the last statement of the Theorem. SinceP∞ ∼ µ and the distri-

bution ofP∞ dominates stochasticallyµHL it follows from Theorem 4.1 thatP∞ ∼
µHL. We deduce from the proof of Corollary 4.2 that we have an a.s.equality in (32)

for anyy > 0 andK = wµ(y) and hence

{P∞ ≥ wµ(y)} ⊇ {P∞ > y} ⊇ {P∞ > wµ(y)}.

It follows thatP∞ = wµ(P∞). Further, from uniform integrability of(Pt),

EP∞ = EPζwµ (P ) ≤ Ewµ(P ζwµ (P )) ≤ Ewµ(P∞).

In consequencePt = Pt∧ζwµ (P ) and the statement follows withNt = M
Vµ
t∧τrµ(P )(P ),

see Theorem 3.13 and Remark 3.14.

4.2 Floor Constraint and concave order

In this final section we study how Theorem 4.4 can be used to solve different opti-

mization problems motivated by portfolio insurance. Our insight comes in particular

from constrained portfolio optimization problems discussed by El Karoui and Meziou

[9]. In such problems it is more natural to consider conditions of pathwise domination.

We note that it is quite remarkable that these turn out to be equivalent to, potentially

weaker, conditions of ordering of distributions. Finally we remark that in financial

context we often use the increasing concave order between two variables (rather then

convex). This is simply a consequence of the fact that utility functions are typically

concave.

Considerg an increasing function onR+ whose increasing concave envelopeU

is finite and such thatlimx→∞ U(x)/x = 0. Let Nt be as in (16) withN0 = 1.

In the financial context, the floor underlying is modelled byFt = g(Nt). Financial

positions can be modelled with uniformly integrable martingales and we are interested

in choosing the optimal one, among all which dominateFt for all t ≥ 0.
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Proposition 4.5. Let Ft = g(Nt) be the floor process andMs
F denote the set of

uniformly integrable martingales(Pt), with P0 = U(N0) andPt ≥ Ft, t ≥ 0. Then

the Aźema–Yor martingaleMU
t (N) belongs toMs

F and is optimal for the concave

order of the terminal values, i.e. for any increasing concave functionG andP ∈ Ms
F ,

EG(MU
∞(N)) ≥ EG(P∞).

In fact the same result holds in the larger setMw
F of uniformly integrable martingales

(Pt) withP0 = U(N0) andP(P∞ ≥ x) ≥ P(F∞ ≥ x), for all x ∈ R.

Remark 4.6. The process(U(Nt)) is the Snell envelop of(g(Nt)), that is the smallest

supermartingale dominatingg(N), as shown in Galtchouk and Mirochnitchenko [13]

using thatU is an affine function on{x : U(x) > g(x)}.

Proof. From concavity ofU we haveMU
t (N) ≥ U(Nt) ≥ Ft which shows that

MU
t (N) belongs toMs

F . Naturally, it suffices to prove the statement for the larger

setMw
F . Observe thatλU( 1

λ ) is the concave envelope ofλg( 1
λ) onλ ∈ (0, 1). If we

define a probability measureν by ν ∼ g(N∞) thenν(x) = 1
g−1(x) , x ∈ [g(1), g(∞)).

In consequenceλU( 1
λ) is the concave envelope ofλqν(λ). Theorem 4.3 and properties

of AVaR in (20)-(21) imply that

U(
1

λ
) = qνHL∆

(λ) = AVaRν∆(λ).

Using Proposition 3.12 we haveU = Uν∆ andh defined via (17) is given byh(x) =

qν∆(1/x). Finally note that, sinceEP∞ = F0 = EMU
∞(N), increasing convex or-

der, increasing concave order and convex order onP∞ andMU
∞(N) are all equivalent

(cf. Shaked and Shanthikumar [29, Thms 3.A.15 and 3.A.16]).The rest now follows

from Theorem 4.4.

If we want show the above statement only for the smaller setMs
F then we can give

a direct proof as in [10]. Any martingaleX which dominatesFt dominates also the

smallest supermartingaleZt which dominatesFt and it is easy to see thatZt = U(Nt).

From Propositon 3.6 we know thatMt = E[h(N∞)|Ft] is a uniformly integrable

martingale and we also haveM t = U(N t) = Zt (cf. Proposition 1.2). We assumeG

is twice continuously differentiable, the general case following via a limiting argument.

Sinceh is concave,G(y) −G(x) ≤ G′(x)(y − x) for all x, y ≥ 0. In consequence

E

[
G(P∞) −G(M∞)

]
≤ E

[
G′(M∞)(P∞ −M∞)

]
= E

[
G′(h(N∞))(P∞ −M∞)

]

≤ E

∫ ∞

0

G′(h(N t))d(Pt −Mt) + E

∫ ∞

0

(Pt −Mt)G
′′(h(N t))d(h(N t)).

29



The first integral is a difference of two uniformly integrable martingales (note that

N0 > 0) and its expectation is zero. For the second integral, recall thath is increasing

and the support ofd(h(N t)) is contained in the support ofdN t on whichMt = M t =

Zt = Zt ≤ Pt. AsG is concave we see that the integral is a.s. negative which yields

the desired inequality.
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Śeminaire de Probabilit́es, XIII, volume 721 ofLecture Notes in Math., pages

90–115. Springer, Berlin, 1979.
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