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CONVERGENCE OF BIEBERBACH POLYNOMIALS IN

DOMAINS WITH INTERIOR CUSPS

V. V. ANDRIEVSKII AND I. E. PRITSKER

Abstract. We extend the results on the uniform convergence of
Bieberbach polynomials to domains with certain interior zero an-
gles (outward pointing cusps), and show that they play a special
role in the problem. Namely, we construct a Keldysh-type exam-
ple on the divergence of Bieberbach polynomials at an outward
pointing cusp and discuss the critical order of tangency at this in-
terior zero angle, separating the convergent behavior of Bieberbach
polynomials from the divergent one for sufficiently thin cusps.

1. Introduction

Let G be a bounded Jordan domain, z0 ∈ G. Define the Bergman
space L2(G) as the space of square integrable analytic functions with
norm

‖f‖2 :=

(
∫∫

G

|f(z)|2dxdy

)1/2

.

We also use the uniform norm on G in the sequel:

‖f‖∞ := sup
z∈G

|f(z)|.

The Bieberbach polynomial Bn(z), deg Bn ≤ n, is the solution of the
following extremal problem [9]:

‖B′
n‖2 = inf

Pn∈Pn(C)
{‖P ′

n‖2 : Pn(z0) = 0, P ′
n(z0) = 1},(1.1)

where Pn(C) is the class of algebraic polynomials of degree at most n,
with complex coefficients. The conformal mapping ϕ : G → DR0 :=
{z : |z| < R0}, normalized by ϕ(z0) = 0 and ϕ′(z0) = 1, solves the
same extremal problem in the class of all analytic functions f in G,
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satisfying f(z0) = 0 and f ′(z0) = 1. Here, R0 is the inner conformal
radius of the domain G with respect to z0. Moreover,

‖ϕ′ − B′
n‖2 = inf

Pn∈Pn(C)
{‖ϕ′ − P ′

n‖2 : Pn(z0) = 0, P ′
n(z0) = 1}(1.2)

(see, e.g., [14] or [11]). It is clear from (1.2) that

lim
n→∞

B′
n(z) = ϕ′(z) and lim

n→∞
Bn(z) = ϕ(z), z ∈ G,(1.3)

because polynomials are dense in L2(G). A more delicate fact of the
uniform convergence of Bn(z) to ϕ(z) on G was first observed by
Keldysh in 1939 [14], for the domains G with sufficiently smooth bound-
aries. He also constructed an example of a starlike domain, bounded
by a piecewise analytic curve with one singular point, where Bieber-
bach polynomials diverge. A considerable progress in the area has been
achieved by Mergelyan [16], Suetin [25], Simonenko [22], Andrievskii
[2]-[5] and Gaier [11]-[13]. In particular, Andrievskii [2] proved that
the uniform convergence of Bieberbach polynomials holds on G, where
G is any quasidisk, and Gaier [11]-[13] showed that the rate of this
uniform convergence is quite close to the best possible rate in uniform
polynomial approximation of the conformal mapping ϕ.

It is well known that a quasiconformal curve does not allow zero
angles (cusps). The first results on the uniform convergence of Bieber-
bach polynomials in domains with cusps were obtained by Andrievskii
[3]-[4]. Pritsker [20] developed his approach to improve these results
for domains with certain interior zero angles (outward pointing cusps).
The interior zero angles seem to play a special role in this problem, as
Keldysh’s counterexample, although being implicit, but gives impres-
sion that his piecewise analytic boundary curve has an outward cusp
as its only singular point (see [14]). We confirm this by constructing
an example on the divergence of Bieberbach polynomials at an out-
ward pointing cusp (see Theorem 2.2 and its proof). An interesting
problem arising here is to find the critical order of tangency at this
interior zero angle, separating the convergent behavior of Bieberbach
polynomials, exhibited below in Theorem 2.1, from the divergent one
for sufficiently thin cusps. This would give a rather complete answer to
the old question on the geometry of domains with uniform convergence
of Bieberbach polynomials.

Introducing the area orthonormal polynomials {Kn(z)}∞n=0, such that

∫∫

G

Km(z)Kn(z)dxdy =

{

1, m = n,
0, m 6= n,

(1.4)
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one can find the following representation for Bieberbach polynomials
[10, p. 34]:

Bn(z) =

n−1
∑

k=0

Kk(z0)

∫ z

z0

Kk(t)dt

n−1
∑

k=0

|Kk(z0)|
2

, n ∈ N.(1.5)

This gives a constructive method for generating Bieberbach polynomi-
als via the Gram-Schmidt orthonormalization process and for numeri-
cal approximation of the conformal mapping ϕ (see [10]). In addition,
(1.5) indicates the connection with the Bergman kernel function [8]

K(z, z0) =

∞
∑

k=0

Kk(z0)Kk(z) =
ϕ′(z)

πR2
0

, z, z0 ∈ G.(1.6)

It is clear from (1.6) and ϕ′(z0) = 1 that

K(z0, z0) =
∞

∑

k=0

|Kk(z0)|
2 =

1

πR2
0

.(1.7)

Thus, many problems on the convergence of Bieberbach polynomials
are equivalent to those on the convergence of the integrated bilinear
series of (1.6).

2. Convergence and Divergence Results

Let τ be a conformal mapping of the unit disk D onto a quasidisk
(cf. [15]). We say that a Jordan arc γ is quasianalytic if γ = τ([−1, 1])
for such a mapping τ (quasianalytic arcs were introduced in [5]). It is
known that a quasianalytic arc is rectifiable and quasismooth, i.e., it
satisfies the following chord-arc condition, by Lavrentiev:

|γ(z1, z2)| ≤ M |z1 − z2|, ∀ z1, z2 ∈ γ,

where |γ(z1, z2)| is the length of a subarc γ(z1, z2) ⊂ γ, with the end-
points z1, z2, and M ≥ 1 is a constant, depending only on γ. A Jordan
curve is said to be piecewise quasianalytic, if it consists of a finite
number of quasianalytic arcs.

Suppose that G is bounded by a piecewise quasianalytic curve L =
∂G, with the quasianalytic arcs joining at the points {zj}

m
j=1 ⊂ L. Two

quasianalytic arcs Lj ⊂ L and Lj+1 ⊂ L, meeting at zj , form an xp-
type interior zero angle, if there exists a neighborhood of zj such that
in a local coordinate system, with the origin at zj , we have

(x, y) ∈ Lj ⇒ c1x
P ≤ y ≤ c2x

p
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and

(x, y) ∈ Lj+1 ⇒ −c2x
p ≤ y ≤ −c1x

P ,

where P ≥ p > 1 and c1, c2 > 0. With these notations, our result on
the convergence of Bieberbach polynomials is stated below.

Theorem 2.1. If ∂G is piecewise quasianalytic, with xp-type interior

zero angles at the joint points, then there exist q = q(G), r = r(G), 0 <
q, r < 1, and C = C(G) > 0 such that

‖ϕ − Bn‖∞ ≤ C qnr

, n ∈ N.(2.1)

It is worth noting that one cannot have r = 1 in Theorem 2.1, as this
would imply that ϕ is analytic on G, by a well known result (see, e.g.,
[10, p. 27]), which is obviously not the case (cf. Theorem 3.1 below).

A companion divergence result is based on Keldysh’s construction in
[14], but its geometry is made more explicit here.

Theorem 2.2. There exists a domain with piecewise smooth boundary

and one outward pointing cusp, such that Bieberbach polynomials di-

verge at this cusp. Furthermore, the boundary of this domain is analytic

outside of any neighborhood of the cusp point.

One might speculate that the interior zero angle in Theorem 2.2 has
an exponential order of tangency at the cusp point. It would be very
interesting to find the critical order of tangency at this interior zero
angle, separating the convergent behavior of Bieberbach polynomials
in Theorem 2.1, from the divergent one in Theorem 2.2.

Remark 2.3. It is also interesting to note that the boundary of the
domain in Theorem 2.2 (or in Keldysh’s counterexample) cannot be
piecewise analytic, as is claimed in [14]. In other words, the bound-
ary arc, with endpoints meeting at the only irregular boundary point,
cannot be an analytic arc, which is the image of a segment under a
mapping, analytic in a domain containing this segment inside. Indeed,
if this arc is analytic then we can define the angle at the irregular
boundary point, by using one-sided tangents. In the case this angle is
non-zero, we see that the boundary of our domain is quasiconformal, so
that the associated Bieberbach polynomials must converge uniformly
by [2]. Thus divergence is only possible if we have a zero angle at
the irregular point, which translates into an outward pointing cusp in
Keldysh’s construction. However, an analytic arc can only form an
xp-type zero angle, because it cannot have an arbitrarily high order of
contact, as we show in Section 4. Hence we get the uniform convergence
of Bieberbach polynomials again, by Theorem 2.1!
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3. Continuity and Differentiability of a Conformal

Mapping at a Cusp

The results on the behavior of ϕ at an interior zero angle, obtained
in this paper, may be of independent interest. We summarize them
below for convenience of the reader.

Theorem 3.1. Suppose that G has an xp-type interior zero angle at

z ∈ ∂G, which is formed by two quasianalytic arcs. Then there exist

constants C, c > 0 such that

|ϕ(t) − ϕ(z)| ≤ C exp

(

−
c

|t − z|p−1

)

, t → z, t ∈ G.(3.1)

Furthermore,

lim
t→z

t∈G\{z}

ϕ(k)(t)

|t − z|m
= 0, ∀ k, m ∈ N.(3.2)

Corollary 3.2. Suppose that ∂G is piecewise quasianalytic, with xp-

type interior zero angles at the joint points. Then ϕ ∈ C∞(G), i.e.,

ϕ(k) ∈ C(G), ∀ k ∈ N.(3.3)

4. Proofs

Let C, c, c1, c2, . . . denote positive constants, not necessarily the same
at different places. Writing a 4 b, we mean that a ≤ c1b for a constant
c1, which doesn’t depend on a and b. The relation a ∼ b indicates that
c2b ≤ a ≤ c1b, where c1, c2 are independent of a and b.

Our proofs heavily rely on the distortion properties of conformal and
quasiconformal mappings, where we start with the following lemma (see
Andrievskii [6, pp. 97-98]).

Lemma 4.1. Let w = F (ζ) be a K-quasiconformal mapping of the

plane onto itself, such that F (∞) = ∞, ζj ∈ C, wj = F (ζj) (j =
1, 2, 3), and |w1 − w2| ≤ c1|w1 − w3|. Then |ζ1 − ζ2| ≤ c2|ζ1 − ζ3| and

c3

∣

∣

∣

∣

w1 − w3

w1 − w2

∣

∣

∣

∣

1/K

≤

∣

∣

∣

∣

ζ1 − ζ3

ζ1 − ζ2

∣

∣

∣

∣

≤ c4

∣

∣

∣

∣

w1 − w3

w1 − w2

∣

∣

∣

∣

K

,(4.1)

where cj = cj(c1, K), j = 2, 3, 4.

We next introduce the arc lq,a ⊂ D, with the endpoints at ±1, as
the union of two arcs {w = x + iy : y = (x + 1)q/a, −1 < x ≤ 0}
and {w = x + iy : y = (1 − x)q/a, 0 ≤ x < 1}, q, a > 1. If τ is
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the conformal map of D, defining a quasianalytic arc of the boundary
L1 ⊂ ∂G with the cusp points z1 = τ(−1) and z2 = τ(1), then we set

Lq,a := τ(lq,a).

We assume here that τ is extended to a K-quasiconformal homeomor-
phism of the complex plane onto itself, with infinity as a fixed point.
It is clear that Lq,a is an arc connecting z1 and z2 in the exterior of
G. We give estimates for the distance d(ζ, L1) from ζ ∈ Lq,a to L1,
q, a > 1, and also for the distance d(ζ, Lq,a) from ζ ∈ L1 to Lq,a.

Lemma 4.2. If ζ ∈ Lq,a then

min
j=1,2

|ζ − zj|
(q−1)K2+1

4 d(ζ, L1) 4 min
j=1,2

|ζ − zj|
(q−1)/K2+1.(4.2)

Similarly, if ζ ∈ L1 then

min
j=1,2

|ζ − zj |
(q−1)K2+1

4 d(ζ, Lq,a) 4 min
j=1,2

|ζ − zj |
(q−1)/K2+1.(4.3)

Proof. Set t = τ−1(ζ) and x = ℜ t. Assume that x ≥ 0. Since |t− x| <
|t − 1|, we obtain that

|t − 1|1−q ∼

∣

∣

∣

∣

t − 1

t − x

∣

∣

∣

∣

4

∣

∣

∣

∣

ζ − z2

ζ − τ(x)

∣

∣

∣

∣

K

≤

(

|ζ − z2|

d(ζ, L)

)K

,

by Lemma 4.1. Therefore

d(ζ, L) 4 |t − 1|(q−1)/K |ζ − z2|.

Applying (4.1) again, with ζ1 = z2, ζ2 = ζ and ζ3 = z1, we have

|ζ − z2|
K

4 |t − 1| 4 |ζ − z2|
1/K ,(4.4)

which gives the right hand side of (4.2), by the previous inequality.
Let ζ ′ ∈ L be such that d(ζ, L) = |ζ − ζ ′|, and set t′ = τ−1(ζ ′).

Assume that ℜ t′ ≥ 0. Since |ζ − ζ ′| ≤ |ζ − z2|, Lemma 4.1 yields

|ζ − z2|

d(ζ, L)
=

∣

∣

∣

∣

ζ − z2

ζ − ζ ′

∣

∣

∣

∣

4

∣

∣

∣

∣

t − 1

t − t′

∣

∣

∣

∣

K

≤

∣

∣

∣

∣

t − 1

t − x

∣

∣

∣

∣

K

∼ |t − 1|(1−q)K .

Combining the above estimate with (4.4), we also prove the left hand
side of (4.2).

The estimates in (4.3) are obtained by an analogous argument.

Remark 4.3. If we consider lq,a := {z̄ : z ∈ lq,a} ⊂ D and set Lq,a :=

τ(lq,a), then (4.2) holds for any ζ ∈ Lq,a as well.

We now construct an analytic extension of the conformal mapping
ϕ into a domain G̃ containing G.
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Lemma 4.4. Suppose that ∂G is piecewise quasianalytic, with xp-type

interior zero angles at the joint points. Then the mapping ϕ can be

continued conformally into a domain G̃, with the rectifiable boundary

∂G̃ that consists of quasismooth arcs Lq,a, connecting the cusp points

{zj}
m
j=1, such that G ⊂ G̃ and ∂G ∩ ∂G̃ = {zj}

m
j=1.

Furthermore, there exist constants C, c > 0 such that

|ϕ(z) − ϕ(zj)| ≤ C exp

(

−
c

|z − zj |p−1

)

, z ∈ G̃,(4.5)

where j = 1, . . . , m.

Proof. Let Lj , j = 1, 2, . . . , m, be the quasianalytic arc of L = ∂G,
connecting zj and zj+1, which is defined by the corresponding conformal

map τj . Denote the domain, bounded by the arcs lq,a and lq,a, by Sq,a.
It follows from (4.2) and Remark 4.3 that

τj(Sq,a) ∩ τk(Sq,a) = ∅ for j 6= k,

provided we choose a > 0 to be sufficiently small and q to satisfy
(q − 1)/K2 + 1 > P .

On defining

G̃ := G ∪

[

m
⋃

j=1

τj(Sq,a)

]

,

we extend the conformal mapping ϕ into G̃ using the standard reflection
principle:

ϕ(z) :=
R2

0

ϕ
[

τj

(

τ−1
j (z)

)]

, z ∈ τj(Sq,a)\G,(4.6)

where j = 1, . . . , m.
We next proceed to proving (4.5), where we use the method of moduli

of curve families (the method of extremal length). There is no loss of
generality in assuming that zj = 0 ∈ ∂G and that G ∩ DR(0) ⊂ W for
some R > 0, where the wedge W is defined by W := {w = x+iy : |y| <
c1x

p, x > 0}, with p > 1. Fix a point a ∈ G and set d = min(|a|/2, R).
Consider a point z ∈ G, such that |z| < d, and a family of curves Γ,
separating points 0 and z from the point a in G. We need to estimate
the module of Γ, denoted by m(Γ), from below. This is accomplished
with the help of an auxiliary family of curves Γ′, which consists of the
circular arcs γ(r) := {|w| = r} ∩ W , with the radius r varying from
c2|z| to d, c2|z| < r < d. Since the boundary arcs Lj and Lj+1, meeting
at zj = 0, are quasismooth, we can choose c2 such that each curve from
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Γ′ contains a curve from Γ. It follows by the comparison principle (see
Theorem 4-1 in [1, p. 54]) that

m(Γ) ≥ m(Γ′).(4.7)

Let θ(r) be the angular measure of the arc γ(r) ∈ Γ′. It is known (cf.
Theorem 2.6 in [18, p. 77]) that

m(Γ′) =

∫ d

c2|z|

dr

rθ(r)
.(4.8)

Using a simple estimate θ(r) ≤ 2c1r
p−1, p > 1, we conclude by (4.7)

and (4.8) that

m(Γ) ≥

∫ d

c2|z|

dr

2c1rp
=

1

2(p − 1)c1

(

1

(c2|z|)p−1
−

1

dp−1

)

.

Hence

|ϕ(z) − ϕ(0)| 4 e−πm(Γ)
4 exp

(

−
c

|z|p−1

)

, z ∈ G,(4.9)

by Theorem 1 of [7, p. 290] (see also [6, p. 34]). In the case z ∈ G̃ \G,
we obtain from (4.6) and (4.9) that

|ϕ(z) − ϕ(0)| 4 exp






−

c
∣

∣

∣
τj

(

τ−1
j (z)

)∣

∣

∣

p−1






,

with a different c. Applying (4.1) with ζ1 = 0, ζ2 = τj

(

τ−1
j (z)

)

, ζ3 = z

and w1 = −1, w2 = τ−1
j (z), w3 = τ−1

j (z), we conclude that
∣

∣

∣
τj

(

τ−1
j (z)

)∣

∣

∣
∼ |z|,

which implies (4.5) by the previous inequality.

Lemma 4.5. Let G be a Jordan domain, which is symmetric in the

real axis, and let z0 = 0 ∈ G. Assume that ξ ∈ ∂G is real and G ⊂ {z :
ℜ z < ξ}. If the conformal mapping ϕ is not analytic on G, then

lim sup
n→∞

|Bn(x)| = ∞, ∀ x > ξ.(4.10)

Proof. Suppose to the contrary of (4.10) that there exists x0 > ξ such
that the sequence {Bn(x0)}

∞
n=0 is bounded. Then we obtain from (1.5)

and (1.7) that the following sequence is also bounded:

n−1
∑

k=0

Kk(0)

∫ x0

0

Kk(t)dt, n ∈ N.
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This implies, in turn, that
∣

∣

∣

∣

Kn(0)

∫ x0

0

Kn(t)dt

∣

∣

∣

∣

< C, n ∈ N,(4.11)

for some constant C > 0. Note that the orthonormal polynomials
Kn(z) have real coefficients for any n ∈ N, because G is symmetric
about the real axis. Furthermore, we follow the usual convention in
Gram-Schmidt orthonormalization that the leading coefficient of Kn(z)
is positive for any n ∈ N. It follows that each Kn(x) is real valued for
real x, and is positive for x → +∞. Since the zeros of Kn(z) are
contained in the convex hull of G (see [24, p. 31]), we conclude that
Kn(x) has no zeros for x > ξ and that

Kn(x) > 0, x > ξ, n ∈ N.(4.12)

Using Theorem 1.1.4 of [24, p. 4], we obtain that

lim sup
n→∞

‖Kn‖
1/n
∞ ≤ 1(4.13)

and

lim
n→∞

|Kn(x)|1/n = egΩ(x,∞) > 1, x > ξ,(4.14)

where gΩ(x,∞) is the Green function of Ω := C\G with pole at ∞.
Combining (4.12)-(4.14) gives that

lim inf
n→∞

∣

∣

∣

∣

∫ x0

0

Kn(t)dt

∣

∣

∣

∣

1/n

> 1

and that

lim sup
n→∞

|Kn(0)|1/n < 1,(4.15)

by (4.11). Hence the conformal mapping ϕ must have an analytic
continuation through ∂G, by (4.15) and Theorem 2.1 of [19], which
contradicts our assumption.

Proof of Theorem 2.1. We use a known method, based on the
extremal property of Bieberbach polynomials (1.2). Namely, we first
estimate the quantity ‖ϕ′ − B′

n‖2, and then proceed to the uniform
norm case, to prove (2.1).

Recall that the conformal mapping ϕ can be continued, by Lemma
4.4, into a larger domain G̃, whose boundary consists of quasismooth
arcs connecting the cusp points {zj}

m
j=1 ⊂ ∂G. Let γj be a subarc of

∂G̃, with the endpoints zj and zj+1, and let ζj ∈ γj be a fixed point,

j = 1, . . . , m. Note that ζj divides γj into γ1
j and γ2

j , so that ∂G̃ =
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⋃m
j=1

⋃2
i=1 γi

j. Since ∂G̃ is rectifiable, we have by Cauchy’s integral
formula that

ϕ(z) =
1

2πi

∫

∂G̃

ϕ(ζ)

ζ − z
dζ =

1

2πi

m
∑

j=1

2
∑

i=1

∫

γi
j

ϕ(ζ)

ζ − z
dζ

=
1

2πi

m
∑

j=1

2
∑

i=1

∫

γi
j

ϕ(ζ) − ϕ(zj+i−1)

ζ − z
dζ +

1

2πi

m
∑

j=1

ϕ(zj) log
ζj−1 − z

ζj − z
,

for any z ∈ G, where we assume that ζ0 = ζm. It follows that

ϕ′(z) =
1

2πi

m
∑

j=1

2
∑

i=1

∫

γi
j

ϕ(ζ) − ϕ(zj+i−1)

(ζ − z)2
dζ(4.16)

+
1

2πi

m
∑

j=1

ϕ(zj)

(

1

ζj − z
−

1

ζj−1 − z

)

, z ∈ G.

Observe that the second sum

f(z) :=
1

2πi

m
∑

j=1

ϕ(zj)

(

1

ζj − z
−

1

ζj−1 − z

)

represents a function, analytic on G. Hence there exists a sequence of
polynomials {pn}

∞
n=1 and a number R > 1 such that

‖f − pn‖∞ ≤ CR−n, n ∈ N,(4.17)

(see, e.g., Theorem 4 in [10, p. 27]). Consequently, our problem of ap-
proximating ϕ′(z) by polynomials reduces to approximating functions
of the following form

gi,j(z) :=

∫

γi
j

ϕ(ζ) − ϕ(zj+i−1)

(ζ − z)2
dζ,

in view of (4.16). Furthermore, we can consider approximation in the
uniform norm and then pass to L2(G) norm, which suffices for our
purposes. We now set

g(z) := g1,1(z) =

∫

γ

ϕ(ζ) − ϕ(z1)

(ζ − z)2
dζ, γ := γ1

1 ,(4.18)

and study the approximation of this function only, as the other func-
tions gi,j(z) are handled similarly.

Let Φ : Ω → D′ be a conformal map of Ω := C \ G onto D′ := {w :
|w| > 1}, satisfying the conditions Φ(∞) = ∞ and Φ′(∞) > 0. Define
the level curves of Φ by

LR := {z ∈ Ω : |Φ(z)| = R}, R ≥ 1,
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where we set L := L1 = ∂Ω = ∂G. Let GR := Int LR, R > 1, be the
domain bounded by LR. Clearly, if R is sufficiently close to 1, then
γ ∩ LR 6= ∅. Denote γ′ := γ ∩ GR and γ′′ := γ \ γ′, so that γ′′ lies
exterior to LR. Hence the function

h2(z) :=

∫

γ′′

ϕ(ζ) − ϕ(z1)

(ζ − z)2
dζ(4.19)

is holomorphic in GR and is well approximable by polynomials. Namely,
we obtain from Theorem 3 of [23, p. 145] that there exists a sequence
of polynomials {pn}

∞
n=1 such that

‖h2 − pn‖∞ ≤ C
n

(r − 1)2
max
z∈Gr

|h2(z)| r−n, n ∈ N,(4.20)

where C is an absolute constant and r < R. On choosing R = 1+2n−s

and r = 1 + n−s, with s ∈ (0, 1), we estimate

max
z∈Gr

|h2(z)| ≤

∫

γ′′

|ϕ(ζ) − ϕ(z1)|

|ζ − z|2
|dζ | 4

1

min
z∈Gr, ζ∈γ′′

|ζ − z|2

4
1

[d(LR, Lr)]2
,

where d(LR, Lr) is the distance between LR and Lr. Note that

d(LR, Lr) ≥ c(R − r)2,

by a result of Loewner (see [6, p. 61]), which implies

d(LR, Lr) < n−2s.

We conclude that

max
z∈Gr

|h2(z)| 4 n4s,

and, using (4.20),

‖h2 − pn‖∞ 4 n1+2s+4s(1 + n−s)−n
4 n1+6se−n1−s

, n ∈ N.(4.21)

Introducing a companion function

h1(z) :=

∫

γ′

ϕ(ζ) − ϕ(z1)

(ζ − z)2
dζ,

so that

g(z) = h1(z) + h2(z),(4.22)
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we now show that ‖h1‖∞ is sufficiently small. Indeed, we obtain by
Lemma 4.4 and 4.2 that

‖h1‖∞ ≤ max
z∈G

∫

γ′

|ϕ(ζ)− ϕ(z1)|

|ζ − z|2
|dζ | 4

∫

γ′

exp (−c/|ζ − z1|
p−1)

[d(ζ, L)]2
|dζ |

4

∫

γ′

exp
(

−c [d(ζ, L)]
− p−1

K2(q−1)+1

)

[d(ζ, L)]2
|dζ |

4 max
ζ∈γ′

exp
(

−c [d(ζ, L)]
− p−1

K2(q−1)+1

)

[d(ζ, L)]2
.

Since the function x−2 exp(−cx−a), where a, c > 0, is strictly increasing
on an interval (0, x0), we deduce from the previous inequality that

‖h1‖∞ 4

exp
(

−c [d(ζR, L)]
− p−1

K2(q−1)+1

)

[d(ζR, L)]2
,(4.23)

where R = 1 + 2n−s is sufficiently close to 1 and ζR ∈ LR. It is known
that Ψ := Φ−1 is Hölder continuous on D′ (see Theorem 3 in [17]), so
that

d(ζR, L) := min
t∈L

|ζR − t| 4 (R − 1)β
4 n−sβ,

for some β > 0. Hence we obtain from (4.23) that

‖h1‖∞ 4 n2sβ exp

(

−c n
sβ(p−1)

K2(q−1)+1

)

, n ∈ N.(4.24)

Combining (4.21), (4.22) and (4.24), we have

‖g − pn‖∞ 4 exp (−cnr) , n ∈ N,

where r ∈ (0, 1) is any number satisfying

r < min

(

1 − s,
sβ(p − 1)

K2(q − 1) + 1

)

.(4.25)

Furthermore, this immediately implies that there exists a sequence of
polynomials {Pn(z)}∞n=1 such that

‖ϕ′ − Pn‖2 4 ‖ϕ′ − Pn‖∞ 4 exp (−cnr) , n ∈ N,(4.26)

by (4.16). This concludes the first part of the proof, because we obtain
from (4.26) and (1.2) that

‖ϕ′ − B′
n‖2 ≤ ‖ϕ′ − (Pn−1 − Pn−1(z0) + 1)‖2

4 ‖ϕ′ − Pn−1‖2 + |1 − Pn−1(z0)|

= ‖ϕ′ − Pn−1‖2 + |ϕ′(z0) − Pn−1(z0)|

4 exp (−c(n − 1)r) 4 exp (−cnr) ,
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where n ≥ 2.
The second part follows from a standard argument on translating

the estimate

‖ϕ′ − B′
n‖2 4 exp (−cnr) , n ∈ N,(4.27)

into (2.1), using the following polynomial inequality

‖Qn‖∞ 4 nP−1 ‖Q′
n‖2, n ∈ N,(4.28)

which is valid for any Qn(z), with Qn(z0) = 0 (see Corollary 2 in [21]).
We write

ϕ(z) = Bn(z) +

∞
∑

k=1

(

B(k+1)n(z) − Bkn(z)
)

, z ∈ G,

so that

‖ϕ − Bn‖∞ ≤
∞

∑

k=1

‖B(k+1)n − Bkn‖∞.(4.29)

We next estimate terms in the above sum, using (4.28) and (4.27):

‖B(k+1)n − Bkn‖∞ 4 ((k + 1)n)P−1 ‖B′
(k+1)n − B′

kn‖2

≤ ((k + 1)n)P−1 (

‖ϕ′ − B′
kn‖2 + ‖B′

(k+1)n − ϕ′‖2

)

4 (k + 1)P−1nP−1 exp (−c(kn)r) .

It follows from (4.29) that

‖ϕ − Bn‖∞ 4

∞
∑

k=1

(k + 1)P−1nP−1 exp (−c(kn)r)

= nP−1 exp (−cnr)

∞
∑

k=1

(k + 1)P−1 exp (−cnr(kr − 1))

≤ nP−1 exp (−cnr)

∞
∑

k=1

(k + 1)P−1 exp (−c(kr − 1))

4 nP−1 exp (−cnr) .

Since we can drop the term nP−1 in the last estimate, by slightly de-
creasing r, equation (2.1) is proved.

Proof of Theorem 2.2. We essentially follow Keldysh’s construction
in [14], augmented with Lemma 4.5. Let G1 ⊂ {|z| < 1} be a symmet-
ric in the real axis domain, which is bounded by a piecewise analytic
Jordan curve with the only corner point ξ1 ⊂ (0, 1). Clearly, if the inner
angle at ξ1 is α1π, where α1 ∈ (0, 1) is irrational, then the conformal
mapping of G1 onto a disk cannot be analytic in a neighborhood of ξ1.
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Therefore, G1 satisfies the assumption of Lemma 4.5 and we can find
a point ξ2 ⊂ (ξ1, 1) and a number n1 ∈ N such that

|Bn1,1(ξ2)| > 2,

where Bn,1(z) is the n-th Bieberbach polynomial associated with G1.
Next, we similarly construct a domain G2 bounded by a symmetric
piecewise analytic curve with the only corner point at ξ2, so that G1 ⊂
G2 ⊂ {|z| < 1} and

max
|z|≤1

|Bn,1(z) − Bn,2(z)| <
1

22
, n ≤ n1.

This can be always achieved by taking the boundary of G2 sufficiently
close to the continuum G1 ∪ [ξ1, ξ2], because the coefficients of Bieber-
bach polynomials are rational functions of the moments

∫∫

G1
zkzℓdxdy,

by Gram-Schmidt orthonormalization scheme and (1.5), and are con-
tinuously dependent on the domain. Proceeding in this fashion, we
obtain a sequence of domains G1 ⊂ G2 ⊂ . . . ⊂ Gm ⊂ . . . ⊂ {|z| < 1},
such that

|Bnm,m(ξm+1) > 2m, m ∈ N,(4.30)

and

max
|z|≤1

|Bn,m(z) − Bn,m+1(z)| <
1

2m+1
, n ≤ nm,(4.31)

where Bn,m(z) is the n-th Bieberbach polynomial associated with the
domain Gm. Furthermore, we can carry out this construction in such a
way that Gm converges to a domain G, as m → ∞, which is bounded
by a piecewise smooth curve symmetric in the real axis, with the only
singular point ξ := limm→∞ ξm. Let Bn(z) be the n-th Bieberbach
polynomial for G. Then we have that

lim
m→∞

Bn,m(z) = Bn(z), n ∈ N,(4.32)

where the convergence is uniform on compact subsets of C for each
fixed n ∈ N. It follows from (4.31) and (4.32) that

max
|z|≤1

|Bnm,m(z) − Bnm
(z)| <

1

2m
, m ∈ N,

which implies that

|Bnm
(ξm+1)| > m, m ∈ N,

by (4.30). Hence

lim sup
n→∞

‖Bn‖∞ = ∞.
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But this is impossible if ∂G has a non-zero angle at ξ, as Bieberbach
polynomials converge uniformly on G, for domains with quasiconformal
boundary (see [2]). Thus, we are forced to conclude that ∂G has an
outward pointing cusp at ξ, according to our construction.

To show that ∂G is analytic outside of any neighborhood of ξ, we
specify the construction of the domains Gm as follows. The piecewise
analytic boundary of Gm, with a corner at ξm, is defined by ∂Gm =
τm([−1, 1]), τm(−1) = τm(1) = ξm, for a mapping τm analytic in {w :
|w| < 1 + εm}, where εm ց 0, as m → ∞. Clearly, each τm is bounded
in the unit disk D, for any m ∈ N. Therefore we can find a subsequence
τmk

that converge locally uniformly in D to an analytic mapping τ , by
a normal families argument. It follows from our geometric construction
that ∂G = τ([−1, 1]), τ(−1) = τ(1) = ξ.

Proof of Remark 2.3. We need to show that an analytic arc, which
is different from a segment of the real axis, can only have a finite order
of contact with the real axis. It is sufficient to consider the case of an
analytic mapping τ : [0, 1] → γ, defining the arc γ, such that

τ(w) =
∞

∑

n=1

cnwn,

where this series converges in a neighborhood of w = 0. Suppose that
an = ℜ cn and bn = ℑ cn. Hence

x(t) := ℜ τ(t) =

∞
∑

n=1

antn and y(t) := ℑ τ(t) =

∞
∑

n=1

bnt
n,

for t ∈ [0, ε). If the arc γ has higher order of tangency than at any
xp-type zero angle at τ(0) = 0, then

lim
t→0+

y(t)

(x(t))p
= 0, ∀ p ∈ N.

Since an 6= 0 for some n ∈ N, we obtain that

lim
t→0+

y(t)

tp
= 0, ∀ p ∈ N.

Consequently, bn = 0, ∀n ∈ N, and y(t) = ℑ τ(t) ≡ 0 for t ∈ [0, ε).
We are forced to conclude that γ is a subset of the real axis in a
neighborhood of w = 0, which is an obvious contradiction.

Proof of Theorem 3.1. Note that (3.1) follows directly from (4.5)
in Lemma 4.4. To prove (3.2), we consider the analytic continuation
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of the conformal mapping ϕ, constructed in Lemma 4.4. Thus ϕ is
analytic in a larger domain G̃, such that

|ϕ(t) − ϕ(z)| 4 exp

(

−
c

|t − z|p−1

)

, t ∈ G̃, |t − z| < d,(4.33)

where d > 0 is sufficiently small. Moreover, (4.3) gives the following

estimate for the distance from t to ∂G̃:

d(t, ∂G̃) < |t − z|a, t ∈ G, 0 < |t − z| < d,(4.34)

where a > 1. Letting t ∈ G, 0 < |t − z| < d, we write

ϕ(k)(t) =
k!

2πi

∫

|w−t|=r

ϕ(w) dw

(w − t)k+1
, k ∈ N,

and estimate by (4.33):

|ϕ(k)(t)| =

∣

∣

∣

∣

k!

2πi

∫

|w−t|=r

ϕ(w) dw

(w − t)k+1
−

k!

2πi

∫

|w−t|=r

ϕ(z) dw

(w − t)k+1

∣

∣

∣

∣

≤
k!

2π

∫

|w−t|=r

|ϕ(w) − ϕ(z)| |dw|

rk+1
4

k!

rk
exp

(

−
c

|w − z|p−1

)

≤
k!

rk
exp

(

−
c

(r + |t − z|)p−1

)

.

Observe that we can use any r < d(t, ∂G̃), which implies with r ∼
|t − z|a that

|ϕ(k)(t)| 4 |t − z|−ka exp
(

−c/|t − z|p−1
)

, t ∈ G, 0 < |t − z| < d.

Hence

lim
t→z

t∈G

|ϕ(k)(t)|

|t − z|m
= 0, k, m ∈ N,

so that (3.2) follows.

Proof of Corollary 3.2. It is clear that ϕ is analytic in a neigh-
borhood of every z ∈ ∂G, which is not a cusp point, by the analytic
continuation construction of Lemma 4.4. On the other hand, if z ∈ ∂G
is at a cusp, then we let ϕ(k)(z) = 0, ∀ k ∈ N, so that ϕ(k) is continuous
at z by (3.2) of Theorem 3.1. It follows that ϕ(k) ∈ C(G), ∀ k ∈ N,
i.e., (3.3) holds true.
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