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#### Abstract

We give a complete point-symmetry classification of all third-order evolution equations of the form $u_{t}=F\left(t, x, u, u_{x}, u_{x x}\right) u_{x x x}+G\left(t, x, u, u_{x}, u_{x x}\right)$ which admit semi-simple symmetry algebras and extensions of these semi-simple Lie algebras by solvable Lie algebras. The methods we employ are extensions and refinements of previous techniques which have been used in such classifications.
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## 1 Introduction

This article is the first of two articles in which we give a Lie-algebraic classification of equations of the form

$$
\begin{equation*}
u_{t}=F\left(t, x, u, u_{1}, u_{2}\right) u_{3}+G\left(t, x, u, u_{1}, u_{2}\right) \tag{1.1}
\end{equation*}
$$

which admit non-trivial Lie point symmetries. Here $F$ and $G$ are arbitrary smooth functions of their arguments, $F \neq 0$ and we use the notation $u_{1}=$ $u_{x}, u_{2}=u_{x x}, u_{3}=u_{x x x}$. This paper continues the application of the methods developed and applied in [1, 2, 3, 4, 5, 6], and is a sequel to [4]. Within the class of equations (1.1) are the Korteweg-de Vries (KdV) equation

$$
\begin{equation*}
u_{t}=u_{3}+u u_{1} \tag{1.2}
\end{equation*}
$$

the modified KdV equation

$$
\begin{equation*}
u_{t}=u_{3}+u^{2} u_{1} ; \tag{1.3}
\end{equation*}
$$

the cylindrical KdV equation

$$
\begin{equation*}
u_{t}=u_{3}+u u_{1}-\frac{1}{2 t} u \tag{1.4}
\end{equation*}
$$

the Harry-Dym equation

$$
\begin{equation*}
u_{t}=u^{3} u_{3} ; \tag{1.5}
\end{equation*}
$$

as well as the variable coefficient Korteweg-de Vries (vcKdV) equation

$$
\begin{equation*}
u_{t}=f(t, x) u_{3}+g(t, x) u u_{1} \tag{1.6}
\end{equation*}
$$

with $f \neq 0, g \neq 0$. The symmetries and integrability properties of equation (1.6) were studied in [8, 9].

In the present article we give a classification of the different types of equation (1.1) for all semi-simple Lie algebras and their semi-direct sum or direct sum extensions. In Part II (the second article) 7 we classify evolution equations of the form (1.1) which admit solvable Lie algebras up to and including dimension five. At this stage we obtain equations in which the only free parameters are constants (as opposed to functions) and then the calculation of the maximal symmetry algebras of the equations is possible using the standard Lie-algorithm for point-symmetries.

In [4], our method of classification was applied to equations of the form

$$
\begin{equation*}
u_{t}=u_{3}+G\left(t, x, u, u_{1}, u_{2}\right) \tag{1.7}
\end{equation*}
$$

which is just equation (1.1) with $F=1$. Here we allow $F$ to be an arbitrary smooth function (other than the zero function). In particular, in Ref. [4], among others, it was shown that how Eqs. (1.2), (1.3) and (1.4) which is within the class of (1.7) can be recovered from the representative equations of the equivalence classes by changes of point transformations. Eq. (1.5), which is outside of the class (1.7), is known to be integrable and has an infinite hierarchy of generalized symmetries, and therefore admits a recursion operator
[10. Moreover, it allows a Lax and Hamiltonian formulation. We note that its point symmetry group is the direct sum of a realization of the Lie algebra $\operatorname{sl}(2, \mathbb{R})$ with a 2 -dimensional non-abelian Lie algebra, and we shall see how it occurs in our classification.

The ideas we exploit and to some extent refine are described in [1 and are given more fully in [2]. The mechanism behind our approach is a combination of the usual Lie-algorithm for finding point symmetries of partial differential equations and the equivalence group of the class of equations under study. Here we give a résumé of the steps involved, and we refer the reader to Ref. [2] for details.

The first step is to establish the conditions for a vector field

$$
X=a(t, x, u) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

to be a symmetry operator for equation (1.1). This gives us the determining equations for the coefficients $a(t, x, u), b(t, x, u), c(t, x, u)$. In general, these equations are not solvable explicitly since the functions $F\left(t, x, u, u_{1}, u_{2}\right)$ and $G\left(t, x, u, u_{1}, u_{2}\right)$ are allowed to be arbitrary.

Our other ingredient is the equivalence group of equation (1.1). This is the group of invertible point transformations which leave invariant the form of the equation. The equivalence group is used to find canonical forms for vector fields which are symmetry operators for the given type of equation. This is the same as linearizing a vector field using diffeomorphisms, but with the difference that the diffeomorphisms allowed belong to a smaller group.

The third part of our calculations involve finding canonical representations for Lie algebras within the class of symmetry operators admitted by the equation. This procedure consists in choosing a canonical representation for one of the operators of the Lie algebra basis and then invoking the commutation relations of the Lie algebra to obtain a form for another of the basis operators. A canonical form for this second operator is found using those transformations of the equivalence group which preserve the (canonical form of the) first operator. Here we exploit the so-called residual equivalence group of a given set of vector fields $\left\langle Q_{1}, \ldots, Q_{k}\right\rangle$ : this is just the subgroup of the full equivalence group of equation (1.1) which preserves the form of each of the operators $Q_{1}, \ldots, Q_{k}$. This procedure is then continued for all the other basis operators of the Lie algebra. Having done this, we are able to calculate the corresponding functions $F$ and $G$ and this gives us canonical forms for evolution equations of the given type which admit a given Lie algebra as a symmetry algebra. One may think of this method as a systematic way of introducing ansatzes for the forms of the nonlinearities $F$ and $G$ in order to solve the defining equations for the symmetry operator.

Our article is organized as follows: In sections 2 and 3 we present the basic definitions of equivalence group and symmetry and we give a characterization of symmetries of equation (1.1) using equivalence groups and we give the determining equations for a symmetry vector field as well as calculating the equivalence group of equation (1.1) (in fact, we show that the equivalence transformations for a general evolution equation in $(1+1)$-time-space must be such that the generator of time translations must be a function of the time $t$
only). Although this result is known (see [11], [12]) we give a self-contained proof and improve slightly the statement of the result given in [11, [12. Most of this material is standard knowledge but we present it here from our point of view.

In section 4 we look at admissible abelian symmetry algebras and we show that any equation of the form (1.1) which admits an abelian symmetry algebra which is of dimension 4, or a rank-one realization of an abelian Lie algebra of dimension 3, is linearizable (equivalent under an equivalence transformation to a linear equation). In fact, we generalize this slightly in Part II to show that if our equation admits a rank-one realization of a three-dimensional solvable Lie algebra then it is linearizable.

In section 5 we give a detailed discussion of our results for the two semisimple Lie algebras $\mathrm{sl}(2, \mathbb{R})$ and so(3). In particular, we give a detailed account of the classification of the representations of the algebra $\operatorname{sl}(2, \mathbb{R})$ (a sketch of this proof was given in 2), partly just to establish the result and partly to illustrate how our method works.

In section 6 we give a new approach to finding the equations which admit semi-direct sum extensions of semi-simple Lie algebras by solvable Lie algebras. The method used in [2] for classifying equations which admit semidirect sums of semi-simple and solvable Lie algebras consists in finding the maximal symmetry algebras of the equations which admit semi-simple Lie algebras as symmetries. This is possible because the equations of the form $u_{t}=F\left(t, x, u, u_{1}\right) u_{2}+G\left(t, x, u, u_{1}\right)$ which are invariant under semi-simple Lie algebras contain only arbitrary functions of one variable. For our present equation (1.1) this approach is far too complicated to exploit since the arbitrary functions are functions of two variables, and so the usual Lie-algorithm is extremely difficult to apply. Our solution to this problem is to use the representation theory of semi-simple Lie algebras acting on solvable Lie algebras. As a result we are able to identify the maximal symmetry algebras of the equations obtained without using the Lie algorithm directly on the equations. However, it should be pointed out that the Lie-algorithm is built into our calculations since our different realizations are admissible in that they satisfy the conditions given in Proposition 3.1.

Finally, in section 7 we list the equations which admit extensions of $\operatorname{sl}(2, \mathbb{R})$ by solvable Lie algebras, as symmetry algebras.

## 2 Equivalence group and symmetries of (1.1).

By definition, the equivalence group of (1.1) is the group of transformations preserving the form of (1.1). This is given in the following definition.

Definition 2.1 The equivalence group of equation (1.1) is the group of smooth transformations $\left(t, x, u, u_{1}, \ldots, u_{n}\right) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime}, u_{1}^{\prime}, \ldots, u_{n}^{\prime}\right)$ preserving the contact structure which map the $n$-th order evolution equation

$$
u_{t}=F\left(t, x, u, u_{1}, \ldots, u_{n}\right)
$$

to the $n$-th order evolution equation

$$
u_{t^{\prime}}^{\prime}=\tilde{F}\left(t^{\prime}, x^{\prime}, u^{\prime}, u_{1}^{\prime}, \ldots, u_{n}^{\prime}\right)
$$

$\tilde{F}^{w h e r e} F$ and $\tilde{F}$ are smooth functions of their arguments satisfying $F_{u_{n}} \neq 0$ and $\tilde{F}_{u_{n}^{\prime}} \neq 0$. Note that we also have $u_{1}^{\prime}=u_{x^{\prime}}^{\prime}, u_{2}^{\prime}=u_{x^{\prime} x^{\prime}}^{\prime}, \ldots$.

Transformations preserving the contact structure are known as tangent transformations and it is known (see [24]) that such transformations are prolongations of point transformations $\left(t, x, u^{1}, \ldots, u^{m}\right) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime 1}, \ldots, u^{\prime m}\right)$ (if the number of dependent functions $m$ is greater than one) or prolongations of contact transformations $(t, x, u, p, q) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime}, p^{\prime}, q^{\prime}\right)$ (if there is only one dependent function), where $p=u_{t}, q=u_{1}$. Here, prolongation refers to extending the transformations to higher derivatives of the dependent functions. Although we use only prolongations of point transformations our classification, we give the general result on contact transformations preserving the form of equation (1.1) for the sake of completeness.

Theorem 2.1 Any invertible contact transformation

$$
(t, x, u, p, q) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime}, p^{\prime}, q^{\prime}\right)
$$

with $p=u_{t}, q=u_{1}$ and $p^{\prime}=u_{t^{\prime}}^{\prime}, q^{\prime}=u_{x^{\prime}}^{\prime}$, preserving the form of an evolution equation of order $n$

$$
u_{0}=F\left(t, x, u, u_{1}, \ldots, u_{n}\right),
$$

with $n \geq 2$, is such that $t^{\prime}=T(t)$ with $\dot{T}(t) \neq 0$. Then the contact transformation has the form

$$
\begin{aligned}
t^{\prime} & =T(t), x^{\prime}=-W_{q}(t, x, u, q), \\
u^{\prime} & =W(t, x, u, q)-q W_{q}(t, x, u, q), \\
p^{\prime} & =-p \dot{T}(t)+p W_{u}(t, x, u, q)+W_{t}(t, x, u, q), \\
q^{\prime} & =W_{x}(t, x, u, q)+q W_{u}(t, x, u, q)
\end{aligned}
$$

for some smooth function $W$.
The proof consists in showing that if we do not have $T_{x}(t, x, u)=T_{u}(t, x, u)=0$ then the right-hand side of the equation will contain mixed spatial and temporal derivatives, and we give the proof in the appendix. As a corollary we have the following result:

Corollary 2.1 The equivalence group $\mathcal{E}$ of point transformations $(t, x, u) \rightarrow$ $\left(t^{\prime}, x^{\prime}, u^{\prime}\right)$, of equation (1.1) is given by invertible smooth transformations of the form

$$
\begin{equation*}
t^{\prime}=T(t), \quad x^{\prime}=X(t, x, u), \quad u^{\prime}=U(t, x, u) . \tag{2.1}
\end{equation*}
$$

An alternative proof of Corollary [2.1] can be found in the references ([11], [12]).
We now recall the definition of symmetries:

Definition 2.2 A point symmetry of the evolution equation

$$
\begin{equation*}
u_{t}=F\left(t, x, u, u_{1}, \ldots, u_{n}\right) \tag{2.2}
\end{equation*}
$$

is a transformation $(t, x, u) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime}\right)$ so that

$$
u_{t^{\prime}}^{\prime}=F\left(t^{\prime}, x^{\prime}, u^{\prime}, u_{1}^{\prime}, \ldots, u_{n}^{\prime}\right)
$$

One can define contact symmetries in the same way. Then we come to infinitesimal symmetries, defined by vector fields:

Definition 2.3 The smooth vector field

$$
Q=a(t, x, u) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

defines an infinitesimal point symmetry of equation (2.2) if the local flow $\Phi(\epsilon)$ (with $\epsilon$ in some neighbourhood of 0 ) of $Q$ defines an invertible (locally) point transformation $(t, x, u) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime}\right)$ which is a symmetry of (2.2) in the sense of Definition 2.2.

Theorem 2.2 A smooth vector field $Q$ which defines an infinitesimal point symmetry of equation (2.2) for $n \geq 2$, has the form

$$
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

where $a(t), b(t, x, u), c(t, x, u)$ are smooth functions of their arguments.
Proof: Note that the local flow $\Phi(\epsilon)$ is a local one-parameter family of transformations in $\mathcal{E}$ since it maps an evolution equation to an evolution equation. Then, if $\left(t^{\prime}(\epsilon), x^{\prime}(\epsilon), u^{\prime}(\epsilon)\right)$ denotes the action of $\Phi(\epsilon)$ on $(t, x, u)$, we have for $n \geq 2$ and sufficiently small $\epsilon$

$$
\begin{gathered}
t^{\prime}(\epsilon)=t+\epsilon a(t)+o\left(\epsilon^{2}\right) \\
x^{\prime}(\epsilon)=x+\epsilon b(t, x, u)+o\left(\epsilon^{2}\right) \\
u^{\prime}(\epsilon)=u+\epsilon c(t, x, u)+o\left(\epsilon^{2}\right)
\end{gathered}
$$

for some smooth functions $a(t), b(t, x, u), c(t, x, u)$, since $\Phi(0)=\mathrm{id}$ and because $t^{\prime}(\epsilon)$ is independent of $(x, u)$, that is $t^{\prime}(\epsilon)=T(t, \epsilon)$ for some $T(t, \epsilon)$ depending smoothly on $(t, \epsilon)$, according to Theorem 2.1. From this it follows that

$$
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

An alternative proof of this result can be found in ([13]).
Remark 2.1 It is clear from Theorem 2.1 that any infinitesimal contact symmetry of equation (1.1) is of the form
$Q=a(t) \partial_{t}+b(t, x, u, q) \partial_{x}+c(t, x, u, q) \partial_{u}+\tau_{0}(t, x, u, p, q) \partial_{p}+\tau_{1}(t, x, u, p, q) \partial_{q}$,
with $p=u_{t}, q=u_{1}$ and where
$b(t, x, u, q)=-w_{q}(t, x, u, q), c(t, x, u, q)=w(t, x, u, q)-q w_{q}(t, x, u, q)$,
$\tau_{0}=-p \dot{a}(t)+w_{t}(t, x, u, q)+p w_{u}(t, x, u, q), \tau_{1}=w_{x}(t, x, u, q)+q w_{q}(t, x, u, q)$
for some (smooth) functions $w(t, x, u, q)$ and $a(t)$.

The importance of the equivalence group $\mathcal{E}$ of equation (1.1) lies in the possibility of linearizing vector fields of the form $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+$ $c(t, x, u) \partial_{u}$. This is how canonical forms of vector fields (differential operators) are obtained. The fundamental result is the following:

Theorem 2.3 A vector field

$$
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

can be transformed by transformations of the form (2.1) into one of the following canonical forms:

$$
\begin{equation*}
Q=\partial_{t}, \quad Q=\partial_{x} \tag{2.3}
\end{equation*}
$$

Proof: Any operator

$$
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

is transformed by our allowed transformations into $Q^{\prime}=Q(T) \partial_{t^{\prime}}+Q(X) \partial_{x^{\prime}}+$ $Q(U) \partial_{u^{\prime}}$. If $a \neq 0$ then we choose $T(t)$ so that $Q(T)=a(t) \dot{T}(t)=1$ (at least locally). We choose $X$ and $U$ to be each of any two independent integrals of the PDE $Q(Y)=0$. This the gives the canonical form $Q=\partial_{t}$ in some coordinate system.

If we now have $a(t)=0$ then $Q$ is transformed into $Q^{\prime}=Q(X) \partial_{x^{\prime}}+Q(U) \partial_{u^{\prime}}$. We then choose $X, U$ so that $Q(X)=1, Q(U)=0$. This gives us the canonical form $Q=\partial_{x}$ in some coordinate system.

Remark 2.2 It is sometimes useful to use the fact that $t^{\prime}=t, x^{\prime}=u, u^{\prime}=x$ is an equivalence transformation preserving the form of equation (1.1), and it gives us the following transformations of derivatives:

$$
\partial_{t} \rightarrow \partial_{t}, \quad \partial_{x} \rightarrow \partial_{u}, \quad \partial_{u} \rightarrow \partial_{x},
$$

so that one can reformulate Theorem 2.3 as:
Theorem 2.4 A vector field

$$
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

can be transformed by transformations of the form (2.1) into one of the following canonical forms:

$$
\begin{equation*}
Q=\partial_{t}, \quad Q=\partial_{u} \tag{2.4}
\end{equation*}
$$

Another useful concept is that of residual equivalence group of a set of vector fields $\left\langle Q_{1}, \ldots, Q_{k}\right\rangle$.

Definition 2.4 The residual equivalence group $\mathcal{E}\left(Q_{1}, \ldots, Q_{k}\right)$ of a given set of vector fields $\left\langle Q_{1}, \ldots, Q_{k}\right\rangle$ is the subgroup of $\mathcal{E}$ which leaves invariant in form each of the vector fields $Q_{1}, \ldots, Q_{k}$.

As an example of this, consider $Q=\partial_{t}$. Then $\mathcal{E}\left(\partial_{t}\right)$ is the set of all transformations $t^{\prime}=T(t), X(t, x, u), u^{\prime}=U(t, x, u)$ of $\mathcal{E}$ which leave $\partial_{t}$ invariant in form, so $Q=\partial_{t}$ is mapped to $Q^{\prime}=\partial_{t^{\prime}}$. Since $Q^{\prime}=Q(T) \partial_{t^{\prime}}+Q(X) \partial_{x^{\prime}}+Q(U) \partial_{u^{\prime}}$, then we must have $Q(T)=1, Q(X)=Q(U)=0$, so that $X=X(x, u), U=$ $U(x, u)$ and $T(t)=t+l$ where $l$ is an arbitrary constant. Thus $\mathcal{E}\left(\partial_{t}\right)$ consists of all invertible transformations of $\mathcal{E}$ with $t^{\prime}=t+l, x^{\prime}=X(x, u), u^{\prime}=U(x, u)$ where $l$ is an arbitrary constant. It is easy to see that $\mathcal{E}\left(\partial_{t}, \partial_{x}\right)$ is then the set of all invertible transformations of the form $t^{\prime}=t+l, x^{\prime}=x+X(u), u^{\prime}=U(u)$ with $l$ being an arbitrary constant, $X(u)$ being an arbitrary function and $U(u)$ being an arbitrary function satisfying $U^{\prime}(u) \neq 0$.

Finally, we come to the rank of a realization:
Definition 2.5 A realization of a Lie algebra $\mathfrak{g}$ with a basis $\left\langle e_{1}, \ldots, e_{n}\right\rangle$ is a Lie algebra isomorphism of $\left\langle e_{1}, \ldots, e_{n}\right\rangle$ to a set of vector fields $\left\langle Q_{1}, \ldots, Q_{n}\right\rangle$ such that $Q_{i}$ is the image of $e_{i}$ for $i=1, \ldots, n$.
The rank of this realization is the smallest positive integer $r=\operatorname{rank}\left\langle Q_{1}, \ldots, Q_{n}\right\rangle$ for which all $r+1$-fold products $Q_{i_{1}} \wedge \ldots Q_{i_{r+1}}=0$.

As an example, both $\left\langle\partial_{t}, \partial_{x}, \partial_{u}\right\rangle$ and $\left\langle\partial_{x}, u \partial_{x}, u^{2} \partial_{x}\right\rangle$ are realizations of a threedimensional abelian Lie algebra $\mathfrak{g}=\left\langle e_{1}, e_{2}, e_{3}\right\rangle$. But rank $\left\langle\partial_{t}, \partial_{x}, \partial_{u}\right\rangle=3$ while $\operatorname{rank}\left\langle\partial_{x}, u \partial_{x}, u^{2} \partial_{x}\right\rangle=1$.

Remark 2.3 Rank is invariant under (local) diffeomorphisms, since for a (local) diffeomorphism $\Phi$ we have $\Phi_{*}\left(Q_{1} \wedge Q_{2} \wedge \cdots \wedge Q_{k}\right)=\Phi_{*} Q_{1} \wedge \Phi_{*} Q_{2} \wedge \cdots \wedge \Phi_{*} Q_{k}$ where $\Phi_{*}$ is the induced mapping on sections of the tangent bundle.

## 3 The symmetry condition.

Having given the basic definitions and results, we now come to the conditions on the coefficients of the vector field $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ in order for it to be a symmetry of equation (1.1).

In order to implement the symmetry algorithm we need to calculate the third order prolongation $\operatorname{pr}^{(3)} Q$ of the vector field $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+$ $c(t, x, u) \partial_{u}$ to the third-order jet space $J^{3}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ which has local coordinates $\left(t, x, u, u_{t}, u_{x}, u_{t t}, u_{t x}, u_{x x}, u_{t t t}, u_{t t x}, u_{t x x}, u_{x x x}\right)$.

For a general vector field $Q=\xi^{0}(t, x, u) \partial_{t}+\xi^{1}(t, x, u) \partial_{x}+\eta(t, x, u) \partial_{u}$, we define the characteristic function $\Sigma=\eta-u_{t} \xi^{0}-u_{1} \xi^{1}$. Then we may express the prolongation $\mathrm{pr}^{(3)} Q$ as

$$
\begin{equation*}
\operatorname{pr}^{(3)} Q=Q+\tau_{\mu} \partial_{u_{\mu}}+\tau_{\mu_{1} \mu_{2}} \partial_{u_{\mu_{1} \mu_{2}}}+\tau_{\mu_{1} \mu_{2} \mu_{3}} \partial_{u_{\mu_{1} \mu_{2} \mu_{3}}}, \tag{3.1}
\end{equation*}
$$

where $\mu, \mu_{i}=0,1$ and $u_{0}=u_{t}, u_{1}=u_{x}, u_{00}=u_{t t}, u_{01}=u_{t x} \ldots$, and we sum over repeated indices. The coefficients $\tau_{\mu}, \ldots$ are given by

$$
\begin{aligned}
& \tau_{\mu}=D_{\mu} \Sigma+D_{\mu}\left(u_{\nu}\right) \xi^{\nu} \\
& \tau_{\mu_{1} \mu_{2}}=D_{\mu_{1} \mu_{2}} \Sigma+D_{\mu_{1} \mu_{2}}\left(u_{\nu}\right) \xi^{\nu} \\
& \tau_{\mu_{1} \mu_{2} \mu_{3}}=D_{\mu_{1} \mu_{2} \mu_{3}} \Sigma+D_{\mu_{1} \mu_{2} \mu_{3}}\left(u_{\nu}\right) \xi^{\nu}
\end{aligned}
$$

with $D_{\mu}$ denoting the total derivative with respect to $x^{\mu}$ for $x^{0}=t, x^{1}=x$, and where we have $D_{\mu_{1} \mu_{2}}=D_{\mu_{1}} D_{\mu_{2}}, D_{\mu_{1} \mu_{2} \mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}$. Here $D_{x}$ and $D_{t}$ denote the total space and time derivatives. Then the vector field $Q$ is a symmetry of (1.1) precisely when its third-order prolongation (3.1) annihilates equation (1.1) on its solution manifold, that is we have

$$
\begin{equation*}
\left.\operatorname{pr}^{(3)} Q(\Delta)\right|_{\Delta=0}=0, \quad \Delta=u_{t}-F u_{3}-G \tag{3.2}
\end{equation*}
$$

namely
$\tau_{0}-\left[Q(F)+\tau_{1} F_{u_{1}}+\tau_{11} F_{u_{2}}\right] u_{3}-\tau_{111} F-Q(G)-\tau_{1} G_{u_{1}}-\left.\tau_{11} G_{u_{2}}\right|_{u_{t}=F u_{3}+G}=0$.
We equate coefficients of linearly independent terms in the invariance condition (3.3) to zero and this gives an overdetermined system of linear PDEs (the determining equations). Solving this system we obtain the following assertion.

Proposition 3.1 The symmetry group of the nonlinear equation (1.1) for arbitrary (fixed) functions $F$ and $G$ is generated by the vector field

$$
\begin{equation*}
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u} \tag{3.4}
\end{equation*}
$$

where the functions $a, b$ and $c$ satisfy the determining equations

$$
\begin{align*}
& F\left(-a_{t}+3 u_{1} b_{u}+3 b_{x}\right)+\left[u_{1}\left(b_{x x}-2 c_{x u}\right)+u_{1}^{2}\left(2 b_{x u}-c_{u u}\right)+u_{1}^{3} b_{u u}+\right. \\
& \left.u_{2}\left(2 b_{x}-c_{u}\right)+3 u_{1} u_{2} b_{u}-c_{x x}\right] F_{u_{2}}+ \\
& {\left[u_{1}^{2} b_{u}+u_{1}\left(b_{x}-c_{u}\right)-c_{x}\right] F_{u_{1}}-c F_{u}-a F_{t}-b F_{x}=0} \tag{3.5a}
\end{align*}
$$

and

$$
\begin{align*}
& G\left(-a_{t}-u_{1} b_{u}+c_{u}\right)-u_{1} b_{t}+c_{t}+ \\
& F\left[u_{1}\left(b_{x x x}-3 c_{x x u}\right)+3 u_{1}^{2}\left(b_{x x u}-c_{x u u}\right)+u_{1}^{3}\left(3 b_{x u u}-c_{u u u}\right)+u_{1}^{4} b_{u u u}+\right. \\
& \left.3 u_{2}\left(b_{x x}-c_{x u}\right)+3 u_{1} u_{2}\left(3 b_{x u}-c_{u u}\right)+6 u_{1}^{2} u_{2} b_{u u}+3 u_{2}^{2} b_{u}-c_{x x x}\right]+ \\
& {\left[u_{1}\left(b_{x x}-2 c_{x u}\right)+u_{1}^{2}\left(2 b_{x u}-c_{u u}\right)+u_{1}^{3} b_{u u}+u_{2}\left(2 b_{x}-c_{u}\right)+3 u_{1} u_{2} b_{u}-c_{x x}\right] G_{u_{2}}+} \\
& {\left[u_{1}\left(b_{x}-c_{u}\right)+u_{1}^{2} b_{u}-c_{x}\right] G_{u_{1}}-c G_{u}-a G_{t}-b G_{x}=0 .} \tag{3.5b}
\end{align*}
$$

Here the dot over a symbol stands for time derivative.
We do not require that (3.5) should be satisfied for all possible choices of $F, G$ (which is possible only when the symmetry group is the trivial group consisting of the identity transformation). Our approach is to find all (locally smooth) functions $F, G$ for which the equation (1.1) admits non-trivial symmetry groups. To achieve this, we first find canonical forms for the realizations of given Lie algebras and then find those $F$ and $G$ which make the Lie algebras into symmetry algebras of the equation (1.1). In carrying out this programme we exploit the classification of semi-simple Lie algebras and the results on the classification of low-dimensional solvable Lie algebras obtained mostly in late sixties [15, 16, 17, 18, 19, 20, 21.

## 4 Abelian algebras as symmetries.

We first deal with abelian algebras $A$ of dimension $\operatorname{dim} A=k$ with $A=$ $\left\langle Q_{1}, \ldots, Q_{k}\right\rangle$, and we give some details of the calculations involved in order to show how our apparatus works. First we note that since each of the vector fields $Q_{i}$ is of the form $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$, then $\operatorname{rank} A \leq 3$. Further, we note that if $A=\left\langle Q_{1}, \ldots, Q_{k}\right\rangle$ and $\operatorname{rank} A=1$, then either $\operatorname{dim} A=1$ or each $Q_{i}$ must be of the form $Q_{i}=c_{i}(t, x) \partial_{u}$ with $Q_{1}=\partial_{u}$ in canonical form, if $\operatorname{dim} A \geq 2$ (note that $c_{i}(t, x)$ is independent of $u$ by commutativity). This is so because if we take $Q_{1}=\partial_{t}$ then $Q_{2}=a(t) \partial_{t}$, and commutativity then gives $a=$ constant, contradicting $\operatorname{dim} A \geq 2$. We present our results in the form of a theorem:

Theorem 4.1 All inequivalent, admissible Lie algebras of vector fields of the form $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ are given as follows:

$$
\begin{aligned}
& A=\left\langle\partial_{t}\right\rangle, \quad A=\left\langle\partial_{u}\right\rangle \quad(\operatorname{dim} A=1) \\
& A=\left\langle\partial_{t}, \partial_{u}\right\rangle, \quad A=\left\langle\partial_{x}, \partial_{u}\right\rangle, \quad A=\left\langle\partial_{u}, x \partial_{u}\right\rangle \quad(\operatorname{dim} A=2) \\
& A=\left\langle\partial_{t}, \partial_{x}, \partial_{u}\right\rangle, \quad A=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}\right\rangle, \quad A=\left\langle\partial_{u}, x \partial_{u}, c(t, x) \partial_{u}\right\rangle, c_{x x} \neq 0 \quad(\operatorname{dim} A=3) \\
& A=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}, c(x) \partial_{u}\right\rangle, c^{\prime \prime}(x) \neq 0 \quad(\operatorname{dim} A=4) \\
& A=\left\langle\partial_{u}, x \partial_{u}, c(t, x) \partial_{u}, q_{1}(t, x) \partial_{u}, \ldots, q_{k}(t, x) \partial_{u}\right\rangle \quad c_{x x} \neq 0,\left(q_{1}\right)_{x x} \neq 0, \ldots,\left(q_{k}\right)_{x x} \neq 0 .
\end{aligned}
$$

Proof: First, we note that there are only two inequivalent forms for onedimensional abelian Lie algebras: $A=\left\langle\partial_{t}\right\rangle$ and $A=\left\langle\partial_{u}\right\rangle$ as noted in Theorem 2.4.

Now we take $\operatorname{dim} A=2$. We have $A=\left\langle Q_{1}, Q_{2}\right\rangle$. If rank $A=1$ then by the above remarks, we take $Q_{1}=\partial_{u}$ and $Q_{2}=c(t, x) \partial_{u}$. The residual equivalence group $\mathcal{E}\left(\partial_{x}\right)$ is given by invertible transformations of the form $t^{\prime}=T(t), x^{\prime}=$ $X(t, x), u^{\prime}=u+U(t, x)$ with $\dot{T}(t) \neq 0, X_{x} \neq 0$. Under such a transformation $Q_{2}$ is mapped to $Q_{2}^{\prime}=c(t, x) \partial_{u^{\prime}}$. If $c_{x} \neq 0$ we may take $X(t, x)=c(t, x)$ so that the $Q_{2}^{\prime}=x^{\prime} \partial_{u^{\prime}}$ and then we have $A=\left\langle\partial_{u}, x \partial_{u}\right\rangle$ in canonical form. If $c_{x}=0$ then $c(t, x)=c(t)$. Substituting $\partial_{u}$ and $c(t) \partial_{u}$ into the equation for $G$ we find $G_{u}=0, \dot{c}(t)=0$ so $c(t)$ is a constant and thus $\operatorname{dim} A=1$ which is a contradiction, so we have no admissible canonical form in this case.

If $\operatorname{dim} A=2, \operatorname{rank} A=2$ then we may take $Q_{1}=\partial_{t}$ or $Q_{1}=\partial_{x}$. If $Q_{1}=\partial_{t}$ then, by commutativity and the fact that $Q_{1}, Q_{2}$ is a basis for $A$, we may take $Q_{2}=b(x, u) \partial_{x}+c(x, u) \partial_{u}$. The residual equivalence group $\mathcal{E}\left(\partial_{t}\right)$ consists of invertible transformations of the form $t^{\prime}=t+l, x^{\prime}=X(x, u), u^{\prime}=$ $U(x, u)$, with $l=$ constant. Under such a transformation $Q_{2}$ is mapped to $Q_{2}^{\prime}=$ $Q_{2}(X) \partial_{x^{\prime}}+Q_{2}(U) \partial_{u^{\prime}}$. We can always choose $X, U$ so that $Q_{2}(U)=1, Q_{2}(X)=$ 0 (and then $X(x, u), U(x, u)$ are functionally independent). Thus we have the canonical form $A=\left\langle\partial_{t}, \partial_{u}\right\rangle$. If we take $Q_{1}=\partial_{u}$, then we have $Q_{2}=a(t) \partial_{t}+$ $b(t, x) \partial_{x}+c(t, x) \partial_{u}$, and clearly $a(t) \neq 0$ or $b(t, x) \neq 0$ because $\operatorname{rank} A=2$. The residual equivalence group $\mathcal{E}\left(\partial_{u}\right)$ is the group of transformations $t^{\prime}=T(t), x^{\prime}=$ $X(t, x), u^{\prime}=u+U(t, x)$ with $\dot{T}(t) \neq 0, X_{x} \neq 0$. Under such a transformation, $Q_{2}$ is mapped to $Q_{2}^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}+\left[a(t) X_{t}(t, u)+b(t, x) X_{x}\right] \partial_{x^{\prime}}+\left[a(t) U_{t}+\right.$ $\left.b(t, x) u_{1}+c(t, x)\right] \partial_{u^{\prime}}$. If $a(t) \neq 0$ we may choose $T(t), X(t, x), U(t, x)$ so that
$a(t) \dot{T}(t)=1, a(t) X_{t}(t, u)+b(t, x) X_{x}=0, a(t) U_{t}+b(t, x) u_{1}+c(t, x)=0$. Then we may take $Q_{1}=\partial_{u}, Q_{2}=\partial_{t}$. If, however, $a(t)=0$, then $Q_{2}=$ $b(t, x) \partial_{x}+c(t, x) \partial_{u}$ and we then have $b(t, x) \neq 0$ since we have $\operatorname{rank} A=2$. Then $Q_{2}^{\prime}=b(t, x) X_{x} \partial_{x^{\prime}}+\left[c(t, x)+b(t, x) u_{1} \partial_{u^{\prime}}\right.$ and because $b(t, x) \neq 0$ we may choose $U(t, x), X(t, x)$ so that $b(t, x) u_{1}+c(t, x)=0, b(t, x) X_{x}=1$ and this gives $Q_{2}^{\prime}=\partial_{x^{\prime}}$, so we have the canonical form $A=\left\langle\partial_{u}, \partial_{x}\right\rangle$. Hence there are the following admissible, canonical forms for $\operatorname{dim} A=2$ :

$$
A=\left\langle\partial_{u}, x \partial_{u}\right\rangle, \quad A=\left\langle\partial_{t}, \partial_{u}\right\rangle, \quad A=\left\langle\partial_{x}, \partial_{u}\right\rangle .
$$

For $\operatorname{dim} A=3$ we have $A=\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$. If $\operatorname{rank} A=1$ then we may take $Q_{1}=\partial_{u}, Q_{2}=x \partial_{u}$ by the previous argument for $\operatorname{dim} A=2$. We then have $Q_{3}=c(t, x) \partial_{u}$ with $c_{x x} \neq 0$. For if $c_{x x}=0$ we have $c(t, x)=\alpha(t) x+$ $\beta(t)$. Then substituting $\partial_{u}, x \partial_{u},[\alpha(t) x+\beta(t)] \partial_{u}$ into the equation for $G$ we obtain $\dot{\alpha}(t) x+\dot{\beta}(t)=0$, after substituting into the equation for $G$, and this is possible only for constant $\alpha(t), \beta(t)$. But this means that $Q_{3}$ is a constant linear combination of $Q_{1}$, and $Q_{2}$, contradicting $\operatorname{dim} A=3$. So, $c_{x x}(t, x) \neq 0$. For $A=\left\langle\partial_{u}, x \partial_{u}, c(t, x) \partial_{u}\right\rangle$ as a symmetry algebra we find the following form for the evolution equation:

$$
u_{t}=f(t, x) u_{3}+\frac{c_{t}(t, x)-c_{x x x}(t, x) f(t, x)}{c_{x x}} u_{2}+g(t, x)
$$

with $f(t, x) \neq 0$. Thus, the evolution equation is quasi-linear (that is, linear in $u$ and its derivatives)

We now come to $\operatorname{dim} A=3, \operatorname{rank} A=2$. If we take $Q_{1}=\partial_{t}$ then we may take $Q_{2}=\partial_{u}$ since $\left\langle Q_{1}, Q_{2}\right\rangle$ is a two-dimensional abelian subalgebra of $A$, and there is only one type of two-dimensional abelian algebra containing $\partial_{t}$ as we have seen. Then we have $Q_{3}=a \partial_{t}+b(x) \partial_{x}+c(x) \partial_{u}$ with $a=$ constant and so we may clearly take $Q_{3}=b(x) \partial_{x}+c(x) \partial_{u}$. The requirement that rank $A=2$ then gives $b(x)=0$ and we find that $Q_{3}=c(x) \partial_{u}$. Obviously, $c^{\prime}(x) \neq 0$ since we must have $\operatorname{dim} A=3$. Now, the residual equivalence group $\mathcal{E}\left(\partial_{t}, \partial_{u}\right)$ is given by transformations of the form $t^{\prime}=t+l, x^{\prime}=X(x), u^{\prime}=u+U(x)$ with $X^{\prime}(x) \neq 0$. We see that under such a transformation, $Q_{3}=c(x) \partial_{u}$ is transformed to $Q_{3}^{\prime}=c(x) \partial_{u^{\prime}}$ and we may take $c(x)=X(x)$ giving $Q_{3}^{\prime}=x^{\prime} \partial_{u^{\prime}}$, so we find the canonical form $A=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}\right\rangle$. If $Q_{1}=\partial_{u}$, then we may take $Q_{2}=\partial_{t}$ or $Q_{2}=\partial_{x}$ if $Q_{1} \wedge Q_{2} \neq 0$. If $Q_{2}=\partial_{t}$ then $Q_{3}=x \partial_{u}$ as before. If $Q_{2}=\partial_{x}$ then $Q_{3}=b(t) \partial_{x}+c(t) \partial_{u}$ because rank $A=2$. However, putting $Q_{1}=\partial_{u}, Q_{2}=\partial_{x}, Q_{3}=b(t) \partial_{x}+c(t) \partial_{u}$ into the equation for $G$, we obtain $\dot{c}(t)-\dot{b}(t) u_{1}=0$, which means that $\dot{c}(t)=\dot{b}(t)=0$ and hence $Q_{3}$ is a linear combination of $Q_{1}$ and $Q_{2}$, which is a contradiction. Thus we cannot have $Q_{2}=\partial_{x}$ in this case. If $Q_{1} \wedge Q_{2}=0$ then $Q_{2}=c(t, x) \partial_{u}$, and since $\left\langle Q_{1}, Q_{2}\right\rangle$ is a two-dimensional subalgebra of $A=\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ then we know from the above that we may take $Q_{2}=x \partial_{u}$. This then gives us $Q_{3}=\partial_{t}$ in canonical form. Hence we have only the case $A=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}\right\rangle$ when $\operatorname{dim} A=3, \operatorname{rank} A=2$.

Now consider the case $\operatorname{dim} A=3, \operatorname{rank} A=3$. We have $A=\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ and $Q_{i}=a_{i}(t) \partial_{t}+b_{i}(t, x, u) \partial_{x}+c_{i}(t, x, u) \partial_{u}$ for $i=1,2,3$. Since $Q_{1} \wedge Q_{2} \wedge Q_{3} \neq$ 0 at least one of the coefficients $a_{i}(t)$ must be different from zero. So, assume $a_{1}(t) \neq 0$. In this case, we may take $Q_{1}=\partial_{t}$ in canonical form, according
to Theorem [2.3. Then we must have $Q_{i}=a_{i} \partial_{t}+b_{i}(x, u) \partial_{x}+c_{i}(x, u) \partial_{u}$ for $i=2,3$ and we may take $a_{i}=0$ in these cases because of linear independence of $Q_{1}, Q_{2}, Q_{3}$. Hence $Q_{2}=b_{2}(x, u) \partial_{x}+c_{2}(x, u) \partial_{u}$ and $Q_{3}=b_{3}(x, u) \partial_{x}+$ $c_{3}(x, u) \partial_{u}$. Consequently we may, by Theorem [2.3 take $Q_{2}=\partial_{x}$. Finally, this means that $Q_{3}=b_{3}(u) \partial_{x}+c_{3}(u) \partial_{u}$ by commutativity, and $c_{3}(u) \neq 0$ because $Q_{1} \wedge Q_{2} \wedge Q_{3} \neq 0$. The residual equivalence group $\mathcal{E}\left(\partial_{t}, \partial_{x}\right)$ is given by transformations of the form $t^{\prime}=t+l, x^{\prime}=x+Y(u), u^{\prime}=U(u)$ with $U^{\prime}(u) \neq 0$. Under such a transformation, $Q_{3}$ is transformed to $Q_{3}^{\prime}=\left[b_{3}(u)+\right.$ $\left.c_{3}(u) Y^{\prime}(u)\right] \partial_{x^{\prime}}+c_{3}(u) U^{\prime}(u) \partial_{u^{\prime}}$. because $c_{3}(u) \neq 0$ then we may choose $Y(u)$ so that $b_{3}(u)+c_{3}(u) Y^{\prime}(u)=0$ and we may choose $U(u)$ so that $c_{3}(u) U^{\prime}(u)=1$ and so we may take $Q_{3}=\partial_{u}$ in canonical form. Consequently we have only one canonical form $A=\left\langle\partial_{t}, \partial_{x}, \partial_{u}\right\rangle$ for an abelian Lie algebra with $\operatorname{dim} A=$ $3, \operatorname{rank} A=3$.

Finally we come to $\operatorname{dim} A \geq 4$. If $\operatorname{rank} A=3$ then we may take $Q_{1}=$ $\partial_{t}, Q_{2}=\partial_{x}, Q_{3}=\partial_{u}$. For any other symmetry vector field $Q=a(t) \partial_{t}+$ $b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ the coefficients must be constants, so that $Q$ will be a constant linear combination of $Q_{1}, Q_{2}, Q_{3}$, contradicting $\operatorname{dim} A \geq 4$. So there are no admissible abelian Lie algebras $A$ with $\operatorname{dim} A \geq 4, \operatorname{rank} A=3$.

For $\operatorname{dim} A=4, \operatorname{rank} A=2$ we may take $Q_{1}=\partial_{t}, Q_{2}=\partial_{u}, Q_{3}=x \partial_{u}$, and for $Q_{4}$ we take $Q_{4}=c(x) \partial_{u}$ because $A$ is abelian and $\operatorname{rank} A=2$. Further $c^{\prime \prime}(x) \neq 0$, for otherwise $Q_{4}$ would be a constant linear combination of $Q_{2}$ and $Q_{3}$, contradicting $\operatorname{dim} A=4$. Thus we have $A=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}, c(x) \partial_{u}\right\rangle$ with $c^{\prime \prime}(x) \neq 0$. This symmetry algebra gives us the following evolution equation:

$$
u_{t}=f(x) u_{3}-\frac{c^{(3)}(x) f(x)}{c^{(2)}(x)} u_{2}+g(x)
$$

with $f(x) \neq 0$. Again, the evolution equation is quasi-linear.
For $\operatorname{dim} A \geq 5, \operatorname{rank} A=2$ we find that any additional symmetry operator $Q$ must be of the form $Q=q(x) \partial_{u}$ with $q^{\prime \prime}(x) \neq 0$ and, substituting the vector fields a symmetries in the equations for $F$ and $G$, we must also have

$$
\frac{c^{(3)}(x)}{c^{(2)}(x)}=\frac{q^{(3)}(x)}{q^{(2)}(x)} .
$$

From this it follows that $\frac{q^{(2)}(x)}{c^{(2)}(x)}=C$ for some constant $C$. Hence $q^{(2)}(x)=$ $C c^{(2)}(x)$ from which it follows that $q(u)=C c(x)+C_{1} x+C_{2}$ and then $q(x) \partial_{u}$ is a constant linear combination of $\partial_{x}, x \partial_{u}, c(x) \partial_{u}$, and therefore we have no admissible abelian Lie algebras $A$ with $\operatorname{dim} A \geq 5, \operatorname{rank} A=2$.

For $\operatorname{dim} A \geq 4, \operatorname{rank} A=1$, arguments similar to those for $\operatorname{dim} A=$ $3, \operatorname{rank} A=1$ give us abelian Lie algebras $A$ of the form $A=\left\langle\partial_{u}, x \partial_{u}, c(t, x) \partial_{u}, q_{1}(t, x) \partial_{u}, \ldots, q_{k}(t, x) \dot{c}\right.$ with the sole proviso that each of the $q$ : s satisfy $q_{x x}(t, x) \neq 0$ and

$$
\frac{\left[c_{t}-c_{x x x} f(t, x)\right]}{c_{x x}}=\frac{\left[q_{t}-q_{x x x} f(t, x)\right]}{q_{x x}},
$$

as well as linear independence of the vector fields $\left\langle\partial_{u}, x \partial_{u}, c(t, x) \partial_{u}, q_{1}(t, x) \partial_{u}, \ldots, q_{k}(t, x) \partial_{u}\right\rangle$. We obtain equations of the form

$$
u_{t}=f(t, x) u_{3}+\frac{c_{t}(t, x)-c_{x x x}(t, x) f(t, x)}{c_{x x}} u_{2}+g(t, x)
$$

with $f(t, x) \neq 0$.
We have the following corollary of the above results:
Corollary 4.1 The evolution equations of the form (1.1) admitting abelian Lie algebras A with $\operatorname{dim} \mathrm{A} \geq 4$ or if $\operatorname{dim} \mathrm{A}=3, \operatorname{rank} \mathrm{~A}=1$ as symmetries are linearizable.

Proof: The proof is just by calculation: for $\operatorname{dim} \mathrm{A} \geq 3, \operatorname{rank} \mathrm{~A}=1$ we find the evolution equation

$$
u_{t}=f(t, x) u_{3}+\frac{\left[c_{t}-c_{x x x} f(t, x)\right]}{c_{x x}} u_{2}+g(t, x),
$$

which is linear in $u$ and its derivatives.
Similarly, the rank-two algebra $\mathrm{A}=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}, c(x) \partial_{u}\right\rangle, c^{\prime \prime}(x) \neq 0$ gives the equation

$$
u_{t}=f(x) u_{3}-\frac{c^{(3)}(x) f(x)}{c^{(2)}(x)} u_{2}+g(x) .
$$

We have the following list of non-linearized equations admitting abelian Lie algebras as symmetries:

1. $\mathbf{A}=\left\langle\partial_{t}\right\rangle:$

$$
u_{t}=F\left(x, u, u_{1}, u_{2}\right) u_{3}+G\left(x, u, u_{1}, u_{2}\right) .
$$

2. $\mathrm{A}=\left\langle\partial_{u}\right\rangle:$

$$
u_{t}=F\left(t, x, u_{1}, u_{2}\right) u_{3}+G\left(t, x, u_{1}, u_{2}\right) .
$$

3. $\mathbf{A}=\left\langle\partial_{t}, \partial_{u}\right\rangle:$

$$
u_{t}=F\left(x, u_{1}, u_{2}\right) u_{3}+G\left(x, u_{1}, u_{2}\right) .
$$

4. $\mathrm{A}=\left\langle\partial_{x}, \partial_{u}\right\rangle:$

$$
u_{t}=F\left(t, u_{1}, u_{2}\right) u_{3}+G\left(t, u_{1}, u_{2}\right) .
$$

5. $\mathrm{A}=\left\langle\partial_{u}, x \partial_{u}\right\rangle$ :

$$
u_{t}=F\left(t, x, u_{2}\right) u_{3}+G\left(t, x, u_{2}\right) .
$$

6. $\mathrm{A}=\left\langle\partial_{t}, \partial_{x}, \partial_{u}\right\rangle$ :

$$
u_{t}=F\left(u_{1}, u_{2}\right) u_{3}+G\left(u_{1}, u_{2}\right) .
$$

7. $\mathbf{A}=\left\langle\partial_{t}, \partial_{u}, x \partial_{u}\right\rangle:$

$$
u_{t}=F\left(x, u_{2}\right) u_{3}+G\left(x, u_{2}\right) .
$$

## 5 Semi-simple Lie algebras as symmetries of (1.1).

We now come to the semi-simple Lie algebras, and we recall some basic facts about them.

First, recall that a set $\mathcal{A}$ of linear operators acting non-trivially on a vector space $V$ is said to act semi-simply if we may decompose $V$ as $V=V_{1} \oplus \cdots \oplus V_{m}$ where each $V_{i}, i=1, \ldots, m$, is invariant under the action of $\mathcal{A}$ and is irreducible under this action in the sense that no $V_{i}$ contains a proper subspace invariant under $\mathcal{A}$.

Now, any Lie algebra $\mathfrak{g}$ acts on itself through the adjoint action $\operatorname{ad}_{X}(Y)=$ $[X, Y]$ for all $X, Y \in \mathfrak{g}$. Then $\mathfrak{g}$ is a semi-simple Lie algebra if the set of operators $\mathcal{A}=\left\{\operatorname{ad}_{X}: X \in \mathfrak{g}\right\}$ acts non-trivially and semi-simply on $\mathfrak{g}$. We say that $\mathfrak{g}$ is simple if there are no proper invariant subspaces of $\mathfrak{g}$ under the action of $\mathcal{A}=\left\{\operatorname{ad}_{X}: X \in \mathfrak{g}\right\}$. Thus, every semi-simple Lie algebra $\mathfrak{g}$ can be written as a direct sum of ideals

$$
\mathfrak{g}=\mathfrak{a}_{1} \oplus \mathfrak{a} \oplus \cdots \oplus \mathfrak{a}_{m}
$$

where the $\mathfrak{a}_{i}, i=1, \ldots, m$ are simple Lie algebras. Note that we consider only real Lie algebras.

From these preliminary remarks, it follows that we need only consider the simple Lie algebras as symmetry Lie algebras of our evolution equations and then combine the symmetry operators for the different simple Lie algebras to generate the equations invariant under more general semi-simple Lie algebras.

There are no simple Lie algebras of dimension less than three, and there are two real simple Lie algebras of dimension three: so $(3, \mathbb{R})$ and $\operatorname{sl}(2, \mathbb{R})$, and they can be given the following commutation structure:

$$
\operatorname{so}(3, \mathbb{R})=\left\langle e_{1}, e_{2}, e_{3}\right\rangle:\left[e_{1}, e_{2}\right]=e_{3}, \quad\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{3}, e_{1}\right]=e_{2},
$$

and

$$
\operatorname{sl}(2, \mathbb{R})=\left\langle e_{1}, e_{2}, e_{3}\right\rangle:\left[e_{1}, e_{2}\right]=2 e_{2}, \quad\left[e_{1}, e_{3}\right]=-2 e_{3}, \quad\left[e_{2}, e_{3}\right]=e_{1}
$$

### 5.1 Realizations of $\mathrm{so}(3, \mathbb{R})$ :

Theorem 5.1 Any realization $\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ of the algebra so $(3, \mathbb{R})$ by vector fields of the form $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$, as a symmetry algebra of (1.1) is equivalent, under the equivalence group $\mathcal{E}$ of equation (1.1), to the following realization:

$$
\begin{equation*}
\left\langle\partial_{x}, \tan u \sin x \partial_{x}+\cos x \partial_{u}, \tan u \cos x \partial_{x}-\sin x \partial_{u}\right\rangle \tag{5.1}
\end{equation*}
$$

The functions $F, G$ of equation (1.1) are given by

$$
F=\frac{\sec ^{3} u}{\left(1+\omega^{2}\right)^{\frac{3}{2}}} f(t, \tau),
$$

$$
\begin{aligned}
G= & {\left[9 \omega \tau \tan u-3 \omega \tau^{2}\left(1+\omega^{2}\right)^{\frac{1}{2}}+\frac{\omega\left(1+2 \omega^{2}\right)}{\left(\omega^{2}+1\right)^{\frac{3}{2}}}-\frac{\omega\left(5+6 \omega^{2}\right) \tan ^{2} u}{\left(\omega^{2}+1\right)^{\frac{3}{2}}}\right] f(t, \tau) } \\
& +\left(\omega^{2}+1\right)^{\frac{1}{2}} h(t, \tau),
\end{aligned}
$$

where

$$
\omega=u_{1} \sec u, \quad \tau=\frac{u_{2} \sec ^{2} u+\left(1+2 \omega^{2}\right) \tan u}{\left(1+\omega^{2}\right)^{\frac{3}{2}}} .
$$

Proof: First we note that there are no realizations of rank one: for if $Q_{1}=$ $f X, Q_{2}=g X, Q_{3}=X$ where $X$ is a (locally) smooth vector field and $f, g$ are (locally) smooth functions, then the commutation relations $\left[Q_{1}, Q_{2}\right]=$ $Q_{3},\left[Q_{2}, Q_{3}\right]=Q_{1},\left[Q_{3}, Q_{1}\right]=Q_{2}$ gives $g=X f, f=-X g, f X g-g X f=1$ which in turn gives $f^{2}+g^{2}+1=0$ which has no solution for real functions $f, g$.

For realizations of rank greater than or equal to two, we must have $Q_{1} \wedge$ $Q_{2} \neq 0, Q_{1} \wedge Q_{3} \neq 0, Q_{2} \wedge Q_{3} \neq 0$. In fact, we have the Lie derivatives $\left[Q_{2}, Q_{2} \wedge Q_{3}\right]=Q_{2} \wedge Q_{1}$ and $\left[Q_{2}, Q_{2} \wedge Q_{1}\right]=Q_{3} \wedge Q_{2}$, from which we see that $Q_{2} \wedge Q_{3}=0$ if and only if $Q_{1} \wedge Q_{2}=0$. Further $\left[Q_{3}, Q_{2} \wedge Q_{3}\right]=Q_{3} \wedge Q_{1}$ and $\left[Q_{3}, Q_{3} \wedge Q_{1}\right]=Q_{3} \wedge Q_{2}$. Hence, if any one of the given exterior products is zero, then all of them are zero. For a realization of rank greater than one, at least one of the exterior products must be different from zero, and therefore all of them must be different from zero.

We may choose $Q_{1}=\partial_{t}$ or $Q_{1}=\partial_{x}$. If $Q_{3}=\partial_{t}$, then with $Q_{2}=$ $a(t) \partial_{t}+b(t, x, u) \partial_{x}, \quad Q_{3}=A(t) \partial_{t}+B(t, x, u) \partial_{x}+C(t, x, u) \partial_{u}$, we find, using the commutation relations $\left[Q_{1}, Q_{2}\right]=Q_{3}$ and $\left[Q_{3}, Q_{1}\right]=Q_{2}$ that $\dot{a}=$ $A, \dot{A}=-a, a \dot{A}-A \dot{a}=1$, which follow from the commutation relations, giving $a(t)^{2}+A(t)^{2}+1=0$ and this has no solution for real $a(t), A(t)$. Hence we can not have $Q_{1}=\partial_{t}$.

With $Q_{1}=\partial_{x}$, the commutation relations give $b_{x}=B, B_{x}=-b$ and $c_{x}=C, C_{x}=-c$ as well as $a(t)=A(t)=0$ and so we have only a rank-two realization. We find

$$
b=\alpha(t, u) \cos (x+\phi(t, u)), c=\beta(t, u) \cos (x+\psi(t, u)),
$$

and

$$
B=-\alpha(t, u) \sin (x+\phi(t, u)), C=-\beta(t, u) \sin (x+\psi(t, u)) .
$$

and we must have $b \neq 0, B \neq 0, c \neq 0, C \neq 0$ for a rank-two realization, since all wedge products $Q_{1} \wedge Q_{2}, Q_{1} \wedge Q_{3}, Q_{2} \wedge Q_{3}$ must be nonzero, as noted above. Thus $\alpha(t, u) \neq 0, \beta(t, u) \neq 0$. So we have

$$
Q_{2}=\alpha(t, u) \cos (x+\phi(t, u)) \partial_{x}+\beta(t, u) \cos (x+\psi(t, u)) \partial_{u}
$$

The proof then proceeds as in [2] and we obtain the canonical forms

$$
\begin{aligned}
Q_{2} & =\tan u \sin x \partial_{x}+\cos x \partial_{u} \\
Q_{3} & =\tan u \cos x \partial_{x}-\sin x \partial_{u} .
\end{aligned}
$$

Substituting these into the symmetry condition for the given evolution equation we find, after some elaborate calculations, that

$$
F=\frac{\sec ^{3} u}{\left(1+\omega^{2}\right)^{3 / 2}} f(t, \tau)
$$

and

$$
\begin{aligned}
G= & {\left[9 \omega \tau \tan u-3 \omega \tau^{2}\left(1+\omega^{2}\right)^{\frac{1}{2}}+\frac{\omega\left(1+2 \omega^{2}\right)}{\left(\omega^{2}+1\right)^{\frac{3}{2}}}-\frac{\omega\left(5+6 \omega^{2}\right) \tan ^{2} u}{\left(\omega^{2}+1\right)^{\frac{3}{2}}}\right] f(t, \tau) } \\
& +\left(\omega^{2}+1\right)^{\frac{1}{2}} h(t, \tau),
\end{aligned}
$$

where we define

$$
\omega=u_{1} \sec u, \quad \tau=\frac{u_{2} \sec ^{2} u+\left(1+2 \omega^{2}\right) \tan u}{\left(1+\omega^{2}\right)^{3 / 2}} .
$$

The equations are awkward to solve, and it is useful to change variable $\left(t, x, u, u_{1}, u_{2}\right) \rightarrow$ $(t, x, u, \omega, \tau)$ in order to make the integration somewhat easier to perform.

### 5.2 Realizations of $\mathrm{sl}(2, \mathbb{R})$ :

Theorem 5.2 Any realization of $\operatorname{sl}(2, \mathbb{R})$ as vector fields $\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$, of the form $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$, admissible as a symmetry algebra of equation (1.1) is equivalent under the equivalence group $\mathcal{E}$ of equation (1.1) to one of the following six canonical forms:

$$
\begin{align*}
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle,  \tag{5.2a}\\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle,  \tag{5.2b}\\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle,  \tag{5.2c}\\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle,  \tag{5.2d}\\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle,  \tag{5.2e}\\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle . \tag{5.2f}
\end{align*}
$$

Proof: We use the commutation relations

$$
\left[Q_{1}, Q_{2}\right]=2 Q_{2}, \quad\left[Q_{3}, Q_{1}\right]=2 Q_{3}, \quad\left[Q_{2}, Q_{3}\right]=Q_{1}
$$

We note that $\left\langle Q_{3}, Q_{1}\right\rangle$ is just a manifestation of the two-dimensional solvable Lie algebra $A_{2.2}$. Thus we see that $\operatorname{sl}(2, \mathbb{R})$ is a semi-simple extension of a solvable Lie algebra. We shall return to this point later in this article when we look at extensions of solvable Lie algebras which give extensions of $\operatorname{sl}(2, \mathbb{R})$ by solvable Lie algebras.
The algebra $\mathrm{A}_{2.2}$ is usually given as $\mathrm{A}_{2.2}=\left\langle e_{1}, e_{2}\right\rangle:\left[e_{1}, e_{2}\right]=e_{1}$ and on putting $Q_{1}=2 e_{2}, Q_{3}=e_{1}$ we obtain $\left[Q_{3}, Q_{1}\right]=2 Q_{3}$. The inequivalent canonical forms for the admissible realizations of $\mathrm{A}_{2.2}$ are

$$
\begin{aligned}
& \left\langle e_{1}, e_{2}\right\rangle=\left\langle\partial_{t}, t \partial_{t}+x \partial_{x}\right\rangle \\
& \left\langle e_{1}, e_{2}\right\rangle=\left\langle\partial_{x}, t \partial_{t}+x \partial_{x}\right\rangle \\
& \left\langle e_{1}, e_{2}\right\rangle=\left\langle\partial_{x}, x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle e_{1}, e_{2}\right\rangle=\left\langle\partial_{x}, x \partial_{x}\right\rangle .
\end{aligned}
$$

For more details on this, see Part II ([7]) These then give us the following admissible canonical forms for $Q_{1}, Q_{3}$ :

$$
\begin{aligned}
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{t}\right\rangle \\
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{x}\right\rangle \\
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 x \partial_{x}+2 u \partial_{u}, \partial_{x}\right\rangle \\
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 x \partial_{x}, \partial_{x}\right\rangle .
\end{aligned}
$$

We note immediately that if $\left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{x}\right\rangle$ then, with $Q_{2}=$ $a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$, the commutation relation $\left[Q_{2}, Q_{3}\right]=Q_{1}$ is impossible to implement. Thus we have only the following cases to consider:

$$
\begin{aligned}
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{t}\right\rangle \\
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 x \partial_{x}+2 u \partial_{u}, \partial_{x}\right\rangle \\
& \left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 x \partial_{x}, \partial_{x}\right\rangle .
\end{aligned}
$$

If $Q_{1}=2 x \partial_{x}+2 u \partial_{u}$ or $Q_{1}=2 x \partial_{x}$ then $\left[Q_{1}, Q_{2}\right]=2 Q_{2}$ gives $a(t)=0$ so that we have only a rank-two or rank-one realization for each of these cases. For rank-three realizations we must have $Q_{3}=\partial_{t}$.
Rank 1 realizations: There is only one possibility for a rank-one realization, and this is $\left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 x \partial_{x}, \partial_{x}\right\rangle$. In this case the commutation relations give $Q_{2}=-x^{2} \partial_{x}$, and we have the rank-one realization sl$(2, \mathbb{R})=\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle$. We can not obtain realization of any other rank in this case.
Rank 3 realizations: As noted above, for a rank-three realization we must have $\left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{t}\right\rangle$. the commutation relations and the requirement of a rank-three realization give us $Q_{2}=-t^{2}+\left[-2 t x+b(u) x^{2}\right] \partial_{x}+c(u) x \partial_{u}$ with $c(u) \neq 0$. The residual equivalence group $\mathcal{E}\left(Q_{1}, Q_{3}\right)$ is given by invertible transformations of the form $t^{\prime}=t, x^{\prime}=p(u) x, u^{\prime}=U(u)$ with $U^{\prime}(u) \neq 0, p(u) \neq 0$. Under such a transformation, $Q_{2}$ is mapped to

$$
Q_{2}^{\prime}=-t^{\prime 2} \partial_{t^{\prime}}+\left[\left(b(u) p(u)+c(u) p^{\prime}(u)\right) x^{2}-2 t x^{\prime}\right] \partial_{x^{\prime}}+c(u) U^{\prime}(u) x \partial_{u^{\prime}} .
$$

Because $c(u) \neq 0$ we may always choose $p(u)$ so that $b(u) p(u)+c(u) p^{\prime}(u)=0$, and we may choose $U(u)$ so that $c(u) U^{\prime}(u)=-p(u)$ from which it follows that we have

$$
Q_{2}=-t^{2} \partial_{t}-2 t x \partial_{t}-x \partial_{u}
$$

in canonical form. This then gives us sl $(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-\right.$ $\left.x \partial_{u}, \partial_{t}\right\rangle$ in the canonical form of the rank-three realization.
Rank 2 realizations: We have either $\left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{t}\right\rangle$ or $\left\langle Q_{1}, Q_{3}\right\rangle=$ $\left\langle 2 x \partial_{x}+2 u \partial_{u}, \partial_{x}\right\rangle$.
$\underline{\left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 t \partial_{t}+2 x \partial_{x}, \partial_{t}\right\rangle: ~ T h e ~ c o m m u t a t i o n ~ r e l a t i o n s ~ f o r ~} \operatorname{sl}(2, \mathbb{R})$ and the requirement of a rank-two realization give us $Q_{2}=-t^{2} \partial_{t}+\left[b(u) x^{2}-2 t x\right] \partial_{x}$. If $b(u)=0$ then we have the realization $\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2}-2 t x \partial_{x}, \partial_{t}\right\rangle$. This realization gives $x u_{1}=0$ in the equation for $G$ and so we conclude that this is an
inadmissible realization and that we must have $b(u) \neq 0$. Under a transformation of the residual equivalence group $\mathcal{E}\left(Q_{1}, Q_{3}\right): t^{\prime}=t, x^{\prime}=p(u) x, u^{\prime}=U(u)$ with $U^{\prime}(u) \neq 0, p(u) \neq 0$ the operator $Q_{2}$ is mapped to

$$
Q_{2}^{\prime}=-t^{\prime 2} \partial_{t^{\prime}}+\left[\frac{b(u)}{p(u)} x^{\prime 2}-2 t x^{\prime}\right] \partial_{x^{\prime}}
$$

and we choose $p(u)=-b(u)$ so that we obtain $Q_{2}=-t^{2} \partial_{t}-\left[x^{2}+2 t x\right] \partial_{x}$ in canonical form. So we have the realization $\mathrm{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x}-t^{2} \partial_{t}-\left[x^{2}+\right.\right.$ $\left.2 t x] \partial_{x}, \partial_{t}\right\rangle$.
$\left\langle Q_{1}, Q_{3}\right\rangle=\left\langle 2 x \partial_{x}+2 u \partial_{u}, \partial_{t}\right\rangle$ : The commutation relations give $Q_{2}=\left(-x^{2}+\right.$ $\overline{\left.\sigma(t) u^{2}\right) \partial_{x}+\left(\tau(t) u^{2}-2 x u\right) \partial_{u}}$. We have the residual equivalence group $\mathcal{E}\left(Q_{1}, Q_{3}\right)$ : $t^{\prime}=T(t), x^{\prime}=x+p(t) u, u^{\prime}=q(t) u$ with $\dot{T}(t) \neq 0, q(t) \neq 0$. Under such a transformation $Q_{2}$ is mapped to

$$
Q_{2}^{\prime}=\left[-x^{2}+(\sigma(t)+p(t) \tau(t)) u^{2}-2 p(t) x u\right] \partial_{x^{\prime}}+\left[\tau(t) u^{2}-2 x u\right] q(t) \partial_{u^{\prime}} .
$$

Now we have, after some calculation,

$$
\left[\tau(t) u^{2}-2 x u\right] q(t)=\frac{\tau(t)+2 p(t)}{q(t)} u^{\prime 2}-2 x^{\prime} u^{\prime} .
$$

We choose $p(t)$ so that $\tau(t)+2 p(t)=0$. We also have (again after some calculation)

$$
\left[-x^{2}+(\sigma(t)+p(t) \tau(t)) u^{2}-2 p(t) x u\right]=-x^{\prime 2}+\frac{\sigma(t)+p(t) \tau(t)+p(t)^{2}}{q(t)^{2}} u^{\prime 2}
$$

and with $\tau(t)+2 p(t)=0$ we have

$$
\left[-x^{2}+(\sigma(t)+p(t) \tau(t)) u^{2}-2 p(t) x u\right]=-x^{\prime 2}+\frac{\sigma(t)-p(t)^{2}}{q(t)^{2}} u^{\prime 2} .
$$

Hence

$$
Q_{2}^{\prime}=\left[-x^{\prime 2}+\frac{\sigma(t)-p(t)^{2}}{q(t)^{2}} u^{\prime 2}\right] \partial_{x^{\prime}}-2 x^{\prime} u^{\prime} \partial_{u^{\prime}}
$$

We have three cases: $\sigma(t)-p(t)^{2}=0, \sigma(t)-p(t)^{2}>0, \sigma(t)-p(t)^{2}<0$. If $\sigma(t)-p(t)^{2}=0$ we have $Q_{2}^{\prime}=-x^{\prime 2} \partial_{x^{\prime}}-2 x^{\prime} u^{\prime} \partial_{u^{\prime}}$. If $\sigma(t)-p(t)^{2}>0$ choose $q(t)$ so that $q(t)^{2}=\sigma(t)-p(t)^{2}$ and we obtain $Q_{2}^{\prime}=-\left(x^{\prime 2}-u^{\prime 2}\right) \partial_{x^{\prime}}-2 x^{\prime} u^{\prime} \partial_{u^{\prime}}$. If $\sigma(t)-p(t)^{2}<0$ we choose $q(t)$ so that $q(t)^{2}=p(t)^{2}-\sigma(t)$ and we obtain $Q_{2}^{\prime}=$ $-\left(x^{\prime 2}+u^{\prime 2}\right) \partial_{x^{\prime}}-2 x^{\prime} u^{\prime} \partial_{u^{\prime}}$. This gives three inequivalent realizations of $\operatorname{sl}(2, \mathbb{R})$ : $\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle,\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$ and $\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$.

### 5.3 Equations invariant under $\operatorname{sl}(2, \mathbb{R})$ :

1. $\mathrm{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle:$

$$
u_{t}=\frac{1}{x^{2} u_{1}^{4}} f(u, \tau) u_{3}+\frac{6}{x^{3} u_{1}^{2}}\left(\tau-\frac{1}{x u_{1}}\right) f(u, \tau)+\frac{1}{x^{2} u_{1}} g(u, \tau)+u_{1}
$$

with $\tau=\frac{u_{2}}{u_{1}^{2}}+\frac{2}{x u_{1}}$.
2. $\underline{\operatorname{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle}:$

$$
u_{t}=x^{2} f(\omega, \tau) u_{3}+x^{-1}\left[g(\omega, \tau)-u^{2}-2 u \omega\right]
$$

with $\omega=x u_{1}-u, \quad \tau=x^{2} u_{2}$.
3. $\underline{\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle: ~}$

$$
u_{t}=f(t, u)\left(\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right)+g(t, u) .
$$

4. $\underline{\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle}:$

$$
u_{t}=u^{3} f(t, \tau) u_{3}+u g(t, \tau)
$$

where $\tau=2 u u_{2}-u_{1}^{2}$.
5. $\underline{\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle}$ :

$$
u_{t}=u^{3} f(t, \tau)\left[\frac{u_{3}}{\left(1+u_{1}^{2}\right)^{3 / 2}}-\frac{3 u_{1} u_{2}^{2}}{\left(1+u_{1}^{2}\right)^{5 / 2}}\right]+u \sqrt{1+u_{1}^{2}} h(t, \tau)
$$

where $\tau=\frac{1+u_{1}^{2}+u u_{2}}{\left(1+u_{1}^{2}\right)^{3 / 2}}$.
6. $\underline{\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle}$ :

$$
u_{t}=u^{3} f(t, \tau)\left[\frac{u_{3}}{\left|1-u_{1}^{2}\right|^{3 / 2}}-\frac{3 u_{1} u_{2}^{2}}{\left|1-u_{1}^{2}\right|^{5 / 2}}\right]+u \sqrt{\left|1-u_{1}^{2}\right|} h(t, \tau)
$$

where $\tau=\frac{\left|1-u_{1}^{2}\right|+u u_{2}}{\left|1-u_{1}^{2}\right|^{3 / 2}}$. Note that here we must take the two cases $u_{1}^{2}>1$ and $u_{1}^{2}<1$ separately.

This disposes of the two simple Lie algebras of lowest dimension. For all other simple or semi-simple Lie algebras we have the following result:

Theorem 5.3 The realizations of the algebras $\mathrm{so}(3, \mathbb{R})$ and $\mathrm{sl}(2, \mathbb{R})$, given in Theorems 5.1 and 5.2, exhaust the set of all possible realizations of semi-simple Lie algebras by operators of the form $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ which are admitted as symmetries of equation (1.1).

Proof: The proof of this theorem is the same as that of the corresponding result in [2], so that no semi-simple Lie algebra of higher dimension gives an admissible symmetry algebra of equation (1.1).

## 6 Equations invariant under semi-direct extensions of semi-simple Lie algebras.

Any Lie algebra $\mathfrak{g}$ has a unique decomposition as the semi-direct sum $\mathfrak{g}=\mathrm{h} \uplus \mathrm{A}$ where h is a semi-simple Lie algebra and A is a solvable Lie algebra. This is just
the Levi decomposition theorem for Lie algebras (see, for instance, [28]). Then A is a Lie-algebra ideal of $\mathfrak{g}$ under the adjoint action of $\mathfrak{g}$ on itself. If the adjoint action of the semi-simple Lie algebra h on A is trivial $\left(\right.$ that is $\operatorname{ad}_{X}(Y)=0$ for all $X \in \mathrm{~h}, Y \in \mathrm{~A})$ then we have a Lie-algebra direct sum decomposition $\mathfrak{g}=\mathrm{h} \oplus \mathrm{A}$.

The adjoint action of h on A is the adjoint representation of h on A . A finitedimensional representation of a Lie algebra $\mathfrak{g}$ is a Lie-algebra homomorphism $\rho: \mathfrak{g} \rightarrow \operatorname{gl}(V)$ where $\operatorname{gl}(V)$ is the Lie algebra of all endomorphisms of a finitedimensional vector space $V$. It is known (see [28]) that every finite-dimensional representation of a semi-simple Lie algebra $\mathfrak{g}$ is completely reducible, that is, if $\rho: \mathfrak{g} \rightarrow \operatorname{gl}(V)$ is the representation then the set of operators $\{\rho(X): X \in \mathfrak{g}\}$ acts completely reducibly on $V$ so that if $U \subset V$ is invariant under $\{\rho(X): X \in \mathfrak{g}\}$, there exists a subspace $W \subset V$ with $W$ also invariant under $\{\rho(X): X \in \mathfrak{g}\}$ and with the property that $V=U \dot{+} W$ (the symbol $\dot{+}$ stands for vector-space direct sum). From this it follows that $V$ is given by a direct-sum decomposition $V=V_{1} \dot{+} \ldots \dot{+} V_{m}$ so that $\{\rho(X): X \in \mathfrak{g}\}$ acts irreducibly (that is,there is no non-trivial invariant subspace) on each of the $V_{1}, \ldots, V_{m}$.

Applying these remarks to $\mathfrak{g}=\mathrm{h} \uplus \mathrm{A}$, we have then the vector-space directsum decomposition $\mathrm{a}=\mathrm{a}_{1} \dot{+} \ldots \dot{+} \mathrm{a}_{m}$, and each $\mathrm{a}_{i}, i=1, \ldots, m$ is invariant under $\left\{\operatorname{ad}_{X}: X \in \mathrm{~h}\right\}$, and is irreducible under this action. Note that this is in general a vector-space direct sum rather than a Lie-algebra direct sum, and that we do not necessarily have $\left[Y_{i}, Y_{j}\right]=0$ when $Y_{i} \in \mathrm{a}_{i}, Y_{j} \in \mathrm{a}_{j}, i \neq j$. Further, it is not obvious that each $\mathrm{a}_{i}, i=1, \ldots, m$ is a Lie algebra. However, if each $\mathrm{a}_{i}, i=1, \ldots, m$ is a Lie algebra then clearly $\mathrm{a}_{i}$ is solvable. Further, it is also abelian: $\left[a_{i}, a_{i}\right]$ is then a proper subspace of $a_{i}$ and is invariant under the action of $h$, and because $h$ acts irreducibly on each $a_{i}$, then we must have $\left[\mathrm{a}_{i}, \mathrm{a}_{i}\right]=0$.

Since A is solvable, we have the descending chain of ideals

$$
\mathrm{A} \triangleright \mathcal{D}^{1} \mathrm{~A} \triangleright \mathcal{D}^{2} \mathrm{~A} \triangleright \ldots \mathcal{D}^{k} \mathrm{~A} \triangleright \mathcal{D}^{k+1} \mathrm{~A}=\{0\}
$$

where $\mathcal{D}^{1} \mathrm{~A}=[\mathrm{A}, \mathrm{A}], \mathcal{D}^{i+1} \mathrm{~A}=\left[\mathcal{D}^{i} \mathrm{~A}, \mathcal{D}^{i} \mathrm{~A}\right]$ for $i=1, \ldots, k$. In particular $\mathcal{D}^{k+1} \mathrm{~A}=\{0\}$. Thus $\mathrm{A}_{0}=\mathcal{D}^{k} \mathrm{~A}$ is an abelian ideal of A , and it is easy to see that $A_{0}$ is invariant under $h$. Clearly there are two cases to consider: $\mathcal{D}^{1} \mathrm{~A}=\{0\}$ when A is abelian, and $\mathcal{D}^{k+1}(\mathrm{~A})=\{0\}$ for $k \geq 1$. We always have $1 \leq \operatorname{dim} \mathrm{A}_{0} \leq \operatorname{dim} \mathrm{A}$, and we have the decomposition

$$
\mathrm{A}=\left(\mathrm{a}_{1} \dot{+} \ldots \dot{+} \mathrm{a}_{m}\right) \dot{+} \mathrm{A}_{0}
$$

where the $a_{1}, \ldots, a_{m}$ are the irreducible subspaces of $A$ under the action of the semi-simple Lie algebra $h$ so that $a_{1} \dot{+} \ldots \dot{+} a_{m}$ is the complement of the abelian ideal $A_{0}$ in $A$. Since $A_{0}$ is an ideal of $A$ then it is invariant under the action of $\mathrm{a}_{1} \dot{+} \ldots \dot{+} \mathrm{a}_{m}$.

Our presentation is as follows: we first consider the representations of $\operatorname{so}(3, \mathbb{R})$ and $\operatorname{sl}(2, \mathbb{R})$ on abelian Lie algebras $A$, and we show that there are no proper semi-direct sum extensions with abelian Lie algebras $A$ except for one particular case of $\operatorname{sl}(2, \mathbb{R})$ which admits a two-dimensional semi-direct sum extensions. Then we construct all the direct-sum extensions by abelian Lie algebras, these algebras $A$ being the direct-sums of one-dimensional representations. We then consider the extension of each of abelian ideal $\mathrm{A}_{0}$ by irreducible
subspaces $k$ of the solvable algebra $A$, that is we consider extensions $k+A_{0}$ so that our simple Lie algebra acts irreducibly on $k$ and such that $\left[k, A_{0}\right] \subset A_{0}$. We show that these do not exist.

### 6.1 Semi-direct sums of $\mathrm{so}(3, \mathbb{R})$ with solvable Lie algebras.

As noted at the beginning of the section, we first take up the representation of our semi-simple Lie algebras on abelian algebras. We have the following results for so $(3, \mathbb{R})$ :

Theorem 6.1 There is only one (up to equivalence) irreducible representation of

$$
\operatorname{so}(3, \mathbb{R})=\left\langle\partial_{x}, \tan u \sin x \partial_{x}+\cos x \partial_{u}, \tan u \cos x \partial_{x}-\sin x \partial_{u}\right\rangle
$$

on an abelian Lie algebra $\mathrm{A}: \operatorname{dim} A=1$ and we may take $\mathrm{A}=\left\langle\partial_{t}\right\rangle$.
Proof: We look at $\operatorname{dim} \mathrm{A}>1$. We have no representation for $\operatorname{dim} \mathrm{A}=2$ (see Appendix A . So, let us consider $\operatorname{dim} \mathrm{A} \geq 3$. For any irreducible representation of so $(3, \mathbb{R})$ on a real Lie algebra A (whether abelian or not) we have $\operatorname{dim} \mathrm{A}=$ $2 J+1$ for some half-integer $J$, and there exist non-zero vectors $X, Y$ with $\left[e_{1}, X\right]=\alpha Y,\left[e_{1}, Y\right]=-\alpha X$ for $\alpha>0$ for any $J>0$ and non-zero vectors $Z$ with $\left[e_{1}, Z\right]=0$ if $J$ is an integer (see Appendix © $\mathbb{A}$ ).

Now, let A be abelian and $J \geq 1$ (so that $\operatorname{dim} \mathrm{A} \geq 3$ ). If $X, Y$ satisfy $\left[e_{1}, X\right]=-J Y,\left[e_{1}, Y\right]=J X$ then it follows that $X=b \partial_{x}+c \partial_{u}, Y=B \partial_{x}+C \partial_{u}$ if $X, Y$ are to be symmetries of our equation, since $e_{1}, e_{2}, e_{3}$ are of this form. In fact, all the vector fields of A are of this form, since A is generated from $X$ by applying so $(3, \mathbb{R})$ to $X$ (this is just a restatement of the fact that A is irreducible under so $(3, \mathbb{R})$ ). Thus $\operatorname{rank} \mathrm{A}=1$ or $\operatorname{rank} \mathrm{A}=2$.

The equations $\left[e_{1}, X\right]=-J Y,\left[e_{1}, Y\right]=J X$ have the solution

$$
\begin{aligned}
& X=\alpha(t, u) \cos (J x+\theta(t, u)) \partial_{x}+\beta(t, u) \sin (J x+\phi(t, u)) \partial_{u}, \\
& Y=\alpha(t, u) \sin (J x+\theta(t, u)) \partial_{x}-\beta(t, u) \cos (J x+\phi(t, u)) \partial_{u} .
\end{aligned}
$$

Further

$$
\begin{aligned}
{\left[e_{2}, X\right]=\left[b_{x} \tan u \sin x+b_{u} \cos x-b\right.} & \left.\tan u \cos x-c\left(1+\tan ^{2} u\right) \sin x\right] \partial_{x} \\
+ & {\left[c_{x} \tan u \sin x+c_{u} \cos x+b \sin x\right] \partial_{u} . }
\end{aligned}
$$

rank $\mathrm{A}=1$ : In this $\left[e_{2}, X\right] \wedge X=0$ and we find that $b=0$ if and only if $c=0$. Thus we must have $b \neq 0, c \neq 0$ so that $\alpha(t, u), \beta(t, u) \neq 0$. For $\operatorname{rank} \mathrm{A}=1$ we also have $X \wedge Y=0$ which then gives, after some elementary calculation, $\alpha \beta \cos (\phi-\theta)=0$ so that $\phi=\theta+(2 n+1) \pi / 2$ and then we obtain

$$
\begin{aligned}
& X=\alpha(t, u) \cos (J x+\theta(t, u)) \partial_{x}+(-1)^{n} \beta(t, u) \cos (J x+\theta(t, u)) \partial_{u}, \\
& Y=\alpha(t, u) \sin (J x+\theta(t, u)) \partial_{x}-(-1)^{n} \beta(t, u) \sin (J x+\theta(t, u)) \partial_{u} .
\end{aligned}
$$

However, $X \wedge Y=0$ then gives $\alpha \beta \cos (J x+\theta(t, u)) \sin (J x+\theta(t, u))=0$ which is a contradiction since $\alpha \beta=0$. Thus we have no rank-one A for $\operatorname{dim} \mathrm{A} \geq 3$.
$\underline{\operatorname{rank}} \mathrm{A}=2$ : In this case we must have $\operatorname{dim} \mathrm{A}=3$ or $\operatorname{dim} \mathrm{A}=4$ for a symmetry algebra, since the only cases of a rank-two abelian symmetry algebra of our evolution equation are for $\operatorname{dim} \mathrm{A}=2,3,4$ and in this case $\operatorname{dim} \mathrm{A}=2$ is inadmissible as an irreducible representation space.
$\underline{\operatorname{dim} A}=3$ : From [20] we have only one (up to equivalence) abelian Lie algebra $\mathrm{A}=\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ on which $\operatorname{so}(3, \mathbb{R})=\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ is represented irreducibly and we have the following commutation relations:

$$
\begin{aligned}
& {\left[e_{1}, Q_{1}\right]=0, \quad\left[e_{1}, Q_{2}\right]=Q_{3}, \quad\left[e_{1}, Q_{3}\right]=-Q_{2}} \\
& {\left[e_{2}, Q_{1}\right]=-Q_{3}, \quad\left[e_{2}, Q_{2}\right]=0, \quad\left[e_{2}, Q_{3}\right]=Q_{1}} \\
& {\left[e_{3}, Q_{1}\right]=Q_{2}, \quad\left[e_{3}, Q_{2}\right]=-Q_{1}, \quad\left[e_{3}, Q_{3}\right]=0}
\end{aligned}
$$

Now, if an abelian Lie algebra $\mathbf{A}=\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ is a rank-two symmetry algebra then one of the $Q_{i}$ has non-zero wedge product with the other two, and the other two have zero wedge product. Note that so $(3, \mathbb{R})$ acts irreducibly on the space of bi-vectors $\left\langle Q_{1} \wedge Q_{2}, Q_{1} \wedge Q_{3}, Q_{2} \wedge Q_{3}\right\rangle$ :

$$
\begin{aligned}
& {\left[e_{1}, Q_{1} \wedge Q_{2}\right]=Q_{1} \wedge Q_{3}, \quad\left[e_{1}, Q_{1} \wedge Q_{3}\right]=-Q_{1} \wedge Q_{2}, \quad\left[e_{1}, Q_{2} \wedge Q_{3}\right]=0} \\
& {\left[e_{2}, Q_{1} \wedge Q_{2}\right]=Q_{2} \wedge Q_{3}, \quad\left[e_{2}, Q_{1} \wedge Q_{3}\right]=0, \quad\left[e_{2}, Q_{2} \wedge Q_{3}\right]=Q_{2} \wedge Q_{1}} \\
& {\left[e_{3}, Q_{1} \wedge Q_{2}\right]=0, \quad\left[e_{3}, Q_{1} \wedge Q_{3}\right]=Q_{2} \wedge Q_{3}, \quad\left[e_{3}, Q_{2} \wedge Q_{3}\right]=-Q_{1} \wedge Q_{3}}
\end{aligned}
$$

Thus, if any one of the bivectors $\left\langle Q_{1} \wedge Q_{2}, Q_{1} \wedge Q_{3}, Q_{2} \wedge Q_{3}\right\rangle$ is zero, so are all the others. This implies that there are no rank-two realizations of so( $3, \mathbb{R}$ ) in this case.
$\underline{\operatorname{dim} A=4: ~ I n ~ t h i s ~ c a s e ~ w e ~ h a v e, ~ a c c o r d i n g ~ t o ~[20], ~ o n e ~ i r r e d u c i b l e ~ a b e l i a n ~ r e p-~}$ resentation space (up to equivalence) $\mathrm{A}=\left\langle Q_{1}, Q_{2}, Q_{3}, Q_{4}\right\rangle$ with commutation relations

$$
\begin{aligned}
& {\left[e_{1}, Q_{1}\right]=\frac{1}{2} Q_{4}, \quad\left[e_{1}, Q_{2}\right]=\frac{1}{2} Q_{3}, \quad\left[e_{1}, Q_{3}\right]=-\frac{1}{2} Q_{2}, \quad\left[e_{1}, Q_{4}\right]=-\frac{1}{2} Q_{1}} \\
& {\left[e_{2}, Q_{1}\right]=\frac{1}{2} Q_{2}, \quad\left[e_{2}, Q_{2}\right]=-\frac{1}{2} Q_{1}, \quad\left[e_{2}, Q_{3}\right]=\frac{1}{2} Q_{4}, \quad\left[e_{2}, Q_{4}\right]=-\frac{1}{2} Q_{3}} \\
& {\left[e_{3}, Q_{1}\right]=\frac{1}{2} Q_{3}, \quad\left[e_{3}, Q_{2}\right]=-\frac{1}{2} Q_{4}, \quad\left[e_{3}, Q_{3}\right]=-\frac{1}{2} Q_{1}, \quad\left[e_{3}, Q_{4}\right]=\frac{1}{2} Q_{2}}
\end{aligned}
$$

Again, we find that so(3, $\mathbb{R})$ acts irreducibly on the space of bivectors $\left\langle Q_{1} \wedge\right.$ $\left.Q_{2}, Q_{1} \wedge Q_{3}, Q_{1} \wedge Q_{4}, Q_{2} \wedge Q_{3}, Q_{2} \wedge Q_{4}, Q_{3} \wedge Q_{4}\right\rangle$ and so if any one of them vanishes, so do all the others. Again, if we have $\operatorname{dim} A=4, \operatorname{rank} A=2$ we have to have three wedge products equal to zero, so all must be zero and this means that we have no irreducible representation in this case either.

Consequently we see that we have no admissible irreducible representations of so $(3, \mathbb{R})$ on abelian Lie algebras $A$ with $\operatorname{dim} A \geq 2$. This then implies that we can only have irreducible representations on abelian $A$ with $\operatorname{dim} A=1$. In this case, the vector fields of A must commute with $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$. An elementary calculation shows that if $Q$ commutes with $e_{1}, e_{2}, e_{3}$ then $Q=a(t) \partial_{t}$ with $a(t) \neq 0$. The residual equivalence of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ consists of transformations of
the form $t^{\prime}=T(t), x^{\prime}=x+2 n \pi, u^{\prime}=u+n \pi$ with $\dot{T}(t) \neq 0$. Applying such a transformation, we find that $Q$ is mapped to $Q^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}$ and we choose $T(t)$ so that $a(t) \dot{T}(t)=1$ giving $Q=\partial_{t}$ in canonical form. This proves the theorem.

Theorem 6.2 There are no semi-direct sum extensions so $(3, \mathbb{R}) \uplus \mathrm{A}$ for any solvable Lie algebra A other than the extension $\operatorname{so}(3, \mathbb{R}) \oplus \mathrm{A}$ with $\operatorname{dim} \mathrm{A}=1$ as given in Theorem 6.1.

Proof: If A with $\operatorname{dim} \mathrm{A} \geq 2$ is a solvable Lie algebra on which $\operatorname{so}(3, \mathbb{R})$ acts, then, as already remarked on at the beginning of this section, there is an abelian ideal $A_{0}$ of $A$ which is invariant under the action of $\operatorname{so}(3, \mathbb{R})$. Furthermore, $\operatorname{dim} \mathrm{A}_{0}=1$. In fact, $\mathrm{A}_{0}$ decomposes into a direct sum of one-dimensional subalgebras, each being invariant under so $(3, \mathbb{R})$ and if $\mathrm{A}_{0}=\left\langle Q_{1}, \ldots, Q_{k}\right\rangle$ then $\mathrm{A}_{0}=\left\langle Q_{1}\right\rangle \oplus\left\langle Q_{2}\right\rangle \oplus \cdots \oplus\left\langle Q_{k}\right\rangle$ and each $Q_{i}$ commutes with each of the generators of so $(3, \mathbb{R})$. We may then take $Q_{1}=\partial_{t}$ and then $Q_{i}=a_{i}(t) \partial_{t}$ for $i=2, \ldots, k$ and since $\mathrm{A}_{0}$ is abelian, $a_{i}(t)=$ constant, so that $\operatorname{dim} A_{0}=1$. Thus we may take $A_{0}=\left\langle\partial_{t}\right\rangle$. Now suppose that $k$ is the complement of $A_{0}$ in $A: A=k+A_{0}$ with k invariant under so $(3, \mathbb{R})$. Put $\mathrm{k}=\left\{X_{1}, \ldots, X_{k}\right\}$. Now, k decomposes into a direct vector sum $k=k_{1} \dot{+} \ldots \dot{+} k_{m}$ for some $m \in \mathbb{N}$. From the proof of Theorem 6.1 we know that any vector field $X \in \mathrm{k}_{i}$ is of the form $X=$ $b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ and hence we have $X_{i}=b_{i}(t, x, u) \partial_{x}+c_{i}(t, x, u) \partial_{u}$. Then since $\mathrm{A}_{0}=\left\langle\partial_{t}\right\rangle$ is an ideal in the algebra, we must have $\left[X_{i}, \partial_{t}\right]=0$. This implies that $b_{i}=b_{i}(x, u), c_{i}=c_{i}(x, u)$, and this implies that $\left[X_{i}, X_{j}\right] \in \mathrm{k}$. Thus k is a Lie algebra, and it is solvable because it is a subalgebra of the solvable Lie algebra $A$, and therefore it contains an abelian ideal invariant under so $(3, \mathbb{R})$. As we have seen, such an ideal must be one-dimensional, and its generator must then commute with so $(3, \mathbb{R})$. However, the only operator of the form $X=b(x, u) \partial_{x}+c(x, u) \partial_{u}$ which commutes with so $(3, \mathbb{R})$ is $X=0$. Thus, we cannot have an extension $\mathrm{k}+\mathrm{A}_{0}$ of $\mathrm{A}_{0}$. This proves the result.

We now have the following result:
Corollary 6.1 The Lie algebra so $(3, \mathbb{R})$ given by

$$
\left\langle\partial_{x}, \tan u \sin x \partial_{x}+\cos x \partial_{u}, \tan u \cos x \partial_{x}-\sin x \partial_{u}\right\rangle .
$$

admits only one (up to equivalence) direct sum extension $\operatorname{so}(3, \mathbb{R}) \oplus \mathrm{A}$ :

$$
\left\langle\partial_{x}, \tan u \sin x \partial_{x}+\cos x \partial_{u}, \tan u \cos x \partial_{x}-\sin x \partial_{u}\right\rangle \oplus\left\langle\partial_{t}\right\rangle .
$$

The corresponding non-linearities are

$$
F=\frac{\sec ^{3} u}{\left(1+\omega^{2}\right)^{\frac{3}{2}}} f(\tau)
$$

and

$$
\begin{aligned}
G= & {\left[9 \omega \tau \tan u-3 \omega \tau^{2}\left(1+\omega^{2}\right)^{\frac{1}{2}}+\frac{\omega\left(1+2 \omega^{2}\right)}{\left(\omega^{2}+1\right)^{\frac{3}{2}}}-\frac{\omega\left(5+6 \omega^{2}\right) \tan ^{2} u}{\left(\omega^{2}+1\right)^{\frac{3}{2}}}\right] f(\tau) } \\
& +\left(\omega^{2}+1\right)^{\frac{1}{2}} h(\tau),
\end{aligned}
$$

where

$$
\omega=u_{1} \sec u, \quad \tau=\frac{u_{2} \sec ^{2} u+\left(1+2 \omega^{2}\right) \tan u}{\left(1+\omega^{2}\right)^{\frac{3}{2}}} .
$$

### 6.2 Direct-sum extensions of $\operatorname{sl}(2, \mathbb{R})$ by solvable Lie algebras.

Here we look at direct sum extensions $\operatorname{sl}(2, \mathbb{R}) \oplus \mathrm{A}$ where A is a solvable Lie algebra: these are the reducible Lie algebras and $A=k_{0}$ which is a direct vector sum of irreducible $J=0$ representations of $\operatorname{sl}(2, \mathbb{R})$ (spin zero representations). The elements of A must then commute with those of $\operatorname{sl}(2, \mathbb{R})$. In our classification we use the fact that any solvable Lie algebra possesses a descending chain of ideals

$$
A=\mathrm{a}_{n} \triangleright \mathrm{a}_{n-1} \triangleright \cdots \triangleright \mathrm{a}_{1} \triangleright \mathrm{a}_{0}=\{0\}
$$

where each $a_{i}$ is an ideal in $a_{i+1}$ of codimension one. In fact, this property characterizes solvable Lie algebras, as is well known. We record our result as the following theorem:

Theorem 6.3 We have the following inequivalent admissible direct-sum extensions of $\mathrm{sl}(2, \mathbb{R})$ by solvable Lie algebras A :
$\operatorname{dim} \mathrm{A}=1$ :

$$
\begin{aligned}
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle t u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle .
\end{aligned}
$$

$\operatorname{dim} \mathrm{A}=2:$

$$
\begin{aligned}
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, u \partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{u}, t \partial_{t}+u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle, q \in \mathbb{R}, q \neq 0 .
\end{aligned}
$$

$\operatorname{dim} \mathrm{A}=3$ :

$$
\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle, \quad q \in \mathbb{R} .
$$

Proof: We give the details of the calculations for the different admissible realizations of $\operatorname{sl}(2, \mathbb{R})$.


$$
Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}
$$

commutes with $e_{1}, e_{2}, e_{3}$ then $Q=c(u) \partial_{u}$, as is easily computed. The residual equivalence group of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ is given by transformations $t^{\prime}=t, \quad x^{\prime}=$ $x, \quad u^{\prime}=U(u)$ with $U^{\prime}(u) \neq 0$. Under such a transformation, $Q=c(u) \partial_{u}$ is transformed to $Q^{\prime}=c(u) U^{\prime}(u) \partial_{u^{\prime}}$ and we can then choose $U(u)$ so that $c(u) U^{\prime}(u)=1$. So we have only one admissible one-dimensional extension

$$
\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle .
$$

If $\operatorname{dim} \mathrm{A}=2$ then we have $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ where $\left[Q_{1}, Q_{2}\right]=0$ or $\left[Q_{1}, Q_{2}\right]=Q_{1}$ (this is the canonical form of two-dimensional non-abelian Lie algebras). We take $Q_{1}=\partial_{u}$ in canonical form and put $Q_{2}=c(u) \partial_{u}$, and then $\left[Q_{1}, Q_{2}\right]=$ 0 is impossible since this means that $c^{\prime}(u)=0$ and then $Q_{2}=c \partial_{u}$ which contradicts $\operatorname{dim} \mathrm{A}=2$. If we now take $\left[Q_{1}, Q_{2}\right]=Q_{1}$ we find that $c^{\prime}(u)=1$ so that $c(u)=u+\beta$. The residual equivalence group of $\left\langle e_{1}, e_{2}, e_{3}, Q_{1}\right\rangle$ is given by transformations $t^{\prime}=t, x^{\prime}=x, u^{\prime}=u+k$. Under such a transformation $Q_{2}=(u+\beta) \partial_{u}$ is mapped to $Q_{2}^{\prime}=(u+\beta) \partial_{u^{\prime}}=\left(u^{\prime}+\beta-k\right) \partial_{u^{\prime}}$ and we choose $k=\beta$ so that $Q_{2}=u \partial_{u}$ in canonical form. Thus we have the two-dimensional extension

$$
\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, u \partial_{u}\right\rangle .
$$

If $\operatorname{dim} \mathrm{A}=3$ we have $A=\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ and $\left\langle Q_{1}, Q_{2}\right\rangle$ is an ideal of $\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$. We take $Q_{1}=\partial_{u}, Q_{2}=u \partial_{u}$ in canonical form and we put $Q_{3}=c(u) \partial_{u}$. Then $\left[Q_{1}, Q_{3}\right]=\alpha Q_{1}+\beta Q_{2}$ gives $c(u)=\frac{1}{2} \beta u^{2}+\alpha u+\gamma$. Further, $\left[Q_{2}, Q_{3}\right]=\delta Q_{1}+\epsilon Q_{2}$ gives $u c^{\prime}(u)-c(u)=\epsilon u+\delta$. Now, this gives us $\beta=0$ and so we find that $Q_{3}=\alpha Q_{2}+\gamma Q_{1}$ so that $\operatorname{dim} \mathrm{A} \geq 3$ is impossible.
$\operatorname{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle$. We first note that if $Q=a(t) \partial_{t}+$ $\overline{b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u} \text { commutes with } e_{1}, e_{2}, e_{3}}$ then we find that $Q=\alpha\left(x \partial_{x}+\right.$ $\left.u \partial_{u}\right)+\beta \partial_{u}$, and from this it follows that we have only one- and two-dimensional direct sum extensions:

$$
\begin{aligned}
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, x \partial_{x}+u \partial_{u}\right\rangle .
\end{aligned}
$$

$\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle$. In this case, if $Q=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ commutes with $e_{1}, e_{2}, e_{3}$ then $Q=a(t) \partial_{t}+c(t, u) \partial_{u}$. The residual equivalence group of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ is given by transformations of the form $t^{\prime}=T(t), x^{\prime}=$
$x, u^{\prime}=U(t, u)$ with $\dot{T}(t) \neq 0, U_{u} \neq 0$. Under such a transformation $Q$ is mapped to $Q^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}+\left[a(t) U_{t}+c(t, u) U_{u}\right] \partial_{u^{\prime}}$ and if $a(t) \neq 0$ then we choose $T(t)$ so that $a(t) \dot{T}(t)=1$ and we choose $U(t, u)$ so that $a(t) U_{t}+c(t, u) U_{u}=0$, giving $Q=\partial_{t}$ in canonical form. If $a(t)=0$ then $\left.Q^{\prime}=c(t, u) U_{t}, u\right) \partial_{u^{\prime}}$ and we choose $U(t, u)$ so that $c(t, u) U_{u}=1$, giving $Q=\partial_{u}$ in canonical form. Thus we have two one-dimensional direct sum extensions:

$$
\begin{aligned}
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{u}\right\rangle .
\end{aligned}
$$

For $\operatorname{dim} \mathrm{A}=2$ we have $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ and $\left[Q_{1}, Q_{2}\right]=0$ or $\left[Q_{1}, Q_{2}\right]=Q_{1}$. First, consider $\left[Q_{1}, Q_{2}\right]=0$. Putting $Q_{1}=\partial_{t}$ and $Q_{2}=a(t) \partial_{t}+c(t, u) \partial_{u}$ we find that $\dot{a}(t)=0, c_{t}=0$. Thus we have $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle=\left\langle\partial_{t}, \partial_{c}(u) \partial_{u}\right\rangle$ with $c(u) \neq$ 0 . The residual equivalence group of $e_{1}, e_{2}, e_{3}, \partial_{t}$ is given by transformations of the form $t^{\prime}=t+k, x^{\prime}=x, u^{\prime}=U(u)$ with $U^{\prime}(u) \neq 0$. Under such a transformation, $Q_{2}=c(u) \partial_{u}$ is mapped to $Q_{2}^{\prime}=c(u) U^{\prime}(u) \partial_{u^{\prime}}$ and we may choose $U(u)$ so that $c(u) U^{\prime}(u)=1$ so that $Q_{2}=\partial_{u}$ in canonical form. This gives the canonical form $\mathrm{A}=\left\langle\partial_{t}, \partial_{u}\right\rangle$. If we take $Q_{1}=\partial_{u}$ then $\left[Q_{1}, Q_{2}\right]=0$ gives $Q_{2}=a(t) \partial_{t}+c(t) \partial_{u}$. If $a(t)=0$ then $Q_{2}=c(t) \partial_{u}$ and putting $\partial_{u}$ and $c(t) \partial_{u}$ into the symmetry equation for $G$ gives $\dot{c}(t)=0$, so that we have $Q_{2}=c Q_{1}$ and this contradicts the requirement $\operatorname{dim} \mathrm{A}=2$. Thus $a(t) \neq 0$. The residual equivalence group of $e_{1}, e_{2}, e_{3}, \partial_{u}$ is given by transformations of the form $t^{\prime}=T(t), x^{\prime}=x, u^{\prime}=u+p(t)$. Under such a transformation, $Q_{2}$ is mapped to $Q_{2}^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}+[a(t) \dot{p}(t)+c(t)] \partial_{u^{\prime}}$ and we choose $T(t)$ so that $a(t) \dot{T}(t)=1$ and $p(t)$ so that $a(t) \dot{p}(t)+c(t)=0$, giving $Q_{2}=\partial_{t}$ in canonical form. Thus we find that $\mathrm{A}=\left\langle\partial_{t}, \partial_{u}\right\rangle$ is the canonical form of two-dimensional (admissible) abelian Lie algebras.
For $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ with $\left[Q_{1}, Q_{2}\right]=Q_{1}$ we take $Q_{1}=\partial_{t}$ and $Q_{2}=a(t) \partial_{t}+$ $c(t, u) \partial_{u}$, and then the commutation relation gives us $a(t)=t+\beta$ and $c_{t}=0$ so that $Q_{2}=(t+\beta) \partial_{t}+c(u) \partial_{u}$. The residual equivalence group of $e_{1}, e_{2}, e_{3}, Q_{1}$ is given by transformations of the form $t^{\prime}=t+k, x^{\prime}=x, u^{\prime}=U(u)$ with $U^{\prime}(u) \neq 0$. Under such a transformation $Q_{2}$ is mapped to $Q_{2}^{\prime}=(t+\beta) \partial_{t^{\prime}}+$ $c(u) U^{\prime}(u) \partial_{u^{\prime}}$. If $c(u)=0$ then we have $Q_{2}^{\prime}=\left(t^{\prime}+\beta-k\right) \partial_{t^{\prime}}$. We then choose $k$ so that $\beta-\alpha k=0$, giving $A=\left\langle\partial_{t}, \partial_{t}\right\rangle$. This is however inadmissible as a symmetry since this implies that $F=0$ which is a contradiction. Thus we must have $c(u) \neq 0$. In this case we may choose $U(u)$ so that $c(u) U^{\prime}(u)=U(u)$ if $\alpha=0$, giving $Q_{2}^{\prime}=\left(t^{\prime}+\beta-k\right) \partial_{t^{\prime}}+c(u) U^{\prime}(u) \partial_{u^{\prime}}=t^{\prime} \partial_{t^{\prime}}+u^{\prime} \partial_{u^{\prime}}$, so that $A=\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle$ in canonical form. If we take $Q_{1}=\partial_{u}$ then $\left[Q_{1}, Q_{2}\right]=Q_{1}$ gives $c_{u}(t, u)=1$ so that $Q_{2}=a(t) \partial_{t}+[u+\beta(t)] \partial_{u}$. Applying a transformation of the residual equivalence group of $e_{1}, e_{2}, e_{3}, \partial_{u}, Q_{2}$ is mapped to

$$
Q_{2}^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}+\left[u^{\prime}+\beta(t)-p(t)+a(t) \dot{p}(t)\right] \partial_{u^{\prime}}
$$

If $a(t) \neq 0$ then we may choose $T(t)$ so that $a(t) \dot{T}(t)=T(t)$ and $p(t)$ so that $\beta(t)-p(t)+a(t) \dot{p}(t)=0$, giving $Q_{2}=t \partial_{t}+u \partial_{u}$ in canonical form. If $a(t)=0$ then we choose $p(t)$ so that $\beta(t)-p(t)=0$, giving $Q_{2}=u \partial_{u}$ in canonical form and we obtain the canonical two-dimensional (admissible) solvable Lie algebras $A=\left\langle\partial_{u}, t \partial_{t}+u \partial_{u}\right\rangle$ and $A=\left\langle\partial_{u}, u \partial_{u}\right\rangle$. However, if $\partial_{u}, u \partial_{u}$ are symmetries
then we find that $F=0$ since $F=f(t) / u_{1}^{3}$. Thus we have the following two-dimensional extensions:

$$
\begin{aligned}
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle \\
& \left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{u}, t \partial_{t}+u \partial_{u}\right\rangle .
\end{aligned}
$$

$\operatorname{dim} \mathrm{A}=3$. The admissible three-dimensional solvable Lie algebras are extensions of the admissible solvable two-dimensional solvable Lie algebras, containing them as ideals of codimension one.
$\mathrm{A}=\left\langle\partial_{t}, \partial_{u}, Q_{3}\right\rangle$. We require that $Q_{3}=a(t) \partial_{t}+c(t, u) \partial_{u}$ satisfy $\left[\partial_{t}, Q_{3}\right] \in$ $\left\langle\partial_{t}, \partial_{u}\right\rangle$ and $\left[\partial_{u}, Q_{3}\right]=\left\langle\partial_{t}, \partial_{u}\right\rangle$. An elementary calculation gives $Q_{3}=(\alpha t+$ $\beta) \partial_{t}+(\gamma t+\delta u+\epsilon) \partial_{u}$. Obviously, we may assume $\beta=0, \epsilon=0$, so we take $Q_{3}=\alpha t \partial_{t}+(\gamma t+\delta u) \partial_{u}$. If $\delta=0$ then putting $Q_{3}$ as a symmetry in the equation for $F$ gives $\alpha F=0$, so we must have $\alpha=0$ to avoid the contradiction $F=0$. However, then $\gamma \neq 0$ if $Q_{3} \neq 0$ and $\partial_{u}, t \partial_{u}$ in the equation for $G$ gives us $1=0$, a contradiction. Thus, $\delta \neq 0$. Then put $Q_{3}$ into the equation for $F$ and we obtain (noting that $F_{t}=F_{x}=F_{u}=0$ )

$$
\delta\left(u_{1} F_{u_{1}}+u_{2} F_{u_{2}}\right)+\alpha F=0
$$

From the defining equations for $F$ we find that $F_{u_{2}}=0$ and $u_{1} F_{u_{1}}+2 u_{2} F_{u_{2}}+$ $3 F=0$, so we conclude that $\alpha=3 \delta$ and we may write

$$
Q_{3}=t \partial_{t}+\left[\frac{u}{3}+p t\right] \partial_{u}
$$

where $p \in \mathbb{R}$ is arbitrary. Thus we have the extension

$$
\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\left[\frac{u}{3}+p t\right] \partial_{u}\right\rangle .
$$

Now, if we make the equivalence transformation $t^{\prime}=t, x^{\prime}=x, u^{\prime}=u-\frac{3 p}{2} t$ then $\partial_{t} \rightarrow \partial_{t^{\prime}}-\frac{3 p}{2} \partial_{u^{\prime}}, \partial_{x} \rightarrow \partial_{x^{\prime}}, \partial_{u} \rightarrow \partial_{u^{\prime}}$ and $t \partial_{t}+\left[\frac{u}{3}+p t\right] \partial_{u} \rightarrow t^{\prime} \partial_{t^{\prime}}+\frac{u^{\prime}}{3} \partial_{u^{\prime}}$. Thus the algebra $\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\left[\frac{u}{3}+p t\right] \partial_{u}\right\rangle$ is equivalent to the algebra $\left\langle\partial_{t}-\right.$ $\left.\frac{3 p}{2} \partial_{u}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle=\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle$. We recognize $\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle$ as the solvable Lie algebra $\mathrm{A}_{3.7}$ with $q=1 / 3$, in Mubarakzyanov's classification. Hence we may write our direct-sum extension as

$$
\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle .
$$

Put this into the equations for $F$ and $G$ and we obtain the evolution equation

$$
u_{t}=K\left(\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right) .
$$

Note also that if we make the equivalence transformation $t^{\prime}=t, x^{\prime}=x, u^{\prime}=x$ then this direct-sum extension is mapped to

$$
\left\langle 2 u \partial_{u},-u^{2} \partial_{u}, \partial_{u}\right\rangle \oplus\left\langle\partial_{t}, \partial_{x}, t \partial_{t}+\frac{x}{3} \partial_{x}\right\rangle
$$

and the corresponding evolution equation is

$$
u_{t}=K u_{3}-\frac{3 K}{2} \frac{u_{2}^{2}}{u_{1}}
$$

The maximal symmetry of this equation is the six-dimensional direct-sum extension

$$
\left\langle 2 u \partial_{u},-u^{2} \partial_{u}, \partial_{u}\right\rangle \oplus\left\langle\partial_{t}, \partial_{x}, t \partial_{t}+\frac{x}{3} \partial_{x}\right\rangle .
$$

This is the six-dimensional extension of the five dimensional solvable Lie algebra

$$
\mathrm{A}_{3.7} \oplus \mathrm{~A}_{2.2}=\left\langle\partial_{t}, \partial_{x}, t \partial_{t}+\frac{x}{3} \partial_{x}, \partial_{u}, u \partial_{u}\right\rangle,
$$

which gives the evolution equation

$$
u_{t}=K u_{3}+M \frac{u_{2}^{2}}{u_{1}} .
$$

For a non-linear equation we must have $M \neq 0$. This equation has maximal symmetry algebra

$$
\left\langle 2 u \partial_{u},-u^{2} \partial_{u}, \partial_{u}\right\rangle \oplus\left\langle\partial_{t}, \partial_{x}, t \partial_{t}+\frac{x}{3} \partial_{x}\right\rangle
$$

when $M=-3 K / 2$, otherwise the maximal symmetry algebra is just

$$
\mathrm{A}_{3.7} \oplus \mathrm{~A}_{2.2}=\left\langle\partial_{t}, \partial_{x}, t \partial_{t}+\frac{x}{3} \partial_{x}, \partial_{u}, u \partial_{u}\right\rangle .
$$

$\mathrm{A}=\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}, Q_{3}\right\rangle$. In this case we require $\left[\partial_{t}, Q_{3}\right] \in\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle$ and $\left[t \partial_{t}+u \partial_{u}, Q_{3}\right] \in\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle$. Standard calculations yield $Q_{3}=(\alpha t+\beta) \partial_{t}+$ $q u \partial_{u}$. This can be written as $Q_{3}=(\alpha-q) \partial_{t}+\beta \partial_{t}+q\left(t \partial_{t}+u \partial_{u}\right)$. If $\alpha \neq q$ then we have $\mathrm{A}=\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}, t \partial_{t}\right\rangle$, and we see that this is inadmissible since this requires $\partial_{t}$ and $t \partial_{t}$ to be symmetries, which leads to $F=0$. So we must have $\alpha=q$ and then $Q_{3}=\beta Q_{1}+q Q_{2}$ so that $\operatorname{dim} \mathrm{A}=2$. Hence, we have no three-dimensional extension in this case.
$\mathrm{A}=\left\langle\partial_{u}, t \partial_{t}+u \partial_{u}, Q_{3}\right\rangle$. Again we require $\left[\partial_{t}, Q_{3}\right] \in\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle$ and $\left[t \partial_{t}+\right.$ $\left.u \partial_{u}, Q_{3}\right] \in\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle$. This gives us, after standard calculations, $Q_{3}=$ $\alpha \partial_{t}+(\beta u+\gamma t+\delta) \partial_{u}$. Again, we have $Q_{3}=\delta Q_{1}+\alpha Q_{2}+(\beta-\alpha) u \partial_{u}+\gamma t \partial_{u}$, so we may assume that $Q_{3}=(a u+q t) \partial_{u}$. Putting this form of $Q_{3}$ in the equation for $F$ we obtain $a\left(u_{1} F_{u_{1}}+u_{2} F_{u_{2}}\right)=0$. Since we have $F=K t^{2} / u_{1}^{3}$ (being invariant under $\operatorname{sl}(2, \mathbb{R})$ and under $\left.\partial_{u}, t \partial_{t}+u \partial_{u}\right)$ we must have $a=0$. Thus $Q_{3}=b t \partial_{u}$. However, putting $\partial_{u}$ and $b t \partial_{u}$ as symmetries in the equation for $G$ gives $b=0$. Thus we have $a=b=0$ and so $Q_{3} \in\left\langle\partial_{u}, t \partial_{t}+u \partial_{u}\right\rangle$, and we do not have a three-dimensional extension in this case.
We see then that we have only one three-dimensional extension for this case of $\mathrm{sl}(2, \mathbb{R})$ :

$$
\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle
$$

with corresponding evolution equation

$$
u_{t}=K\left(\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right) .
$$

$\operatorname{dim} \mathrm{A}=4:$ In this case we only have to consider $\mathrm{A}=\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}, Q_{4}\right\rangle$. Then $\left[\partial_{t}, Q_{4}\right] \in\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle$ and $\left[\partial_{u}, Q_{4}\right] \in\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\frac{u}{3} \partial_{u}\right\rangle$ give us $Q_{4}=$ $(\alpha t+\beta) \partial_{t}+(\lambda u+\mu t+\nu) \partial_{u}$. Then we find that $\left[Q_{4}, Q_{3}\right]=\beta Q_{1}+\nu Q_{2}+\frac{2}{3} \mu t \partial_{u}$. Since we require $Q_{4}$ to be a symmetry, then $\left[Q_{4}, Q_{3}\right]$ is also a symmetry, and in the equation for $G$ we obtain $\mu=0$, so that $Q_{4}=\alpha Q_{3}+\beta Q_{1}+\nu Q_{2}+b u \partial_{u}$ with $b=\lambda-\alpha / 3$. It is easy to verify that $u \partial_{u}$ is not a symmetry of the equation, so we must have $b=0$ and thus $Q_{4}$ is a linear combination of $Q_{1}, Q_{2}, Q_{3}$ so that we have no extension of this direct-sum.
 0 we find that $Q=a(t) \partial_{t}+c(t) u \partial_{u}$. The equivalence transformations are given by $t^{\prime}=T(t), x^{\prime}=x, u^{\prime}=p(t) u$ with $\dot{T} \neq 0, p(t) \neq 0$. Then $Q=a(t) \partial_{t}+c(t) u$ is transformed to $Q^{\prime}=a(t) \dot{T} \partial_{t^{\prime}}+(a(t) \dot{p}(t) u+c(t) p(t) u)$ genu ${ }^{\prime}$. If $a(t) \neq 0$ we choose $T$ with $a(t) \dot{T}=1$ and $a(t) \dot{p}(t)+c(t) p(t)=0$, and this gives the canonical form $Q=\partial_{t}$. If $a(t)=0$ then we have $Q^{\prime}=c(t) p(t) u \partial_{u^{\prime}}=c(t) u^{\prime} \partial_{u^{\prime}}$. In this case, if $\dot{c}=0$ we have the canonical form $Q=u \partial_{u}$; but if $\dot{c} \neq 0$ we choose $c(t)=T(t)$ and this gives us the canonical form $Q=t u \partial_{u}$.

Thus we have the three canonical one-dimensional extensions:

$$
\begin{aligned}
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle, \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle u \partial_{u}\right\rangle, \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle t u \partial_{u}\right\rangle .
\end{aligned}
$$

$\operatorname{dim} \mathrm{A}=2$ : We have two types of algebra here: $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ with $\left[Q_{1}, Q_{2}\right]=0$ or $\left[Q_{1}, Q_{2}\right]=Q_{1}$. First, consider $\left[Q_{1}, Q_{2}\right]=0$. If $Q_{1}=\partial_{t}$ then $\left[Q_{1}, Q_{2}\right]=0$ gives $Q_{2}=a \partial_{t}+c u \partial_{u}$, so that $\mathrm{A}=\left\langle\partial_{t}, u \partial_{u}\right\rangle$. If $Q_{1}=u \partial_{u}$, then $Q_{2}=$ $a(t) \partial_{t}+c(t) u \partial_{u}$. The residual equivalence group consists of transformations of the form $t^{\prime}=T(t), x^{\prime}=x, u^{\prime}=p(t) u$ with $\dot{T}(t) \neq 0, p(t) \neq 0$. Under such a transformation, $Q_{2}$ is transformed to $Q_{2}^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}+\left[a(t) \frac{\dot{p}(t)}{p(t)}+c(t)\right] u^{\prime} \partial_{u^{\prime}}$. If $a(t) \neq 0$ then we choose $p(t)$ such that $a(t) \frac{\dot{p}(t)}{p(t)}+c(t)=0$ and $T(t)$ such that $a(t) \dot{T}(t)=1$, giving $\mathrm{A}=\left\langle\partial_{t}, u \partial_{u}\right\rangle$. If $a(t)=0$ then putting $u \partial_{u}, c(t) u \partial_{u}$ into the equation for $G$ gives $\dot{c}(t)=0$ so that we find that $\operatorname{dim} \mathrm{A}=1$, contradicting the requirement that $\operatorname{dim} \mathrm{A}=2$. If $Q_{1}=t u \partial_{u}$ then again $\left[Q_{1}, Q_{2}\right]=0$ gives $a(t)=0$ and so $Q_{2}=c(t) u \partial_{u}$. Putting $t u \partial_{u}, c(t) u \partial_{u}$ into the equation for $G$ we find that $t \dot{c}(t)=c(t)$ so that $Q_{2}=\alpha Q_{1}$ so that $\operatorname{dim} \mathrm{A}=1$. Thus, we only find $\mathrm{A}=\left\langle\partial_{t}, u \partial_{u}\right\rangle$ as the canonical form of two-dimensional admissible abelian Lie algebras.
Next we look at $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ with $\left[Q_{1}, Q_{2}\right]=Q_{1}$. If $Q_{1}=\partial_{t}$ then we obtain $Q_{2}=(t+k) \partial_{t}+q u \partial_{u}$ where $q \in \mathbb{R}$, and we may write $Q_{2}=t \partial_{t}+q u \partial_{u}$. The case $q=0$ is inadmissible since if $\partial_{t}, t \partial_{t}$ are symmetries, then the equation for $F$ gives $F=0$, a contradiction. Thus we must have $q \neq 0$. This case gives the extension

$$
\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle,
$$

which gives the evolution equation

$$
u_{t}=K \frac{u^{3} u_{3}}{\tau^{3 / 2+1 / 2 q}}+L u \tau^{-1 / 2 q}
$$

with $\tau=2 u u_{2}-u_{1}^{2}$. We recover the Harry Dym equation when $K=1, L=$ $0, q=-1 / 3$.
If we now put $Q_{1}=u \partial_{u}$ or $Q_{1}=t u \partial_{u}$ we find that $\left[Q_{1}, Q_{2}\right]=0$ so we have no realization of $\left[Q_{1}, Q_{2}\right]=0$ in these cases. So we have the following two two-dimensional extensions:

$$
\begin{aligned}
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, u \partial_{u}\right\rangle, \\
& \left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle .
\end{aligned}
$$

$\operatorname{dim} \mathrm{A}=3:$ Here we have two cases. $\mathrm{A}=\left\langle\partial_{t}, u \partial_{u}, Q_{3}\right\rangle$ and $\mathrm{A}=\left\langle\partial_{t}, t \partial_{t}+\right.$ $\left.q u \partial_{u}, Q_{3}\right\rangle$ with $\left\langle Q_{1}, Q_{2}\right\rangle$ contained as an ideal. First, take $\mathrm{A}=\left\langle\partial_{t}, u \partial_{u}, Q_{3}\right\rangle$. Then $\left[\partial_{t}, Q_{3}\right] \in\left\langle\partial_{t}, u \partial_{u}\right\rangle$ and $\left[u \partial_{u}, Q_{3}\right] \in\left\langle\partial_{t}, u \partial_{u}\right\rangle$ give $Q_{3}=(a t+b) \partial_{t}+c u \partial_{u}$. Putting $\partial_{t}, u \partial_{u}$ and $Q_{3}=(a t+b) \partial_{t}+c u \partial_{u}$ as symmetries in the equation for $F$ gives $a F=0$ so that we must have $a=0$ in order to have $F \neq 0$. Thus $Q_{3}=b Q_{1}+c Q_{2}$ and this means that $\operatorname{dim} \mathrm{A}=2$, contradicting the requirement that $\operatorname{dim} \mathrm{A}=3$. Hence we have no realization in this case. Next, take $\mathrm{A}=$ $\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}, Q_{3}\right\rangle$. Then $\left[\partial_{t}, Q_{3}\right] \in\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle$ and $\left[t \partial_{t}+q u \partial_{u}, Q_{3}\right] \in$ $\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle$ gives, after elementary calculations, $Q_{3}=(a t+b) \partial_{t}+c u \partial_{u}$. We can rewrite this as $Q_{3}=b Q_{1}+a Q_{2}+(c-a) u \partial_{u}$. If $c \neq a$ then $u \partial_{u}$ is also a symmetry, so that $t \partial_{t}$ will also be a symmetry. Since we know that $\partial_{t}$ is a symmetry, we find that $F=0$, a contradiction. Thus we must have $a=c$ and thus $Q_{3}=a Q_{2}+b Q_{1}$ so that $\operatorname{dim} \mathrm{A}=2$, and we have no extension in this case. Thus, we have only the two two-dimensional extensions given above.
$\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$. In this case $\left[e_{1}, Q\right]=\left[e_{2}, Q\right]=\left[e_{3}, Q\right]=$ 0 gives $Q=a(t) \partial_{t}$. The residual equivalence group is given by transformations of the form $t^{\prime}=T(t), x^{\prime}=x, u^{\prime}= \pm u$ with $\dot{T}(t) \neq 0$. Under such a transformation, $Q$ is mapped to $Q^{\prime}=a(t) \dot{T}(t) \partial_{t^{\prime}}$ and we choose $T(t)$ so that $a(t) \dot{T}(t)=1$. Thus we have the canonical one-dimensional algebra $\mathrm{A}=\left\langle\partial_{t}\right\rangle$. It is clear that if $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ with $Q_{1}=\partial_{t}$ then we cannot have $\left[Q_{1}, Q_{2}\right]=0$ and $\operatorname{dim} \mathrm{A}=2$. Further, if we require $\left[Q_{1}, Q_{2}\right]=Q_{1}$ with $Q_{1}=\partial_{t}$ then $Q_{2}=(t+k) \partial_{t}$, which is inadmissible since $\partial_{t}, t \partial_{t}$ as symmetries in the equation for $F$ gives $F=0$, a contradiction. Thus we obtain only a one-dimensional extension:

$$
\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle .
$$

$\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$. As in the previous case (with exactly the same argument) we have only one extension, the one-dimensional extension

$$
\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle .
$$

### 6.3 Semi-direct sums of $\operatorname{sl}(2, \mathbb{R})$ with solvable Lie algebras.

We now consider the case of semi-direct extensions of $\operatorname{sl}(2, \mathbb{R})$, and we proceed case by case. We use the following notation in the proofs:

1. $A_{0}$ denotes the abelian ideal of the solvable Lie algebra $A$
2. k is the invariant (under the action of $\mathrm{sl}(2, \mathbb{R}))$ subspace of A which is the complement of $A_{0}$, so that $A=k \dot{+} A_{0}$
3. $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ is an irreducible representation space for $\operatorname{sl}(2, \mathbb{R})$, with $\mathrm{k}_{J} \subset \mathrm{k}$ for $J=\frac{1}{2}, 1, \frac{3}{2}, \ldots$
4. $\mathrm{k}_{0} \subset \mathrm{k}$ is the representation space for $\mathrm{sl}(2, \mathbb{R})$, with $\operatorname{spin} J=0$. It is the direct sum of irreducible one-dimensional subspaces and $\operatorname{sl}(2, \mathbb{R})$ commutes with all the elements of $\mathrm{k}_{0}$.
5. $\mathrm{k}_{\star}$ is the sum of all $\mathrm{k}_{J}$, for $J \geq \frac{1}{2}$, which are subspaces of k

Thus we have the decomposition $A=k_{*} \dot{+} k_{0} \dot{+} A_{0}$. First we have the following useful result:

Lemma 6.1 Suppose that $\mathrm{A}_{0}$ commutes with $\mathrm{sl}(2, \mathbb{R})$. Then $\left[\mathrm{k}_{\star}, \mathrm{A}_{0}\right]=\{0\}$ as well as $\left[k_{\star}, k_{0}\right] \subset k_{\star}$.

Proof: First we note that $\left[k_{\star}, A_{0}\right] \subset A_{0}$ since $A_{0}$ is an ideal. Now for any $k_{J}$ with $J>0$ we also have $\left[\mathrm{k}_{J}, \mathrm{~A}_{0}\right] \subset \mathrm{k}_{\star}$. In fact, if $X \in \mathrm{~A}_{0}$ then put $Q_{i}^{\prime}=\left[Q_{i}, X\right], i=$ $1, \ldots 2 J+1$. Then it is straightforward to show that $\mathrm{k}_{J}^{\prime}=\left\langle Q_{1}^{\prime}, \ldots, Q_{2 J+1}^{\prime}\right\rangle$ is an irreducible representation space for $\operatorname{sl}(2, \mathbb{R})$ if $\mathrm{k}_{J}^{\prime} \neq\{0\}$ (in fact it is clear that if any $Q_{i}^{\prime}=0$ then $\left.\mathrm{k}_{J}^{\prime}=\{0\}\right)$ and since $\mathrm{k}_{J}^{\prime} \subset \mathrm{A}$ we have $\mathrm{k}_{J}^{\prime} \subset \mathrm{k}_{\star}$. Hence $\left[k_{\star}, A_{0}\right] \subset k_{\star} \cap A_{0}=\{0\}$. The same reasoning shows that $\left[k_{\star}, k_{0}\right] \subset k_{\star}$.

Lemma $6.2 \operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle$ admits only direct-sum extensions $\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus \mathrm{A}$ by solvable Lie algebras A .

Proof: Let $\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ where $J>0$ be an irreducible representation subspace in A. Put $Q_{2 J+1}=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$. Since $\mathrm{k}_{J}$ is irreducible under the action of $\operatorname{sl}(2, \mathbb{R})$ it follows that $a(t)=0$. The conditions $\left[e_{3}, Q_{2 J+1}\right]=0$ and $\left[e_{1}, Q_{2 J+1}\right]=-2 J Q_{2 J+1}$ then give $c(t, x, u)=0, b_{x}=0$ and $b=J b$. For $J \neq 1$ we obviously have $b=0$, giving $Q_{2 J+1}=0$, and hence $A=\{0\}$. For $J=1$ we then have $2 J+1=3$ and $Q_{3}=b(t, u) \partial_{x}$. Then $Q_{2}=\left[e_{2}, Q_{3}\right]=2 x b(t, u) \partial_{x}, Q_{1}=\frac{1}{2}\left[e_{2}, Q_{3}\right]=-x^{2} b(t, u) \partial_{x}$ so that $\left\langle Q_{1}, Q_{2}, Q_{3}\right\rangle$ is just a realization of $\operatorname{sl}(2, \mathbb{R})$, which is impossible for a subspace of a solvable Lie algebra A. Hence, any solvable Lie algebra which is a representation space for this choice of $\operatorname{sl}(2, \mathbb{R})$ must be a direct sum of irreducible one-dimensional $(J=0)$ subspaces. $\operatorname{sl}(2, \mathbb{R})$ acts trivially on irreducible one-dimensional spaces, so that each $Q \in \mathrm{~A}$ must commute with $e_{1}, e_{2}, e_{3}$, and therefore the extension must be a direct-sum extension.

Lemma $6.3 \mathrm{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$ admits only direct-sum extensions $\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus \mathrm{A}$ by solvable Lie algebras A.

Proof: Let $\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ where $J>0$ be an irreducible representation subspace in A. Put $Q_{2 J+1}=a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$. Since $\mathrm{k}_{J}$ is irreducible under the action of $\operatorname{sl}(2, \mathbb{R})$ it follows that $a(t)=0$ and we also have that any element of $\mathrm{k}_{J}$ is of the form $X=b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$, so
that either rank $\mathrm{k}_{J}=1$ or rank $\mathrm{k}_{J}=2$. The conditions $\left[e_{3}, Q_{2 J+1}\right]=0$ and $\left[e_{1}, Q_{2 J+1}\right]=-2 J Q_{2 J+1}$ give $Q_{2 J+1}=b(t) u^{-J+1} \partial_{x}+c(t) u^{-J+1} \partial_{u}$ and then $Q_{2 J}=\left[e_{2}, Q_{2 J+1}\right]$ gives

$$
Q_{2 J}=2 J x Q_{2 J+1}-2 c(t) u^{-J+2} \partial_{x}+2 b(t) u^{-J+2} \partial_{u}
$$

We have rank $\mathrm{k}_{J}=1$ if and only if $Q_{2 J+1} \wedge Q_{2 J}=0$ which gives $b(t)^{2}+c(t)^{2}=0$, which is impossible if $Q_{2 J+1} \neq 0$, so we must have rank $\mathrm{k}_{J}=2$ and $b(t)^{2}+c(t)^{2} \neq$ 0.

Now assume that $\mathrm{k}_{J}$ is abelian. Then $\left[Q_{2 J}, Q_{2 J+1}\right]=0$ and we find that

$$
(2 J-1) b(t)^{2}+(J-2) c(t)^{2}=0, \quad b(t) c(t)=0
$$

If $c(t) \neq 0$ then $b(t)=0$ since we have $b(t) c(t)=0$. This gives $(J-2) c(t)^{2}=$ 0 so we have either $c(t)=0$ or $J=2$. However, $J=2$ corresponds to $\operatorname{dim}\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle=5$, and admissible abelian Lie algebras of dimension five are all rank-one realizations, which is a contradiction. Thus, $c(t)=0$ and we have $b(t) \neq 0$. This gives $(2 J-1) b(t)^{2}=0$ so that $Q_{2 J+1} \neq 0$ only for $J=1 / 2$. In this case we have $Q_{2}=b(t) u^{1 / 2} \partial_{x}, \quad Q_{1}=x b(t) u^{1 / 2} \partial_{x}+2 b(t) u^{3 / 2} \partial_{u}$. Putting these into the equation for $F$ and noting that $F_{x}=0$ we have the two equations

$$
\begin{aligned}
& 4 u^{2} F_{u}+2 u u_{1} F_{u_{1}}+\left[2 u u_{2}-u_{1}^{2}\right] F_{u_{2}}=0 \\
& 4 u^{2} F_{u}+u u_{1} F_{u_{1}}+\left[2 u u_{2}+u_{1}^{2}\right] F_{u_{2}}=6 u F
\end{aligned}
$$

We also have the defining equations

$$
\begin{aligned}
& u F_{u}=u_{2} F_{u_{2}}+3 F \\
& u\left(1+u_{1}^{2}\right) F_{u_{1}}+\left[u_{1}\left(1+u_{1}^{2}\right)+3 u u_{1} u_{2}\right] F_{u_{2}}+3 u u_{1} F=0
\end{aligned}
$$

Writing these equations in the form of the matrix equation $M v=0$ where $v=$ $\left(F, F_{u}, F_{u_{1}}, F_{u_{2}}\right)^{T}$ we find that $\operatorname{det} M \neq 0$ except on some subsets of dimension less than five in the space parametrized locally by $\left(t, x, u, u_{1}, u_{2}\right)$ and so $F=0$ because $F$ is smooth. This is a contradiction and so we have no irreducible representations of $\operatorname{sl}(2, \mathbb{R})$ on abelian algebras other than those for which $J=0$, that is one-dimensional representation spaces. Consequently, the abelian ideal $A_{0}$ of $A$ is a direct sum of one-dimensional irreducible subspaces for $s l(2, \mathbb{R})$, and so if $Q \in \mathrm{~A}_{0}$ then $Q$ commutes with $e_{1}, e_{2}, e_{3}$. Now note that by definition $\mathrm{k}_{0}$ commutes with all of $\operatorname{sl}(2, \mathbb{R})$, so that $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}$ must commute with $\mathrm{sl}(2, \mathbb{R})$. From Theorem 6.3it follows that $\operatorname{dim} \mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=1$, and we may assume that $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=$ $\left\langle\partial_{t}\right\rangle$ so we have $\mathrm{A}=\mathrm{k}_{\star} \dot{+}\left\langle\partial_{t}\right\rangle$ and $\mathrm{k}_{\star}$ is the direct sum of irreducible subspaces $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ with $J>0$. We know that $Q_{2 J+1}=b(t) u^{-J+1} \partial_{x}+$ $c(t) u^{-J+1} \partial_{u}$. Since $\left\langle\partial_{t}\right\rangle$ is an ideal in A, we must have $\left[Q_{2 J+1}, \partial_{t}\right]=0$ so that $Q_{2 J+1}=b u^{-J+1} \partial_{x}+c u^{-J+1} \partial_{u}$ with $b, c$ constants. It now follows that $\left[k_{\star}, k_{\star}\right] \subset k_{\star}$, so that $k_{\star}$ is a subalgebra of A, and as such it is solvable. Assume that $k_{\star} \neq\{0\}$. Then, being solvable, $k_{\star}$ contains a non-trivial abelian ideal which is invariant under $\operatorname{sl}(2, \mathbb{R})$, and this abelian ideal must be a direct sum of irreducible one-dimensional representation spaces by our reasoning above, so that $\mathrm{k}_{\star}$ contains the representation $J=0$, which contradicts the definition of $\boldsymbol{k}_{\star}$. Hence $\boldsymbol{k}_{\star}=\{0\}$ and so the only extension of $\operatorname{sl}(2, \mathbb{R})$ by a solvable Lie algebra $A$ is a direct-sum extension (so each of the operators of $A$ commutes with $\left.e_{1}, e_{2}, e_{3}\right)$.

Lemma $6.4 \mathrm{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$ admits only direct-sum extensions $\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus \mathrm{A}$ by solvable Lie algebras A.

Proof: The proof is essentially the same as for $\mathrm{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-\right.\right.$ $\left.\left.u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$. For an irreducible representation subspace $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ of A with $J>0$ we find $Q_{2 J+1}=b(t) u^{-J+1} \partial_{x}+c(t) u^{-J+1} \partial_{u}$ and

$$
Q_{2 J}=2 J x Q_{2 J+1}+2 c(t) u^{-J+2} \partial_{x}+2 b(t) u^{-J+2} \partial_{u} .
$$

Then $\left[Q_{2 J}, Q_{2 J+1}\right]=0$ gives

$$
(2 J-1) b(t)^{2}-(J-2) c(t)^{2}=0, \quad b(t) c(t)=0 .
$$

Then the same type of argument as for $\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-\right.$ $\left.2 x u \partial_{u}, \partial_{x}\right\rangle$ shows that there are no irreducible abelian representation spaces $\mathrm{k}_{J}$ for $J>0$. The final part of the argument for $\operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+\right.\right.$ $\left.\left.u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$ goes through without modification, and we conclude that only direct-sum extensions by solvable Lie algebras are allowed.

Lemma $6.5 \operatorname{sl}(2, \mathbb{R})=\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle$ admits only directsum extensions $\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus \mathrm{A}$ by solvable Lie algebras A.

Proof: As in the previous calculations, we have rank $\mathrm{k}_{J} \leq 2$ for the irreducible representation space $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ with $J>0$. The elements of $\mathrm{k}_{J}$ are of the form $X=b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$ and we obtain from the conditions $\left[e_{3}, Q_{2 J+1}\right]=0$ and $\left[e_{1}, Q_{2 J+1}\right]=-2 J Q_{2 J+1}$ that

$$
Q_{2 J+1}=b(t) u^{-J+1} \partial_{x}+c(t) u^{-J+1} \partial_{u},
$$

and then $Q_{2 J}=\left[e_{2}, Q_{2 J+1}\right]$ yields

$$
Q_{2 J}=2 J x Q_{2 J+1}+2 b(t) u^{-J+2} \partial_{u} .
$$

If rank $\mathrm{k}_{J}=1$ then $Q_{2 J+1} \wedge Q_{2 J}=0$ and this gives $b(t)=0$ so that $c(t) \neq 0$ and $Q_{2 J+1}=c(t) u^{-J+1} \partial_{u}, Q_{2 J}=2 J x Q_{2 J+1}$ and we find that $\mathrm{k}_{J}$ is abelian. Putting these as symmetries into the equation for $F$ gives

$$
\begin{aligned}
& u^{2} F_{u}-(J-1) u u_{1} F_{u_{1}}+(J-1)\left[J u_{1}^{2}-u u_{2}\right] F_{u_{2}}=0 \\
& u F_{u_{1}}-2(J-1) u_{1} F_{u_{2}}=0 .
\end{aligned}
$$

We also have the defining equations for $F$ :

$$
F_{x}=0, \quad u F_{u}=u_{2} F_{u_{2}}+3 F, \quad u F_{u_{1}}+u_{1} F_{u_{2}}=0 .
$$

These last three equations give $F=u^{3} f(t, \tau)$ where $\tau=u u_{2}-u_{1}^{2}$ and substituting this into the first equation above gives

$$
3 f(t, \tau)=(J-2) \tau f_{\tau}(t, \tau)-J^{2} u_{1}^{2} f_{\tau}(t, \tau)
$$

In the new coordinate system $\left(t, x, u, u_{1}, \tau\right)$ we note that $u_{1}$ and $\tau$ are independent, so that we must have $f_{\tau}=0$ for $J>0$ and consequently $F=0$. Thus we have no admissible realization for $J>0$ in this case.

If now rank $\mathrm{k}_{J}=2$ then $b(t) \neq 0$. Assume that $\mathrm{k}_{J}$ is abelian. Then commutativity gives us the equations

$$
(2 J-1) b^{2}=0, \quad b c=0
$$

Since $b(t) \neq 0$ then $c(t)=0$ and $J=1 / 2$ and we obtain $Q_{2}=b(t) u^{1 / 2} \partial_{x}, \quad Q_{1}=$ $2 J x Q_{2}+b(t) u^{3 / 2} \partial_{u}$. Putting these as symmetries into the equation for $F$ gives $F=0$, which is a contradiction. Thus we have no irreducible abelian representation space for $J>0$, and so all the elements of the abelian ideal $\mathrm{A}_{0}$ of A commute with $\operatorname{sl}(2, \mathbb{R})$, so that $A_{0}$ is a direct sum of one-dimensional invariant subspaces.

We have the decomposition $A=k_{\star} \dot{+} k_{0} \dot{+} A_{0}$ where $k_{\star}$ is a direct sum of irreducible representation spaces $\mathrm{k}_{J}$ with $J>0$, and from the above we conclude that $k_{0} \dot{+} A_{0}$ is a solvable Lie subalgebra of $A$ : in fact $\left[k_{0}, A_{0}\right] \subset A_{0}$ since $A_{0}$ is an ideal, and $\left[k_{0}, k_{0}\right]$ is a subspace which commutes with $\operatorname{sl}(2, \mathbb{R})$ so that we must have $\left[k_{0}, k_{0}\right] \subset k_{0} \dot{+} A_{0}$. Furthermore, the action of $\operatorname{sl}(2, \mathbb{R})$ on $k_{0} \dot{+} A_{0}$ is a direct-sum action. Thus $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}$ provides a direct-sum extension of $\operatorname{sl}(2, \mathbb{R})$, and from Theorem 6.3 we have the following possibilities. $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=\left\langle\partial_{t}\right\rangle, \mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=$ $\left\langle u \partial_{u}\right\rangle, \mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=\left\langle t u \partial_{u}\right\rangle$, for which $\mathrm{k}_{0}=\{0\}$ as well as $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=\left\langle\partial_{t}, u \partial_{u}\right\rangle$ and $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle$ with $q \neq 0$.
$\mathrm{A}_{0}=\left\langle\partial_{t}\right\rangle, \mathrm{k}_{0}=\{0\}$ : in this case we note that $\mathrm{k}_{\star}$ consists of operators of the form $b(x, u) \partial_{x}+c(x, u) \partial_{u}$ since we have $\left[\mathrm{k}_{J}, \partial_{t}\right]=0$ by lemma 6.1, and thus we can only have $\left[k_{\star}, k_{\star}\right] \subset k_{\star}$ since $k_{0}=\{0\}$. If $k_{\star} \neq\{0\}$ then it is a solvable subalgebra of A and so contains an abelian ideal which commutes with $\mathrm{sl}(2, \mathbb{R})$ because the representation of $\operatorname{sl}(2, \mathbb{R})$ on abelian Lie algebras is a direct sum of one-dimensional $(J=0)$ representations, as we have seen above. However, $k_{\star}$ contains only representations for $J>0$ so we have a contradiction. Hence $\mathrm{k}_{\star}=\{0\}$.
$\mathrm{A}_{0}=\left\langle u \partial_{u}\right\rangle, \mathrm{k}_{0}=\{0\}$ : in this case we have $\left[\mathrm{k}_{J}, u \partial_{u}\right]=\{0\}$ for $J>0$, by Lemma 6.1. So with $Q_{2 J+1}=b(t) u^{-J+1} \partial_{x}+c(t) u^{-J+1} \partial_{u}$ the condition $\left[Q_{2 J+1}, u \partial_{u}\right]=0$ gives $(J-1) b(t) u^{-J+1} \partial_{x}+J c(t) u^{-J+1} \partial_{u}=0$. Since $J>0$ we must have $c(t)=0$ and we find that $b(t)=0$ unless $J=1$. For $J=1$ we have $Q_{3}=b(t) \partial_{x}$ and then $Q_{2}=2 b(t)\left[x \partial_{x}+u \partial_{u}\right]$ and $Q_{1}=-b(t)\left[x^{2} \partial_{x}+2 x u \partial_{u}\right]$ so that $\mathrm{k}: J$ is just a copy of $\operatorname{sl}(2, \mathbf{R})$ if $b(t) \neq 0$, which is impossible since $\mathrm{k}_{J}$ is a subspace of a solvable Lie algebra. Hence we have $\mathrm{k}_{\star}=\{0\}$. The same reasoning holds for $\mathrm{A}_{0}=\left\langle t u \partial_{u}\right\rangle$ and for $\mathrm{A}_{0}=\left\langle u \partial_{u}\right\rangle, \mathrm{k}_{0}=\left\langle\partial_{t}\right\rangle$ as well as $\mathrm{A}_{0}=\left\langle\partial_{t}, u \partial_{u}\right\rangle$.
$\mathrm{A}_{0}=\left\langle\partial_{t}\right\rangle, \mathrm{k}_{0}=\left\{u \partial_{u}\right\}:$ in this case we have $\left[\mathrm{k}_{\star} \dot{+} \mathrm{k}_{0}, \mathrm{k}_{\star} \dot{+} \mathrm{k}_{0}\right] \subset \mathrm{k}_{\star} \dot{+} \mathrm{k}_{0}$ by Lemma 6.1 and from the structure of the operators of $k_{\star}$, so that $k_{\star} \dot{+} k_{0}$ is a solvable subalgebra of $A$ and so it contains an abelian ideal invariant under $\operatorname{sl}(2, \mathbb{R})$. By the above, this abelian ideal must be $\left\langle u \partial_{u}\right\rangle$, so that $\left\langle\partial_{t}, u \partial_{u}\right\rangle$ is an abelian ideal in $A$, so we have $k_{\star}=\{0\}$ as above.
$\mathrm{A}_{0}=\left\langle\partial_{t}\right\rangle, \mathrm{k}_{0}=\left\{t \partial_{t}+q u \partial_{u}\right\}, q \neq 0$ : in this case the operators of $\mathrm{k}_{\star}$ are of the form $b(x, u) \partial_{x}+c(x, u) \partial_{u}$ since $\partial_{t}$ commutes with $\mathbf{k}_{\star}$. It is clearly impossible
to have $\left[k_{\star}, k_{\star}\right] \cap k_{0} \neq\{0\}$ or $\left[k_{\star}, k_{\star}\right] \cap A_{0} \neq\{0\}$ so we have $\left[k_{\star}, k_{\star}\right] \subset k_{\star}$, and thus $k_{\star}$ is a solvable Lie algebra, containing an abelian ideal if $k_{\star} \neq\{0\}$. This is impossible as we have seen above, so $k_{\star}=\{0\}$ in this case as well.

Lemma $6.6 \mathrm{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 t x\right) \partial_{x}, \partial_{t}\right\rangle$ admits only directsum extensions $\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 t x\right) \partial_{x}, \partial_{t}\right\rangle \oplus \mathrm{A}$ by solvable Lie algebras A.

Proof: Denote an irreducible representation space of A by $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ where $J>0$. We first assume that $\mathrm{k}_{J}$ is an abelian algebra. Putting $Q_{2 J+1}=$ $a(t) \partial_{t}+b(t, x, u) \partial_{x}+c(t, x, u) \partial_{u}$, the conditions $\left[e_{3}, Q_{2 J+1}\right]=0$ and $\left[e_{1}, Q_{2 J+1}\right]=$ $-2 J Q_{2 J+1}$ give

$$
Q_{2 J+1}=a \partial_{t}+b(u) x^{-J+1} \partial_{x}+c(u) x^{-J} \partial_{u}
$$

with $a=0$ for $J \neq 1$. Now $Q_{2 J}=\left[e_{2}, Q_{2 J+1}\right]$ gives us

$$
Q_{2 J}=2 J t Q_{2 J+1}+(J+1) b(u) x^{-J+2} \partial_{x}+c(u) x^{-J+1} \partial_{u}
$$

The condition that $\left[Q_{2 J+1}, Q_{2 J}\right]=0$ then yields $a=0$ and the conditions

$$
(J+1) b(u)^{2}+c(u) b^{\prime}(u)=0, \quad b(u) c(u)=0
$$

Note that $b(u) c(u)=0$ is the same as requiring $Q_{2 J+1} \wedge Q_{2 J}=0$, and this is the same as having a rank-one realization space $A$. In fact, $e_{2}$ acts nilpotently on $A$ and we have $k!Q_{2 J-k+1}=\left(\operatorname{ad}_{e_{2}}\right)^{k}\left(Q_{2 J+1}\right)$ so that $Q_{2 J+1} \wedge Q_{2 J}=0$ implies that $Q_{i} \wedge Q_{k}=0$ for all $Q_{i}, Q_{k} \in A$.

Obviously $c(u) \neq 0$ since otherwise $b(u)=0$ by $(J+1) b(u)^{2}+c(u) b^{\prime}(u)=0$. Hence, $b(u)=0$ and $Q_{2 J+1}=c(u) x^{-J} \partial_{u}$ with $c(u) \neq 0$. Now, the residual equivalence group of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ is given by invertible transformations of the form $t^{\prime}=t, x^{\prime}=x, u^{\prime}=U(u)$. Under such a transformation, $Q_{2 J+1}$ is mapped to $Q_{2 J+1}^{\prime}=c(u) U^{\prime}(u) x^{-J} \partial_{u^{\prime}}$ and we choose $U(u)$ so that $c(u) U^{\prime}(u)=1$ so that we may take $Q_{2 J+1}=x^{-J} \partial_{u}$. This gives

$$
Q_{2 J}=2 J t Q_{2 J+1}+x^{-J+1} \partial_{u}
$$

Putting $Q_{2 J+1}$ and $Q_{2 J}$ as symmetries in the equation for $F$ we obtain the following two equations:

$$
\begin{aligned}
& x^{2} F_{u}-J x F_{u_{1}}+J(J-1) F_{u_{2}}=0 \\
& x^{2} F_{u}-(J-1) x F_{u_{1}}+J(J-1) F_{u_{2}}=0
\end{aligned}
$$

and this immediately gives $F_{u_{1}}=0$. The defining equations for $F$ (obtained from $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ as symmetries) are

$$
\begin{aligned}
& x F_{x}=u_{1} F_{u_{1}}+2 u_{2} F_{u_{2}}+2 F \\
& x^{2} F_{x}=2 x u_{1} F_{u_{1}}+\left(4 x u_{2}+2 u_{1}\right) F_{u_{2}}+6 x F
\end{aligned}
$$

The second equation $x^{2} F_{x}=2 x u_{1} F_{u_{1}}+\left(4 x u_{2}+2 u_{1}\right) F_{u_{2}}+6 x F$ then gives $F_{u_{2}}=$ 0 , and thus $F_{u}=0$. This gives us the reduced system $x F_{x}=2 F, x F_{x}=6 F$, so
$F=0$, which is a contradiction. So we can only have irreducible representations of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ on abelian Lie algebras for $J=0$.

We have the decomposition $A=k_{\star} \dot{+} \mathrm{k}_{0} \dot{+} \mathrm{A}_{0}$, and $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}$ is a solvable Lie algebra whose operators commute with $e_{1}, e_{2}, e_{3}$, so the action of $\operatorname{sl}(2, \mathbb{R})$ on $k_{0}+A_{0}$ is a direct sum action. From Theorem 6.3 we know that this realization of $\operatorname{sl}(2, \mathbb{R})$ admits only a one-dimensional direct-sum extension by solvable Lie algebras and we may put $\mathrm{k}_{0}+\mathrm{A}_{0}=\mathrm{A}_{0}=\left\langle\partial_{u}\right\rangle$. Hence for any $\mathrm{k}_{J}, J>0$ we have $\left[Q_{2 J+1}, \partial_{u}\right]=0$ so that the coefficients of $Q_{2 J+1}$ are independent of $u$. Thus we may write

$$
Q_{2 J+1}=a \partial_{t}+b x^{-J+1} \partial_{x}+c x^{-J} \partial_{u}
$$

where $b, c$ are constants and $b^{2}+c^{2} \neq 0$ for otherwise $Q_{2 J+1}=a \partial_{t}$ giving $\mathrm{k}_{J}=\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ which is impossible for a subspace $\mathrm{k}_{J}$ of a solvable Lie algebra. Since $\partial_{t}$ is a symmetry of our equation (we have $e_{3}=\partial_{t}$ ) we put $Q_{2 J+1}^{\prime}=b x^{-J+1} \partial_{x}+c x^{-J} \partial_{u}$ and then $Q_{2 J}^{\prime}=\left[e_{2}, Q_{2 J+1}^{\prime}\right]=2 J t Q_{2 J+1}^{\prime}+(J+$ 1) $b(u) x^{-J+2} \partial_{x}+c(u) x^{-J+1} \partial_{u}$. It is now straightforward to show that $Q_{2 J+1}^{\prime}$ and $Q_{2 J}^{\prime}$ as symmetries in the equation for $F$ give $F=0$, which is a contradiction. Thus we have no $\mathrm{k}_{J}$ in A for $J>0$. Consequently we have only direct-sum extensions by solvable Lie algebras A.

We now come to the final case of $\operatorname{sl}(2, \mathbb{R})$, and we obtain the following result which we prove in a series of Lemmas:

Theorem 6.4 The algebra

$$
\operatorname{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle
$$

has no other extensions by solvable Lie algebras other than the following:

$$
\begin{aligned}
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \uplus D_{1 / 2}
\end{aligned}
$$

where $D_{1 / 2}=\left\langle x^{1 / 2} \partial_{x}+\frac{1}{2} x^{-1 / 2} u \partial_{u}, t x^{1 / 2} \partial_{x}+\frac{1}{2}\left(t x^{-1 / 2} u+x^{1 / 2}\right) \partial_{u}\right\rangle$
The first step in the proof is the following result on the representation of this realization of $\operatorname{sl}(2, \mathbb{R})$ on abelian Lie algebras:

Lemma 6.7 The only irreducible representations of the admissible realizations of

$$
\operatorname{sl}(2, \mathbb{R})=\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle
$$

on abelian Lie algebras are one dimensional, except for the irreducible representation space

$$
D_{1 / 2}=\left\langle x^{1 / 2} \partial_{x}+\frac{1}{2} x^{-1 / 2} u \partial_{u}, t x^{1 / 2} \partial_{x}+\frac{1}{2}\left(t x^{-1 / 2} u+x^{1 / 2}\right) \partial_{u}\right\rangle .
$$

Proof: As before, $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ denotes an irreducible representation space for $J>0$. We also assume that $\mathrm{k}_{J}$ is abelian. Note that $e_{1}$ acts semisimply on $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ and that $e_{2}$ and $e_{3}$ act nilpotently on $A$. We have in particular $\left[e_{1}, Q_{k}\right]=2(J-k+1) Q_{k}$ and

$$
\left[e_{3}, Q_{2 J+1}\right]=0, \quad Q_{k}=\frac{\left(\mathrm{ad} e_{3}\right)^{k-1}}{(k-1)!}\left(Q_{1}\right)
$$

as well as

$$
\left[e_{2}, Q_{1}\right]=0, \quad Q_{2 J-k+1}=\frac{\left(\mathrm{ad} e_{2}\right)^{k}}{k!}\left(Q_{2 J+1}\right)
$$

Thus, if $Q_{1}=A(t) \partial_{t}+B(t, x, u) \partial_{x}+C(t, x, u) \partial_{u}$ then $A(t), B(t, x, u), C(t, x, u)$ are polynomials of degree no greater than $2 J$ in $t$.
The commutator $\left[e_{1}, Q_{1}\right]=2 J Q_{1}$ gives $t \dot{A}(t)=(J+1) A(t)$ so that $A(t)=$ $a T^{J+1}$. Further, $\left[e_{2}, Q_{1}\right]=0$ gives $(J-1) a=0$ so $A(t)=0$ if $J \neq 1$. But we also require $\mathrm{k}_{J}$ to be abelian and this gives us $a=0$ (by considering $\left[Q_{2}, Q_{3}\right]=0$ in the case of $J=1)$. Thus we have $Q_{1}=B(t, x, u) \partial_{x}+C(t, x, u) \partial_{u}$ for all half-integers $J>0$ and consequently all the $Q_{i}$ have the structure $Q_{i}=$ $a_{i}(t, x, u) \partial_{x}+b_{i}(t, x, u) \partial_{u}$ so that rank $\mathrm{k}_{J} \leq 2$. We also note that rank $\mathrm{k}_{J}=2$ is impossible for $\operatorname{dim} \mathrm{k}_{J}>2$ : any admissible rank-two abelian Lie algebra A has dimension $\operatorname{dim} \mathrm{A}=2,3,4$ and for $\operatorname{dim} \mathrm{A}=3,4$ there are wedge products which are zero, as is clear from the list of admissible abelian Lie algebras. For $\operatorname{dim} \mathrm{A}=3,4$, we know that $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ acts irreducibly on the spaces of bivectors $\left\langle Q_{1} \wedge Q_{2}, Q_{1} \wedge Q_{3}, Q_{2} \wedge Q_{3}\right\rangle$ and $\left\langle Q_{1} \wedge Q_{2}, Q_{1} \wedge Q_{3}, Q_{1} \wedge Q_{4}, Q_{2} \wedge\right.$ $\left.Q_{3}, Q_{2} \wedge Q_{4}, Q_{3} \wedge Q_{4}\right\rangle$, so that if any wedge product is zero, so are all the others. Thus we have to investigate only the cases $\operatorname{rank} \mathrm{k}_{J}=1$ for $\operatorname{dim}_{\mathrm{k}}^{J} \geq 2$ and $\operatorname{rank} \mathrm{k}_{J}=2, \operatorname{dim} \mathrm{k}_{J}=2$.

The commutation relations $\left[e_{1}, Q_{1}\right]=2 J Q_{1}$ and $\left[e_{2}, Q_{1}\right]=0$ give us the system of equations

$$
\begin{aligned}
& t B_{t}+x B_{x}=(J+1) B \\
& t C_{t}+x C_{x}=J C \\
& t^{2} B_{t}+2 t x B_{x}+x B_{u}=2 t B \\
& t^{2} C_{t}+2 t x C_{x}+x C_{u}=B,
\end{aligned}
$$

whose solution is

$$
B(t, x, u)=x^{-J+1} t^{2 J} b(\tau), \quad C(t, x, u)=x^{-J} t^{2 J}\left[c(\tau)+x t^{-1} b(\tau)\right]
$$

where $\tau=u-x / t$. Now $B, C$ have to be polynomials of degree not greater than $2 J$ in $t$ and we find that $b(\tau), c(\tau)$ are polynomials of degree $2 J$ and $2 J+1$ respectively. Performing a Taylor expansion in $x / t$ about $u$ we obtain

$$
B(t, x, u)=x^{-J+1} \sum_{k=0}^{2 J}(-1)^{k} \frac{b^{(k)}(u)}{k!} x^{k} t^{2 J-k}
$$

and

$$
C(t, x, u)=x^{-J}\left[c(u) t^{2 J}+\sum_{k=1}^{2 J}(-1)^{k} \frac{(-1)^{k}}{k!}\left[c^{(k)}(u)-k b^{(k-1)}(u)\right] x^{k} t^{2 J-k}\right]
$$

with $c^{(2 J+1)}(u)=(2 J+1) b^{(2 J)}(u)$. From these coefficients we find that

$$
\begin{aligned}
& Q_{2 J+1}=b(u) x^{-J+1} \partial_{x}+c(u) x^{-J} \partial_{u} \\
& Q_{2 J}=2 J t Q_{2 J+1}-b^{\prime}(u) x^{-J+2} \partial_{x}-\left(c^{\prime}(u)-b(u)\right) x^{-J+1} \partial_{u}
\end{aligned}
$$

where $b(u), c(u)$ are polynomials of degree at most $2 J$ and $2 J+1$ respectively, and $c^{(2 J+1)}(u)=(2 J+1) b^{(2 J)}(u)$. Note that these calculations are true without assuming that $\mathrm{k}_{J}$ is abelian.
$\operatorname{dim} \mathrm{k}_{J} \geq 2, \operatorname{rank} \mathrm{k}_{J}=1$ : We have $\operatorname{rank}_{\mathrm{k}}=1$ if and only if $Q_{2 J+1} \wedge Q_{2 J}=0$.
This gives us

$$
\begin{equation*}
b^{2}=b c^{\prime}-b^{\prime} c \tag{6.1}
\end{equation*}
$$

Further, $\left[Q_{2 J+1}, Q_{2 J}\right]=0$ gives us

$$
\begin{align*}
& 2 b b^{\prime}=b^{\prime} c^{\prime}-c b^{\prime \prime}  \tag{6.2}\\
& (J-1)\left[b^{2}+b^{\prime} c\right]-(J-2) b c^{\prime}+c c^{\prime \prime}-\left(c^{\prime}\right)^{2}=0 \tag{6.3}
\end{align*}
$$

If $c(u)=0$ then equation (6.1) gives $b(u)=0$ so that $\mathrm{k}_{J}=\{0\}$, so we must have $c(u) \neq 0$. If now $b(u)=0$ then equation (6.3) gives $c c^{\prime \prime}-\left(c^{\prime}\right)^{2}=0$ which is impossible for a polynomial $c(u)$ unless $c(u)=$ constant. In this case we may take $Q_{2 J+1}=x^{-J} \partial_{u}$ in canonical form, and this gives $Q_{2 J}=2 J t Q_{2 J+1}$. Putting $Q_{2 J+1}$ and $Q_{2 J}$ as symmetries into the equation for $G$ and using the fact that $G_{t}=0$ we obtain $2 J x^{-J}=0$, which is impossible for $J>0$.
We are left with $b \neq 0, c \neq 0$ and then equation (6.1) may be written as

$$
\frac{b^{\prime}}{c}-\frac{b c^{\prime}}{c^{2}}+\left(\frac{b}{c}\right)^{2}=0
$$

which is just

$$
\frac{d}{d u}\left(\frac{b}{c}\right)=-\left(\frac{b}{c}\right)^{2}
$$

from which it follows that $c(u)=(u+l) b(u)$ and we obtain

$$
Q_{2 J+1}=b(u) x^{-J+1} \partial_{x}+(u+l) b(u) x^{-J} \partial_{u}
$$

The residual equivalence group of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ is given by invertible transformations of the form $t^{\prime}=t, x^{\prime}=\alpha x, u^{\prime}=\alpha u+k$ with $\alpha \neq 0$. Choosing $k=l$ we see that $Q_{2 J+1}$ is mapped to

$$
Q_{2 J+1}^{\prime}=\tilde{b}\left(u^{\prime}\right)\left(x^{\prime}\right)^{-J+1} \partial_{x^{\prime}}+u^{\prime} \tilde{b}\left(u^{\prime}\right)\left(x^{\prime}\right)^{-J} \partial_{u^{\prime}}
$$

and we see that we may take

$$
Q_{2 J+1}=b(u) x^{-J+1} \partial_{x}+u b(u) x^{-J} \partial_{u}
$$

in canonical form, with $b(u)$ a polynomial of degree $2 J$. Now, putting $c(u)=$ $u b(u)$ into equation (6.2) we obtain $b b^{\prime}+u\left[b b^{\prime \prime}-\left(b^{\prime}\right)^{2}\right]=0$, and so we obtain $u \frac{d}{d u}\left(\frac{b^{\prime}}{b}\right)+\frac{b^{\prime}}{b}=0$ so that we have $b(u)=\lambda u^{m}$ for some constant $\lambda \neq 0$ and some integer $m \geq 0$. It is clear that we may assume $\lambda=1$ and this gives

$$
Q_{2 J+1}=u^{m} x^{-J+1} \partial_{x}+u^{m+1} x^{-J} \partial_{u}
$$

This gives $Q_{2 J}=2 J t Q_{2 J+1}-m u^{m-1} x^{-J+2} \partial_{x}-m u^{m} x^{-J+1} \partial_{u}$.
For $m=0$ we have $Q_{2 J+1}=x^{-J+1} \partial_{x}+u x^{-J} \partial_{u}$ and $Q_{2 J}=2 J t Q_{2 J+1}$. Putting $Q_{2 J+1}$ together with $Q_{2 J}$ as symmetries into the equation for $G$ and noting that $G_{t}=0$, we obtain

$$
-2 J x^{-J+1} u_{1}+2 J x^{-J}=0,
$$

which is a contradiction for $J>0$. Thus, we have no irreducible representation of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ in this case. For $m \geq 1$, putting $Q_{2 J+1}=u^{m} x^{-J+1} \partial_{x}+u^{m+1} x^{-J} \partial_{u}$ and $Q_{2 J}=2 J t Q_{2 J+1}-m u^{m-1} x^{-J+2} \partial_{x}-m u^{m} x^{-J+1} \partial_{u}$ into the equation for $F$ gives (after a standard calculation) $F=0$, which is a contradiction. Hence we have no realization of $\operatorname{sl}(2, \mathbb{R})$ on rank-one abelian Lie algebras $A$ with $\operatorname{dim} A \geq$ 2.
$\underline{\operatorname{dim} \mathrm{A}=2, \operatorname{rank} \mathrm{~A}=2}$. In this case $\mathrm{A}=\left\langle Q_{1}, Q_{2}\right\rangle$ with $Q_{2}=x^{1 / 2} b(u) \partial_{x}+$ $x^{-1 / 2} c(u) \partial_{u}$ and $Q_{1}=t Q_{2}+x^{3 / 2} b^{\prime}(u) \partial_{x}+x^{1 / 2}\left[c^{\prime}(u)-b(u)\right] \partial_{u}$. Further $Q_{2} \wedge Q_{1} \neq$ 0 for a rank-two algebra. We know that $\operatorname{deg} b(u) \leq 1$ and that $c^{\prime \prime}(u)=2 b^{\prime}(u)$, so $b(u)=\alpha u+\beta$ and $c^{\prime \prime}(u)=2 \alpha$, so that $c(u)=a u^{2}+\gamma u+\delta$ for some constants $\alpha, \beta, \gamma, \delta$. Putting this into equation (6.2) we find that $\alpha(2 \beta-\gamma)=0$. Then equation (6.3) gives $\alpha=0$. We note that $b(u)=l \neq 0$ since otherwise we would have a rank-one realization, so we may assume that $b(u)=1$ and with $c(u)=\gamma u+\delta$ we obtain $\gamma=1$ or $\gamma=1 / 2$, giving $Q_{2}=x^{1 / 2} \partial_{x}+$ $x^{-1 / 2}[u+\delta] \partial_{u}$ and $Q_{2}=x^{1 / 2} \partial_{x}+x^{-1 / 2}\left[\frac{u}{2}+\delta\right] \partial_{u}$ respectively. For $Q_{2}=x^{1 / 2} \partial_{x}+$ $x^{-1 / 2}[u+\delta] \partial_{u}$ we find that $Q_{1}=t Q_{2}$ and this gives us a rank-one realization, which is a contradiction. Thus we have only $Q_{2}=x^{1 / 2} \partial_{x}+x^{-1 / 2}\left[\frac{u}{2}+\delta\right] \partial_{u}$. Using an equivalence transformation $t^{\prime}=t, x^{\prime}=x, u^{\prime}=u+2 \delta$ which is in the residual equivalence group of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$, we find that we may put $Q_{2}$ in the canonical form $Q_{2}=x^{1 / 2} \partial_{x}+x^{-1 / 2} \frac{u}{2} \partial_{u}$. We take $Q_{2}=2 x^{1 / 2} \partial_{x}+x^{-1 / 2} u \partial_{u}$ for convenience, and this gives $Q_{1}=t Q_{2}+x^{1 / 2} \partial_{u}$.
With these as symmetries in the equations for $F$ and $G$ already obtained for $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$, we find
$F=K x^{2} \tau^{-1 / 3}, \quad G=x^{-1}\left[\frac{3}{4} K\left(x u_{1}-u\right) \tau^{-1 / 3}+L\left(x u_{1}-u\right)^{3 / 2}+u^{2}-2 x u u_{1}\right]$
where $\tau=2 x^{2} u_{2}-x u_{1}+u$ and $K \neq 0, L$ are constants.
Lemma 6.8 If $\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}\right\rangle$ is represented on a solvable Lie algebra A such that $D_{1 / 2} \subset \mathrm{~A}$, then $\mathrm{A}=D_{1 / 2}$.

Proof: Suppose that A also contains $\mathrm{k}_{J}$ with $J \geq 1 / 2$. Then since $\operatorname{dim} \mathrm{A}<\infty$ there is a maximal value $j$ of $J$ for which $\mathrm{k}_{J} \subset \mathrm{~A}$. Now put $X=x^{1 / 2} \partial_{x}+$ $\frac{u}{2} x^{-1 / 2} \partial_{u} \in D_{1 / 2}$. Then, if $Q=\left[Q_{2 j+1}, X\right] \neq 0$, we have $\left[e_{3}, Q\right]=0$ and $\left[e_{1}, Q\right]=-2\left(j+\frac{1}{2}\right) Q$. Further

$$
\left(\operatorname{ad} e_{2}\right)^{2 j+2}(Q)=\sum_{N=0}^{2 j+2}\left[\left(\operatorname{ad} e_{2}\right)^{N}\left(Q_{2 j+1}\right),\left(\operatorname{ad} e_{2}\right)^{2 j+2-N}(X)\right]=0
$$

since $\left(\operatorname{ad} e_{2}\right)^{2 j+1}(Q)_{2 j+1}=0, \quad\left(\operatorname{ad} e_{2}\right)^{2}(X)=0$. Then put $Q_{2 j+2}^{\prime}=Q$ we can define an irreducible space $k_{j+\frac{1}{2}}=\left\langle Q_{1}^{\prime}, \ldots, Q_{2 j+\frac{1}{2}}^{\prime}\right\rangle$ by defining $Q_{k}^{\prime}=$ $\frac{\left(\operatorname{ad} e_{2}\right)^{k}}{k!}\left(Q_{2 j+2}^{\prime}\right)$. Clearly, $k_{j+\frac{1}{2}} \subset \mathrm{~A}$ and corresponds to spin $j+1 / 2$ if $k_{j+\frac{1}{2}} \neq$ $\{0\}$, contradicting the fact that $j$ was the largest value of $J$ for which $\mathrm{k}_{J} \subset \mathrm{~A}$. Thus we must have $\left[Q_{2 j+1}, X\right]=0$. Writing $Q_{2 j+1}=b(u) x^{-j+1} \partial_{x}+c(u) x^{-j} \partial_{u}$, and using the fact that $c^{(2 j+1)}(u)=(2 j+1) b^{(2 j)}(u)$, the condition $\left[Q_{2 j+1}, X\right]=$ 0 gives us

$$
b(u)=q u^{2 j-1}, \quad c(u)=\frac{q}{2} u^{2 j} .
$$

We assume $q \neq 0$ so that we may take

$$
Q_{2 j+1}=u^{2 j-1} x^{-j+1} \partial_{x}+\frac{u^{2 j}}{2} x^{-j} \partial_{u} .
$$

At this point, we note that in fact we have, for the case $J=1$, that $Q_{3}=a \partial_{t}+$ $b(u) \partial_{x}+c(u) x^{-1}$. If $a \neq 0$ then $Q_{3}, Q_{2}, Q_{1}$ will contain the terms $a e_{3}, a e_{2}, a e_{1}$ which form $\operatorname{sl}(2, \mathbb{R})$, and this is not permissible if $Q_{1}, Q_{2}, Q_{3}$ belong to a solvable Lie algebra. Thus we must have $a=0$ in this case and then our calculations cover all cases of $J \geq 1 / 2$.

It is a straightforward (but painstaking) calculation to show that putting this operator into the equation for $F$ gives $F=0$ when $2 j-1 \neq 0$. Hence we conclude that there are no irreducible subspaces $\mathrm{k}_{J}$ with $J>1 / 2$ contained in A. It also follows from this (and using the same argument) that there are no other irreducible subspaces $\mathrm{k}_{1 / 2}$ of $\operatorname{spin} J=1 / 2$ other than $D_{1 / 2}$. Then we have $\mathrm{A}=D_{1 / 2} \dot{+} \mathrm{k}_{0}$ where $\mathrm{k}_{0}$ is the space of operators commuting with $e_{1}, e_{2}, e_{3}$. We also have the abelian ideal $\mathrm{A}_{0} \subset \mathrm{k}_{0}$. The same argument as given previously shows that $\left[D_{1 / 2}, \mathrm{k}_{0}\right] \subset D_{1 / 2}$. Now any operator $Q \in \mathrm{k}_{0}$ is of the form $Q=\alpha \partial_{u}+\beta\left(x \partial_{x}+u \partial_{u}\right)$, as follows from Theorem 6.3. Then we have

$$
[Q, X]=\alpha x^{-1 / 2} \partial_{u}-\frac{\beta}{2} X,
$$

and it is clear that $[Q, X] \notin D_{1 / 2}$ unless $\alpha=0$. Thus we must have $\mathrm{k}_{0}=$ $\left\langle x \partial_{x}+u \partial_{u}\right\rangle$ or $\mathrm{k}_{0}=\{0\}$. It is a routine calculation that $D_{1 / 2}$ and $x \partial_{x}+u \partial_{u}$ are incompatible symmetry algebras of our equation: $D_{1 / 2}$ gives $F=K x^{2} \tau^{-1 / 3}$ with $\tau=2 x^{2} u_{2}-x u_{1}+u$ ), whereas $x \partial_{x}+u \partial_{u}$ gives us the condition $x F_{x}+u F_{u}=$ $u_{2} F_{u_{2}}+3 F$ which is not satisfied by $F=K x^{2} \tau^{-1 / 3}$. Hence we conclude that $\mathrm{A}=D_{1 / 2}$ if $D_{1 / 2} \subset \mathrm{~A}$.

Lemma 6.9 The only extensions of

$$
\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle
$$

by solvable Lie algebras A such that A does not contain $D_{1 / 2}$ are as given in Theorem 6.3:

$$
\begin{aligned}
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle x \partial_{x}+u \partial_{u}\right\rangle \\
& \left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 t x \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, x \partial_{x}+u \partial_{u}\right\rangle .
\end{aligned}
$$

Proof: In this case we may decompose $A$ as the direct sum $A=k_{\star} \dot{+} k_{0} \dot{+} A_{0}$ where now $A_{0}$ is the abelian ideal containing operators commuting with $\operatorname{sl}(2, \mathbb{R})$. We also note that $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}$ is a solvable Lie algebra and the action of $\operatorname{sl}(2, \mathbb{R})$ on $k_{0}+A_{0}$ is a direct sum action. Then we have from Theorem 6.3 that $\operatorname{dim}\left(\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}\right)=1$ or $\operatorname{dim}\left(\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}\right)=2$. If $\operatorname{dim}\left(\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}\right)=1$, then $\mathrm{A}_{0}=\left\langle\partial_{u}\right\rangle$ or $\mathrm{A}_{0}=\left\langle x \partial_{x}+u \partial_{u}\right\rangle$ and in both these cases $\mathrm{k}_{0}=\{0\}$. For $\operatorname{dim}\left(\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}\right)=2$ we have $\mathrm{k}_{0} \dot{+} \mathrm{A}_{0}=\left\langle\partial_{u}, x \partial_{x}+u \partial_{u}\right\rangle$ so that $\mathrm{A}_{0}=\left\langle\partial_{u}\right\rangle$ and $\mathrm{k}_{0}=\left\langle x \partial_{x}+u \partial_{u}\right\rangle$.
For any $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ with $J>0$ we have $Q_{2 J+1}=a \partial_{t}+b(u) x^{-J+1} \partial_{x}+$ $c(u) x^{-J} \partial_{u}$, and $a=0$ except possibly when $J=1$. For this case we have $Q_{3}=$ $a \partial_{t}+b(u) \partial_{x}+c(u) x^{-1} \partial_{u}$ and one can show that $b(u), c(u)$ are polynomials with $\operatorname{deg} b(u) \leq 2, \operatorname{deg} c(u) \leq 3$. Note that $\partial_{t}=e_{1}$ so that writing $Q_{3}=a e_{1}+Q_{3}^{\prime}$ we have $Q_{2}=a e_{1}+Q_{2}^{\prime}$ and $Q_{1}=a e_{2}+Q_{1}^{\prime}$ where $Q_{2}^{\prime}=\left[e_{2}, Q_{3}\right]$ and $2 Q_{1}^{\prime}=\left[e_{2}, Q_{2}^{\prime}\right]$. Since $e_{1}, e_{2}, e_{3}$ are already symmetries, we may reduce the problem of having $Q_{1}, Q_{2}, Q_{3}$ as symmetries to that of having $Q_{1}^{\prime}, Q_{2}^{\prime}, Q_{3}^{\prime}$ as symmetries. This is just the special case of $J=1$ for $Q_{2 J+1}=b(u) x^{-J+1} \partial_{x}+c(u) x^{-J} \partial_{u}$. Thus we consider only $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ for $J>0$ where $Q_{2 J+1}=b(u) x^{-J+1} \partial_{x}+$ $c(u) x^{-J} \partial_{u}$.
We also have

$$
Q_{2 J}=2 J t Q_{2 J+1}-b^{\prime}(u) x^{-J+2} \partial_{x}+\left[b(u)-c^{\prime}(u)\right] x^{-J+1} \partial_{u}
$$

and we have either $\operatorname{rank} \mathrm{k}_{J}=1$ or rank $\mathrm{k}_{J}=2$.
$\mathrm{A}_{0}=\left\langle\partial_{u}\right\rangle, \quad \mathrm{k}_{0}=\{0\}$, or $\mathrm{k}_{0}=\left\{x \partial_{x}+u \partial_{u}\right\}$ : Note that $\left[\mathrm{k}_{J}, \partial_{u}\right]=\{0\}$ by Lemma 6.1 so $b, c$ are constants and we obtain

$$
Q_{2 J+1}=b x^{-J+1} \partial_{x}+c x^{-J} \partial_{u}, \quad Q_{2 J}=2 J t Q_{2 J+1}+b x^{-J+1} \partial_{u}
$$

If rank $\mathrm{k}_{J}=1$ then $Q_{2 J+1} \wedge Q_{2 J}=0$ and this yields $b=0$ so that we may take $Q_{2 J+1}=x^{-J} \partial_{u}$ and $Q_{2 J}=2 J t Q_{2 J+1}$. Putting these as symmetries into the equation for $G$, and noting that $G_{t}=0$, we obtain $J u_{1}=0$ which is impossible for $J>0$. So we have no realization in this case.

If rank $\mathrm{k}_{J}=2$ then $b \neq 0$ and we may take $b=1$ so that $Q_{2 J+1}=x^{-J+1} \partial_{x}+$ $c x^{-J} \partial_{u}$ and $Q_{2 J}=2 J t Q_{2 J+1}+x^{-J+1} \partial_{u}$. Note that we also have $F=x^{2} f(\omega, \tau)$ with $\omega=x u_{1}-u, \tau=x^{2} u_{2}$. Since $\partial_{u}$ is also a symmetry we must have $F_{u}=0$ so that $f_{\omega}=0$ giving $F=x^{2} f(\tau)$ and consequently $F_{u_{1}}=0$. We have two cases: $c=0$ and $c \neq 0$. If $c=0$ then $Q_{2 J+1}=x^{-J+1} \partial_{x}, Q_{2 J}=2 J t Q_{2 J+1}+x^{-J+1} \partial_{u}$. Putting these two operators a symmetries into the equation for $F$, and noting that $F_{t}=F_{u}=F_{u_{1}}=0$ we obtain the equations

$$
\begin{gathered}
(J-1)\left[J x^{-J-1} u_{1}-2 x^{-J} u_{2}\right] F_{u_{2}}-3(J-1) x^{-J} F=x^{-J+1} F_{x} \\
J(J-1) F_{u_{2}}=0
\end{gathered}
$$

For $J \neq 1$ we clearly have $F_{u_{2}}=0$ from the second equation, giving $F=K x^{2}$, and then the first equation gives $(3 J-2) K=0$, and since $J$ is a half-integer we have $K=0$ so that $F=0$ which is a contradiction. For $J=1$ we have $Q_{3}=\partial_{x}, Q_{2}=2 t \partial_{x}+\partial_{u}$. Putting these into the equation for $G$, and noting
that we have $G_{t}=G_{u}=0$ since both $\partial_{t}$ and $\partial_{u}$ are symmetries, we find that $2 u_{1}=0$ which is a contradiction.
$\mathrm{A}_{0}=\left\langle x \partial_{x}+u \partial_{u}\right\rangle, \mathrm{k}_{0}=\{0\}$ : In this case we have $\left[Q_{2 J+1}, x \partial_{x}+u \partial_{u}\right]=0$. With $Q_{2 J+1}=b(u) x^{-J+1} \partial_{x}+c(u) x^{-J} \partial_{u}$ this yields $Q_{2 J+1}=p u^{J} x^{-J+1} \partial_{x}+$ $q u^{J+1} x^{-J} \partial_{u}$ where $p, q$ are constants. We know that $b(u)$ and $c(u)$ are polynomials, so $J$ must be an integer. Again, if rank $\mathrm{k}_{J}=1$ then $p=0$ and then we may take $Q_{2 J+1}=u^{J+1} x^{-J} \partial_{u}$ which gives $Q_{2 J}=2 J t Q_{2 J+1}$. Putting these into the equation for $G$, and noting that $G_{t}=0$, we obtain $J u^{J+1} x^{-J}=0$ which is impossible since $J>0$.

For rank $\mathrm{k}_{J}=2$ we have $p \neq 0$ so we may take $p=1$. In this case we find $Q_{2 J+1}=u^{J} x^{-J+1} \partial_{x}+q u^{J+1} x^{-J} \partial_{u}$ and $Q_{2 J}=2 J t Q_{2 J+1}-J u^{J-1} x^{-J+2} \partial_{x}-$ $[q(J+1)-1] u^{J} x^{-J+1} \partial_{u}$ and a calculation such as in the case of $Q_{2 J+1}=$ $u^{m} x^{-J+1} \partial_{x}+u^{m+1} x^{-J} \partial_{u}$ for integer $m>0$ gives $F=0$ (on using $x \partial_{x}+u \partial_{u}$ as a symmetry). This is a contradiction, so $k_{\star}=\{0\}$ and we have only direct-sum extensions by solvable Lie algebras, as given in Theorem 6.3.
In concluding this section, we note that in some of the above cases it is still possible to prove the non-existence of other extensions by calculating the maximal symmetry groups. However, there are cases where the structure of the equations leads to fearsome calculations. In these cases it is easier to use the present approach. We also wanted to have a unified approach as well as to illustrate how powerful this method can be, and to show that the calculations are in general less complicated than a direct calculation of the maximal symmetry algebra.

## 7 Equations invariant under extensions of $\operatorname{sl}(2, \mathbb{R})$.

In this section we list the evolution equations which admit the various extensions by solvable Lie algebras A of $\mathrm{sl}(2, \mathbb{R})$ as symmetry algebras.

Equations for extensions $\operatorname{sl}(2, \mathbb{R}) \uplus \mathrm{A}$ with $\operatorname{dim} \mathrm{A}=1$ :
$\underline{\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle:}$

$$
u_{t}=\frac{f(\tau)}{x^{2} u_{1}^{4}} u_{3}+\frac{6 f(\tau)}{x^{3} u_{1}^{2}}\left(\tau-\frac{1}{x u_{1}}\right)+\frac{g(\tau)}{x^{2} u_{1}}+u_{1},
$$

with $\tau=\frac{u_{2}}{u_{1}^{2}}+\frac{2}{x u_{1}}$.
$\underline{\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}\right\rangle:}$

$$
\begin{array}{r}
u_{t}=x^{2} f(\tau) u_{3}+x^{-1}\left[g(\tau)-x^{2} u_{1}^{2}\right], \quad \tau=x^{2} u_{2} . \\
\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle x \partial_{x}+u \partial_{u}\right\rangle:
\end{array}
$$

$$
u_{t}=x^{4} u_{2} f(\tau) u_{3}+x^{-1}\left[x^{4} u_{2}^{2} g(\tau)+u^{2}-2 x u u_{1}\right], \quad \tau=\frac{x u_{1}-u}{x^{2} u_{2}} .
$$

$$
\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle:
$$

$$
u_{t}=f(u)\left[\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right]+g(u) .
$$

$\underline{\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{u}\right\rangle:}$

$$
u_{t}=f(t)\left[\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right]+g(t) .
$$

$$
\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle:
$$

$$
u_{t}=f(\tau) u^{3} u_{3}+u g(\tau), \quad \tau=2 u u_{2}-u_{1}^{2}
$$

$$
\underline{\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle u \partial_{u}\right\rangle:}
$$

$$
u_{t}=\frac{f(t) u^{3}}{\tau^{3 / 2}} u_{3}+u g(t), \quad \tau=2 u u_{2}-u_{1}^{2}
$$

$$
\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle t u \partial_{u}\right\rangle:
$$

$$
u_{t}=\frac{f(t) u^{3}}{\tau^{3 / 2}} u_{3}+u g(t)+\frac{u}{2 t} \ln |\tau|, \quad \tau=2 u u_{2}-u_{1}^{2}
$$

$$
\underline{\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}-u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle: ~}
$$

$$
u_{t}=u^{3} f(\tau)\left[\frac{u_{3}}{\left(1+u_{1}^{2}\right)^{3 / 2}}-\frac{3 u_{1} u_{2}^{2}}{\left(1+u_{1}^{2}\right)^{5 / 2}}\right]+u \sqrt{1+u_{1}^{2}} h(\tau)
$$

where $\tau=\frac{1+u_{1}^{2}+u u_{2}}{\left(1+u_{1}^{2}\right)^{3 / 2}}$.
$\underline{\left\langle 2 x \partial_{x}+2 u \partial_{u},-\left(x^{2}+u^{2}\right) \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}\right\rangle:}$

$$
u_{t}=u^{3} f(\tau)\left[\frac{u_{3}}{\left|1-u_{1}^{2}\right|^{3 / 2}}-\frac{3 u_{1} u_{2}^{2}}{\left|1-u_{1}^{2}\right|^{5 / 2}}\right]+u \sqrt{\left|1-u_{1}^{2}\right|} h(\tau)
$$

where $\tau=\frac{\left|1-u_{1}^{2}\right|+u u_{2}}{\left|1-u_{1}^{2}\right|^{3 / 2}}$. Note that here we must take the two cases $u_{1}^{2}>1$ and $u_{1}^{2}<1$ separately.
$\underline{\text { Equations for extensions } \operatorname{sl}(2, \mathbb{R}) \uplus \mathrm{A} \text { with } \operatorname{dim} \mathrm{A}=2:}$
$\underline{\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-\left(x^{2}+2 x t\right) \partial_{x}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, u \partial_{u}\right\rangle:}$

$$
u_{t}=\frac{K}{x^{2} u_{1}^{4} \tau^{4}} u_{3}+\frac{6 f K}{x^{3} u_{1}^{2} \tau^{4}}\left(\tau-\frac{1}{x u_{1}}\right)+\frac{L}{x^{2} u_{1} \tau^{2}}+u_{1},
$$

with $K \neq 0$ and $\tau=\frac{u_{2}}{u_{1}^{2}}+\frac{2}{x u_{1}}$.
$\underline{\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \oplus\left\langle\partial_{u}, x \partial_{x}+u \partial_{u}\right\rangle:}$

$$
\begin{gathered}
u_{t}=K x^{4} u_{2} u_{3}-x u_{1}^{2}+L x^{3} u_{2}^{2}, \quad K \neq 0 . \\
\frac{\left\langle 2 t \partial_{t}+2 x \partial_{x},-t^{2} \partial_{t}-2 x t \partial_{x}-x \partial_{u}, \partial_{t}\right\rangle \uplus D_{1 / 2}:}{u_{t}=K x^{2} \tau^{-1 / 3}+x^{-1}\left[\frac{3}{4} K\left(x u_{1}-u\right) \tau^{-1 / 3}+L\left(x u_{1}-u\right)^{3 / 2}+u^{2}-2 x u u_{1}\right]}
\end{gathered}
$$

where $\tau=2 x^{2} u_{2}-x u_{1}+u$ and $K \neq 0$.
$\underline{\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}\right\rangle:}$

$$
u_{t}=K\left[\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right]+L, \quad K \neq 0 .
$$

$\underline{\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+u \partial_{u}\right\rangle:}$

$$
u_{t}=K u^{2}\left[\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right]+L, \quad K \neq 0 .
$$

$\underline{\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{u}, t \partial_{t}+u \partial_{u}\right\rangle:}$

$$
u_{t}=K t^{2}\left[\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right]+L, \quad K \neq 0 .
$$

$$
\underline{\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, u \partial_{u}\right\rangle}
$$

$$
u_{t}=\frac{K u^{3}}{\tau^{3 / 2}} u_{3}+L u, \quad \tau=2 u u_{2}-u_{1}^{2}, \quad K \neq 0 .
$$

$$
\underline{\left\langle 2 x \partial_{x}+2 u \partial_{u},-x^{2} \partial_{x}-2 x u \partial_{u}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, t \partial_{t}+q u \partial_{u}\right\rangle:}
$$

$$
u_{t}=\frac{K u^{3}}{\tau^{3 / 2+1 / 2 q}} u_{3}+\frac{L u}{\tau^{1 / 2 q}}, \quad q \neq 0, \quad K \neq 0
$$

where $\tau=2 u u_{2}-u_{1}^{2}$. Note that $K=1, L=0, q=-\frac{1}{3}$ gives us the Harry Dym equation $u_{t}=u^{3} u_{3}$.
$\underline{\text { Equations for extensions } s l(2, \mathbb{R}) \uplus \mathrm{A} \text { with } \operatorname{dim} \mathrm{A}=3 \text { : Here, there is only }}$ one three-dimensional extension of a semi-simple symmetry algebra:

$$
\frac{\left\langle 2 x \partial_{x},-x^{2} \partial_{x}, \partial_{x}\right\rangle \oplus\left\langle\partial_{t}, \partial_{u}, t \partial_{t}+\left(q t+\frac{u}{3}\right) \partial_{u}\right\rangle, \quad q \in \mathbb{R}:}{u_{t}=K\left(\frac{u_{3}}{u_{1}^{3}}-\frac{3}{2} \frac{u_{2}^{2}}{u_{1}^{4}}\right), \quad K \neq 0 .}
$$

## 8 Conclusion.

We have given a detailed account of the point symmetry classification of evolution equations of the type given in equation (1.1) and we have given an exhaustive list of all the types of equations which admit real semi-simple Lie algebras as symmetries, as well as all the possible extensions of these symmetry algebras by solvable Lie algebras. In doing so we have used a somewhat new approach to the problem of calculating the extensions of the semi-simple Lie algebras. This involves using elementary representation theory in order to find canonical forms for symmetry operator candidates which can then be tested as symmetry operators. Although this approach also involves detailed calculations, it avoids the heavy computation required if one is to try an calculate these extensions by the direct approach using the standard Lie algorithm. Indeed, our approach was necessitated by the almost impossible nature of these computations.

In the second paper (Part II), we will give a classification of all evolution equations (1.1) which admit solvable Lie symmetry algebras A and which are not linearized. We have found that there are 48 types of equations of the form (1.1) for $\operatorname{dim} \mathrm{A}=3,88$ types for $\operatorname{dim} \mathrm{A}=4$ and there are 55 equations for $\operatorname{dim} A=5$. At this stage, all non-linearities have been specified (up to a multiplicative constant). In this sense, we have been able to give a complete specification of these equations by point symmetries. Not all the types admit$\operatorname{ting} \operatorname{dim} \mathrm{A}=4$ admit a solvable A with $\operatorname{dim} \mathrm{A}=5$ and these types of equation then require higher-order symmetries in order to specify the non-linearities (up to constants). Thus, we see that our classification touches upon the problem of finding complete symmetry groups for an equation. We intend to revisit this question in the future.

When extending solvable Lie algebras one should note that there is also the possibility of having a semi-simple extension. For instance sl$(2, \mathbb{R})=\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ with $\left[e_{1}, e_{2}\right]=2 e_{2},\left[e_{1}, e_{3}\right]=-2 e_{3},\left[e_{2}, e_{3}\right]=e_{1}$ is a semi-simple extension of the solvable Lie algebra $\left\langle e_{1}, e_{2}\right\rangle$, so that any direct-sum extension of $\operatorname{sl}(2, \mathbb{R})$ is a semi-simple extension of a three- , four- or five-dimensional solvable Lie algebra. We shall discuss this phenomenon in Part II and list the appropriate semi-simple extensions.

## A Representations of $\mathrm{so}(3, \mathbb{R})$ and $\mathrm{sl}(2, \mathbb{R})$.

$\operatorname{sl}(2, \mathbb{K})$ with $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$ : The irreducible finite-dimensional representations of $\operatorname{sl}(2, \mathbb{K})$ are well-known (see for instance [28]). An irreducible representation space is defined by a half-integer $J=0, \frac{1}{2}, 1, \frac{3}{2}, 2, \ldots$ and a vector space $\mathrm{k}_{J}=\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ and $\operatorname{dim}_{J}=2 J+1$. Denoting by $e_{k} \cdot Q_{l}$ the representation of $e_{k}$ on $Q_{l}$, we have the relations

$$
Q_{k}=\frac{e_{3}^{k-1}}{(k-1)!} \cdot Q_{1}, \quad e_{3} \cdot Q_{2 J+1}=0
$$

as well as

$$
Q_{2 J+1-k}=\frac{e_{2}^{k}}{k!} \cdot Q_{2 J+1}, \quad e_{2} \cdot Q_{1}=0,
$$

and

$$
e_{1} \cdot Q_{k}=2(J-k+1) Q_{k} .
$$

These relations hold for both real and complex vector spaces $k_{J}$.
$\operatorname{so}(3, \mathbb{R}): \operatorname{so}(3, \mathbb{R})=\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ is defined by the commutation relations $\left[e_{1}, e_{2}\right]=$ $e_{3},\left[e_{2}, e_{3}\right]=e_{1},\left[e_{3}, e_{1}\right]=e_{2}$. In this case, we use the trick of complexifying. If $V$ is the real irreducible representation space of so $(3, \mathbb{R})$, then define the complex vector space $W=V+i V$ as the space spanned by vectors $u+i v$ with $u, v \in V$. Next define $h=2 i e_{1}, x=e_{2}+i e_{3}, y=-e_{2}+i e_{3}$. Then $\langle h, x, y\rangle$ is just $\operatorname{sl}(2, \mathbb{C})$ and it acts irreducibly on $W$. So we have $W=$ $\left\langle Q_{1}, \ldots, Q_{2 J+1}\right\rangle$ and $\left[h, Q_{2 J-k+1}\right]=-2(J-k) Q_{2 J-k+1}$ for $k=0,1, \ldots, 2 J$. Further, $\left[y, Q_{2 J+1}\right]=0$ and we also have $\left[h, Q_{2 J+1}\right]=-2 J Q_{2 J+1}$. With $Q_{2 J+1}=X+i Y$ for some $X, Y \in V$, we then find from $\left[h, Q_{2 J+1}\right]=-2 J Q_{2 J+1}$ that $\left[e_{1}, X\right]=-J Y,\left[e_{1}, Y\right]=J X$. Note also, that if $J$ is an integer, then there exists a vector $Z \in V$ with $\left[e_{1}, Z\right]=0$ (this follows from $\left[h, Q_{2 J-k+1}\right]=$ $\left.-2(J-k) Q_{2 J-k+1}\right)$. Thus, in any irreducible representation of so $(3, \mathbb{R})$ on a real Lie algebra A (whether abelian or not) we have $\operatorname{dim} \mathrm{A}=2 J+1$ for some half-integer $J$, non-zero vectors $X, Y$ with $\left[e_{1}, X\right]=\alpha Y,\left[e_{1}, Y\right]=-\alpha X$ for $\alpha>0$ for any $J>0$ and non-zero vectors $Z$ with $\left[e_{1}, Z\right]=0$ if $J$ is an integer.

Finally, we note that so $(3, \mathbb{R})$ has no two-dimensional irreducible representations: in fact if this were the case then there would be a representation by three real $2 \times 2$ trace-free matrices of $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$. These would then form a basis for $\operatorname{sl}(2, \mathbb{R})$, contradicting the commutation relations for so $(3, \mathbb{R})$.

## B Proof of Theorem 2.1

In this appendix we give a proof of Theorem [2.1. To this end we begin with some informal preliminaries on contact structures.

We work on $k$-th order jet spaces $J^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, with local coordinates $(x, u, \underset{(1)}{u}, \underset{(2)}{u}, \ldots, \underset{(k)}{u})$ where $x=\left(x^{1}, \ldots, x^{n}\right), \quad u=\left(u^{1}, \ldots, u^{m}\right)$ and where $\underset{(j)}{u}$ stands for the collection of all the $j$-th order partial derivatives of $\left(u^{1}, \ldots, u^{m}\right)$ with respect to the $\left(x^{1}, \ldots, x^{n}\right)$. On these spaces we introduce the contact one-forms

$$
\begin{aligned}
\omega^{l} & =d u^{l}-u_{\mu}^{l} d x^{\mu}, \quad \omega_{\mu_{i}}^{l}=d u_{\mu_{i}}^{l}-u_{\mu_{i} \mu_{j}}^{l} d x^{\mu_{j}}, \ldots, \\
\omega_{\mu_{1} \ldots \mu_{k}}^{l} & =d u_{\mu_{1} \ldots \mu_{k}}^{l}-u_{\mu_{1} \ldots \mu_{k} \mu_{k+1}}^{l} d x^{\mu_{k+1}}
\end{aligned}
$$

for $l=1, \ldots m$ and $\mu_{i}=1, \ldots, n$, and we sum over repeated indices. The symbols $u_{\mu_{i}}^{l}, \ldots, u_{\mu_{1} \ldots \mu_{k}}^{l}$ are then the partial derivatives of the functions $u^{l}$. These one-forms vanish on solutions of differential equations. They are known as the Cartan distribution (see [25]). Note that a $k$-th order contact form

$$
\omega_{\mu_{1} \ldots \mu_{k}}^{l}=d u_{\mu_{1} \ldots \mu_{k}}^{l}-u_{\mu_{1} \ldots \mu_{k} \mu_{k+1}}^{l} d x^{\mu_{k+1}}
$$

is not a properly defined form on $J^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, because the $u_{\mu_{1} \ldots \mu_{k} \mu_{k+1}}^{l}$ are coordinates on $J^{k+1}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. To remedy this, we may work on the infinite jet bundle $J^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)([25],[27],[26])$, which may be thought of as a space of infinite
sequences $(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u}, \ldots)$, and we have projections $\pi_{k}^{\infty}: J^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) \rightarrow$ $J^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ as well as projections $\pi_{l}^{k}: J^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) \rightarrow J^{l}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ for $l \leq k$. In terms of the sequences $(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u}, \ldots)$, we have $\pi_{k}^{\infty}(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u}, \ldots)=$ $(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u})$ and $\pi_{l}^{k}(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u})=(x, u, \underset{(1)}{u}, \ldots, \underset{(l)}{u})$. The space infinite jet space $J^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is well-defined, as the inverse limit of the $k$-th order jet bundles $J^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ (see [25], [27, [26]). A function $F: J^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ is then defined to be smooth if $F$ is a smooth function of only $(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u})$ for some natural number $k \in \mathbb{N}$. We work within this infinite jet bundle unless otherwise stated.

A tangent transformation is then a transformation

$$
(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u}) \rightarrow\left(x^{\prime}, u^{\prime}, \underset{(1)}{u^{\prime}}, \ldots, \underset{(k)}{u^{\prime}}\right)
$$

for any $k \geq 1$ such that the transformed contact forms

$$
\begin{aligned}
\omega^{\prime l} & =d u^{\prime l}-u_{\mu}^{\prime l} d x^{\prime \mu}, \quad \omega_{\mu_{i}}^{\prime l}=d u_{\mu_{i}}^{\prime l}-u_{\mu_{i} \mu_{j}}^{l l} d x^{\prime \mu_{j}}, \ldots, \\
\omega_{\mu_{1} \ldots \mu_{k}}^{\prime l} & =d u_{\mu_{1} \ldots \mu_{k}}^{\prime l}-u_{\mu_{1} \ldots \mu_{k} \mu_{k+1}}^{\prime l} d x^{\prime \mu_{k+1}}
\end{aligned}
$$

vanish when $\omega^{l}, \omega_{\mu_{i}}^{l}, \ldots, \omega_{\mu_{1} \ldots \mu_{k}}^{l}$ vanish (see [24]). Then the following result holds ([24]):

Theorem B. 1 A tangent transformation is given by a prolongation of a point transformation

$$
(x, u) \rightarrow\left(x^{\prime}, u^{\prime}\right)
$$

if $u=\left(u^{1}, \ldots, u^{m}\right)$ for $m \geq 2$. It is given by the prolongation of a contact transformation

$$
(x, u, \underset{(1)}{u}) \rightarrow\left(x^{\prime}, u^{\prime}, \underset{(1)}{u^{\prime}}\right)
$$

if $m=1$, and then there is a (locally smooth) function $W(t, x, u, u)$ such that

$$
\begin{equation*}
x^{\prime l}=-W_{q^{l}}, \quad u^{\prime}=W-p W_{p}-q^{l} W_{q^{l}}, \quad u_{x^{\prime l}}^{\prime}=W_{x^{l}}+q^{l} W_{u} \tag{1}
\end{equation*}
$$

with $q^{l}=u_{x^{l}}, l=1, \ldots, k$.
Now let us consider smooth, real-valued functions $F(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u})$. Then one can show $([25],[26])$ that the exterior derivative $d F$ may be written as

$$
d F=D F+\sum_{j=1}^{k} \Lambda_{l}^{\mu_{1} \ldots \mu_{j}} \omega_{\mu_{1} \ldots \mu_{j}}^{l}
$$

for some functions $\Lambda_{l}^{\mu_{1} \ldots \mu_{j}}$, when we work on the infinite jet bundle, where we sum over repeated indices. Here we have

$$
D F=D_{x^{1}} F d x^{1}+\ldots D_{x^{n}} F d x^{n}
$$

and $D_{x^{i}}$ is the operator of total differentiation with respect to $x^{i}$ :

$$
D_{x^{\mu_{i}}} F=F_{x^{i}}+u_{\mu_{i}}^{l} F_{u^{l}}+u_{\mu_{i} \mu}^{l} F_{u_{\mu}^{l}}+\ldots u_{\mu_{i} \mu_{1} \ldots \mu_{k}}^{l} F_{u_{\mu_{1} \ldots \mu_{k}}^{l}} .
$$

From this, it follows easily that if $D_{x^{i}} F=0$ then $F_{u^{l}}=F_{u_{\mu_{1} \ldots \mu_{j}}^{l}}=0$ for $l=1, \ldots, m$ and $j=1, \ldots, k$, and then $D F=0$ implies $F=$ constant, and so $D F=0$ if and only if $d F=0$. A further result in this direction is the following:

Lemma B. 1 Suppose that

$$
(x, u, \underset{(1)}{u}, \ldots, \underset{(k)}{u}) \rightarrow\left(x^{\prime}, u^{\prime}, \underset{(1)}{u^{\prime}}, \ldots, \underset{(k)}{u^{\prime}}\right)
$$

defines an invertible tangent transformation, with $x^{11}=X^{1}, \ldots, x^{\prime n}=X^{n}$, then we have

$$
D X^{1} \wedge \cdots \wedge D X^{n} \neq 0
$$

Proof: There are two cases: if $u=\left(u^{1}, \ldots, u^{m}\right)$ with $m \geq 2$, then the transformation is the prolongation of an invertible point transformation $(x, u) \rightarrow$ $(X(x, u), U(x, u))$. Thus we have $d X^{1} \wedge \cdots \wedge d X^{n} \wedge d U^{1} \wedge \cdots \wedge d U^{m} \neq$ by invertibility.

Now suppose that $D X^{1} \wedge \cdots \wedge D X^{n}=0$. We know from the previous remarks that $D X^{i} \neq 0$ for $i=1, \ldots, n$. Hence $D X^{1} \in I\left(D X^{2}, \ldots, D X^{n}\right)$ where $I\left(D X^{2}, \ldots, D X^{n}\right)$ is the module generated by the forms $D X^{2}, \ldots, D X^{n}$, that is, $I\left(D X^{2}, \ldots, D X^{n}\right)$ consists of linear combinations of the form $\lambda_{2} D X^{2}+$ $\cdots+\lambda_{n} D X^{n}$ for some functions $\lambda_{2}, \ldots, \lambda_{n}$. Now each $X^{i}$ is a function of $\left(x^{1}, \ldots, x^{n}, u^{1}, \ldots, u^{m}\right)$ and then we have

$$
d X^{i}=D X^{i}+\Lambda_{l} \omega^{l}
$$

From this it now follows that $d X^{1} \in I\left(d X^{2}, \ldots, d X^{n}, \omega^{1}, \ldots, \omega^{m}\right)$. Further, since the transformation is a tangent transformation, we have $d U^{l}-U_{i}^{l} d X^{i}=$ $\lambda_{j}^{l} \omega^{j}$ for $l=1, \ldots, m$, so that $d U^{l} \in I\left(d X^{1}, d X^{2}, \ldots, d X^{n}, \omega^{1}, \ldots, \omega^{m}\right)$ and consequently $d U^{l} \in I\left(d X^{2}, \ldots, d X^{n}, \omega^{1}, \ldots, \omega^{m}\right)$ since we know that $d X^{1} \in I\left(d X^{2}, \ldots, d X^{n}, \omega^{1}, \ldots, \omega^{m}\right)$. Hence each of the $m+n$ one-forms $d X^{1}, \ldots, d X^{n}, d U^{1}, \ldots, d U^{m}$ is a sum of $m+n-1$ one-forms, so that $d X^{1} \wedge$ $\cdots \wedge d X^{n} \wedge d U^{1} \wedge \cdots \wedge d U^{m}=0$, which contradicts the invertibility of the transformation.

The case of just one function is treated similarly: in this case the tangent transformation is a prolongation of an invertible contact transformation

$$
\left(x^{1}, \ldots, x^{n}, u, u_{1}, \ldots u_{n}\right) \rightarrow\left(x^{\prime 1}, \ldots, x^{\prime n}, u^{\prime}, u_{1}^{\prime}, \ldots u_{n}^{\prime}\right)
$$

where $u_{i}=u_{x^{i}}$, which is a particular case of a point transformation with $n+1$ functions $u, u_{1}, \ldots, u_{n}$. Hence we must have $D X^{1} \wedge \cdots \wedge D X^{n} \neq 0$.

We now come to the the proof of Theorem 2.1)
Theorem B. 2 Any invertible contact transformation

$$
(t, x, u, p, q) \rightarrow\left(t^{\prime}, x^{\prime}, u^{\prime}, p^{\prime}, q^{\prime}\right)
$$

with $p=u_{t}, q=u_{1}$ and $p^{\prime}=u_{t^{\prime}}^{\prime}, q^{\prime}=u_{x^{\prime}}^{\prime}$, preserving the form of an evolution equation of order $n$

$$
u_{0}=F\left(t, x, u, u_{1}, \ldots, u_{n}\right),
$$

with $n \geq 2$, is such that $t^{\prime}=T(t)$ with $\dot{T}(t) \neq 0$. Then the contact transformation has the form

$$
\begin{aligned}
t^{\prime} & =T(t), x^{\prime}=-W_{q}(t, x, u, q), \\
u^{\prime} & =W(t, x, u, q)-q W_{q}(t, x, u, q), \\
p^{\prime} & =-p \dot{T}(t)+p W_{u}(t, x, u, q)+W_{t}(t, x, u, q), \\
q^{\prime} & =W_{x}(t, x, u, q)+q W_{u}(t, x, u, q)
\end{aligned}
$$

for some smooth function $W$.
Proof: Our contact transformation is

$$
\begin{aligned}
& t^{\prime}=T(t, x, u, p, q), x^{\prime} \\
& p^{\prime}=X(t, x, u, p, q), u^{\prime}=U(t, x, u, p, q), \\
&
\end{aligned}
$$

and there is a function $W(t, x, u, p, q)$ so that
$T=-W_{p}, \quad X=-W_{q}, \quad U=W-p W_{p}-q W_{q}, \quad P=W_{t}+p W_{u}, \quad Q=W_{x}+q W_{u}$
(see [24]). An evolution equation of order $n+1$ becomes in our notation

$$
p=F\left(t, x, u, q, q_{1}, \ldots, q_{n}\right) .
$$

where $q_{1}=D_{x} q, q_{2}=D_{x}^{2} q, \ldots, q_{n}=D_{x}^{n} q$. We shall show that $D_{t} T \neq 0, D_{x} T=$ 0 , from which it follows that $T=T(t)$.

We define the sequence of functions $Q^{k}, \quad k \geq 0$, by $Q^{0}=Q$ and for $k \geq 1$ they are given by

$$
D T \wedge D Q^{k}=Q^{k+1} D T \wedge D X
$$

The $Q^{k}$ are well-defined since we have $D T \wedge D X \neq 0$ by Lemma B. 1 . These functions are just the transformations of the functions $q_{k}=\partial^{k} q / \partial x^{k}$ defined by the contact conditions:

$$
d Q^{k}-Q^{k+1} d X-Q_{0}^{k} d T=0 \quad \bmod I
$$

where $Q_{0}^{k}=D_{T} Q^{k}, \quad Q^{k+1}=D_{X} Q^{k}$ and where $I$ is the module of contact one-forms. From the fact that $d F=D F \bmod I$ we obtain $D Q^{k}-Q^{k+1} D X-$ $Q_{0}^{k} D T=0$ on imposing the contact conditions. Then $D T \wedge D Q^{k}=Q^{k+1} D T \wedge$ $D X$ follows easily.

Then we make the substitution $q_{l}^{\prime}=Q^{l}$ in the evolution equation

$$
p^{\prime}=F^{\prime}\left(t^{\prime}, x^{\prime}, u^{\prime}, q^{\prime}, q_{1}^{\prime} \ldots, q_{n}^{\prime}\right) .
$$

The result is to be another evolution equation

$$
p=F\left(t, x, u, q, q_{1} \ldots, q_{n}\right)
$$

so that the right-hand side contains the highest spatial derivative $q_{n}=D_{x}^{n} q$ and none of the derivatives $p_{n}=D_{x}^{n} p, p_{0}^{n}=D_{t}^{n} p, q_{0}^{n}=D_{t}^{n} q$ nor the mixed derivatives $q_{k, l}=D_{t}^{k} D_{x}^{l} q$ for $k \geq 1$, and $p_{k, l}=D_{t}^{k} D_{x}^{l} p$. Note that since $p=$ $D_{t} u, q=D_{x} u$ we have $p_{k, l}=q_{k+1, l-1}$ and in particular $q_{1,0}=q_{0}=p_{0,1}=p_{1}$. Thus, we require that $Q_{p_{0}^{n}}^{n}=0$ and $Q_{p_{n}}^{n}=0$ as well as $Q_{q_{n}}^{n} \neq 0$.

We now show that $D_{t} T \neq 0$. For if $D_{t} T=0$ then $T=T(x)$. Then the relation $Q^{k+1} D T \wedge D X=D T \wedge D Q^{k}$ gives $Q^{k+1} T^{\prime}(x) D_{t} X d t \wedge d x=$ $D_{t} Q^{k} T^{\prime}(x) d t \wedge d x$, so that $Q^{k+1}=\frac{D_{t} Q^{k}}{D_{t} X}$. We have for $k=0$ that $Q^{1}=\frac{D_{t} Q}{D_{t} X}$ which shows that $Q^{1}=Q^{1}\left(t, x, u, p, q, p_{0}, q_{0}\right)$. Thus, by induction, we find that $Q^{n}$ is independent of the spatial derivatives of $p_{n}, q_{n}$, and hence we contradict the requirement that $Q_{p_{n}}^{n} \neq 0$. Consequently we must have $D_{t} T \neq 0$.

It follows from the fact that $D_{t} T \neq 0$ that $Q_{q_{1}}^{1} \neq 0$ : in fact, we note that if $Q_{q_{k}}^{k} \neq 0$ then $D Q^{k}$ will depend linearly on $q_{k+1}$ and this appears only in the term $D_{x} Q^{k}$ as the coefficient of $Q_{q_{k}}^{k}$. So, differentiating $Q^{k+1} D T \wedge D X=$ $D T \wedge D Q^{k}$ with respect to $q_{k+1}$ we find that $Q_{q_{k+1}}^{k+1} D T \wedge D X=Q_{q_{k}}^{k} D_{t} T d t \wedge d x$. Since we have $Q_{q_{n}}^{n} \neq 0, \quad D_{t} T \neq 0, D T \wedge D X \neq 0$, it follows, by induction, that $Q_{q_{1}}^{1} \neq 0$.

Our next step is to show that $D_{x} T=0$ and to this end we assume that $D_{x} T \neq 0$. Then $Q_{p_{0}}^{1}=0$. In fact, if $Q_{p_{0}^{k}}^{k} \neq 0$ then $D Q^{k}$ will be linear in $p_{0}^{k+1}$, and this will appear in the coefficient of $Q_{p_{0}^{k}}^{k}$ in $D_{t} Q^{k}$. So, differentiating $Q_{q_{k+1}}^{k+1} D T \wedge D X=Q_{q_{k}}^{k} D_{t} T d t \wedge d x$ with respect to $p_{0}^{k+1}$ we find that $Q_{p_{0}^{k+1}}^{k+1} D T \wedge$ $D X=-Q_{p_{0}^{k}}^{k} D_{x} T d t \wedge d x$. Thus, if $D_{x} T \neq 0$ then $Q_{p_{0}}^{1} \neq 0$ implies, by induction, that $Q_{p_{0}^{n}}^{n} \neq 0$, and this contradicts our requirement $Q_{p_{0}^{n}}^{n}=0$. Hence $Q_{p_{0}}^{1}=0$.

Another consequence of $D_{x} T \neq 0$ is that $Q_{q_{0}}=Q_{p_{1}}=0$. For suppose $Q_{q_{0}}^{1} \neq 0$. We know that $Q_{p_{0}^{k}}^{k}=0$ so that $D_{x} Q^{k}$ is independent of $q_{0}^{k+1}=D_{x} p_{0}^{k}$, and therefore, from $Q^{k+1} D T \wedge D X=D T \wedge D Q^{k}$ it follows that $Q_{q_{0}^{k+1}}^{k+1} D T \wedge$ $D X=-Q_{q_{0}^{k}}^{k} D_{x} T d t \wedge d x$ for $k \geq 1$. So, if $Q_{q_{0}}^{1} \neq 0$, then $Q_{q_{0}^{n}}^{n} \neq 0$, as follows from induction. Since we require $Q_{q_{0}^{n}}^{n}=0$, we must have $Q_{q_{0}}^{1}=0$, because we also assume $D_{x} T \neq 0$. Note that $q_{0}=D_{t} q=D_{t} D_{x} u=D_{x} D_{t} u=D_{x} p=p_{1}$, and so we also have $Q_{p_{1}}^{1}=0$.

From all this we find that $Q^{1}=Q^{1}\left(t, x, u, p, q, q_{1}\right)$ and it then follows that $Q^{n}$ will contain the $n$-th order derivative $q_{n-1,1}=D_{t}^{n-1} D_{x} q$ if $D_{x} T \neq 0$. In fact, putting $q_{k-1,1}=D_{t}^{k-1} D_{x} q$ for $k \geq 1$, we have from $Q^{k+1} D T \wedge D X=D T \wedge D Q^{k}$ that

$$
Q_{q_{k, 1}}^{k+1} D T \wedge D X=-Q_{q_{k-1,1}}^{k} D_{x} T d t \wedge d x
$$

for $k \geq 1$, since $q_{k, 1}$ is a derivative of order $k+1$ which can only occur in $D_{t} Q^{k}$. Now $q_{0,1}=q_{1}$ and we know that $Q_{q_{1}}^{1} \neq 0$, so it follows by induction that $Q_{q_{n-1,1}}^{n} \neq 0$ if $D_{x} T \neq 0$. However, this is a contradiction since we must have $Q_{q_{n-1,1}}^{n}=0$ for our transformations to transform any given evolution equation into an evolution equation. Hence we conclude that $D_{x} T=0$ and it then follows easily that $T=T(t)$.

Finally, noting that
$T=-W_{p}, \quad X=-W_{q}, \quad U=W-p W_{p}-q W_{q}, \quad P=W_{t}+p W_{u}, \quad Q=W_{x}+q W_{u}$
for some function $W(t, x, u, p, q)$, we find, on integrating this system, that the contact transformation has the stated form. This proves the result.
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