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OVERLOAD BEHAVIOR OF CONE SCHEDULES

FOR PROCESSING SYSTEMS

Carri Chan1, Mor Armony2, Nicholas Bambos3

Abstract

This note complements the analysis of [1] and [2] addressingthe case where the traffic load isnot within

the stability region, that is, the system operates inoverload. For the case where the cone schedule matrix [1]

is diagonal, it is shown that the job backlog explodes on a particular ray, as opposed to various subsequences

exploding on diverse ones. The context and model used here are those described in [1]. The analysis technique

draws on and parallels closely those in [1] and [2].

1 Introduction

Consider the model of [1], where the PCS matrixB is now diagonal∆ (and positive-definite, hence, all its diagonal

elements are positive). The system operates in overload, inthe sense thatρ /∈ P, where

P =

{

ρ ∈ R
Q
+ : 〈ρ,∆v〉 ≤ max

S∈S
〈S,∆v〉 for everyv ∈ R

Q

}

, (1.1)

as defined in [1]. We consider the limit defined below:

H = lim sup
t→∞

〈

X(t)

t
,∆

X(t)

t

〉

(1.2)

and select a convergent increasing unbounded subsequence{tc} on which the ‘limsup’ is attained4 – hence,

lim
c→∞

X(tc)

tc
= η (1.3)

and

lim sup
c→∞

〈

X(tc)

tc
,∆

X(tc)

tc

〉

= 〈η,∆η〉 = H. (1.4)

Lemma 1.1 We have

ρ /∈ P =⇒ η 6= 0 (1.5)

Proof: See [2], Proposition 2.1. We have that

ρ /∈ P =⇒ lim sup
t→∞

Xq(t)

t
> 0 for someq ∈ Q =⇒ η 6= 0 and lim sup

t→∞

〈

X(t)

t
,∆

X(t)

t

〉

= 〈η,∆η〉 = H > 0.

(1.6)
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2 Overload Regime: ρ /∈ P =⇒ limt→∞
X(t)
t

= η 6= 0.

Theorem 2.1 Whenρ /∈ P, we have

lim
t→∞

X(t)

t
= η 6= 0. (2.1)

That is, the workload explodes on the same non-zero rayη on any subsequence.

Proof:

From Section V of [1] on PCS cone geometry, recall thatCS = {x ∈ R
Q : 〈S,∆x〉 = maxS′∈S 〈S′,∆x〉} is a

cone, and whenX(t) ∈ Co
S (the interior ofCS) the PCS will chooseS(t) = S. Moreover, thesurrounding coneof

any non-zero vectorη is the cone

C(η) =
⋃

S∈S∗(η)−S†

CS (2.2)

whereS∗(η) = argmaxS∈S 〈S,∆η〉 is the set of service vectors of that PCS would select for backlog η andS† is

the set ofnon-essentialones (see [1], end of Section IV). We have

X(t) ∈ Co(η) =⇒ 〈S(t),∆η〉 = max
S∈S

〈S,∆η〉 (2.3)

whereCo(η) is the interior ofC(η). Define now

K(η) = {x ∈ R
Q
0+ : xq > max

S∈S
{Sq} for eachq with ηq > 0}, (2.4)

which is upward-scalable; indeed,x ∈ K(η) impliesαx ∈ K(η) for any scalarα > 1. Note that whenX(t) ∈ K(η)

we haveXq(t) > maxS∈S{Sq} from all q ∈ Q with ηq > 0, soDq(t) = min{Xq(t), Sq(t)} = Sq(t). Therefore,

X(t) ∈ K(η) =⇒ Dq(t) = Sq(t) for all q ∈ Q with ηq > 0. (2.5)

that is, all service capacity allocated at slott to queueq with ηq > 0 is used; there is no idling in that time slot.

Consider now the set

V(η) = K(η)
⋂

Co(η) (2.6)

and note that it is upward-scalable, that is,x ∈ V(η) impliesαx ∈ V(η) for any scalarα > 1. Thus, the setV(η) is

‘cone-like’ for large backlog vectors.

2.1 Structural Properties

Lemma 2.1 For every sequence{t′c} such thatt′c < tc and

X(t) ∈ V(η) for every X(t) ∈ (t′c, tc] (2.7)

for everyc, we have

〈

X(tc)−X(t′c)

tc − t′c
,∆η

〉

=

〈
∑tc−1

t=t′c
A(t)

tc − t′c
,∆η

〉

−max
S∈S

〈S(t),∆η〉 . (2.8)
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Proof: We write (using similar arguments like in equations of A.22 to A.27 of [1]),

〈

X(tc)−X(t′c),∆η
〉

=

〈

tc−1
∑

t=t′c

A(t),∆η

〉

−

〈

tc−1
∑

t=t′c

D(t),∆η

〉

=

〈

tc−1
∑

t=t′c

A(t),∆η

〉

−

tc−1
∑

t=t′c

〈D(t),∆η〉

=

〈

tc−1
∑

t=t′c

A(t),∆η

〉

−

tc−1
∑

t=t′c





∑

q:ηq>0

Dq(t)∆qqηq +
∑

q:ηq=0

Dq(t)∆qqηq





=

〈

tc−1
∑

t=t′c

A(t),∆η

〉

−

tc−1
∑

t=t′c





∑

q:ηq>0

Sq(t)∆qqηq +
∑

q:ηq=0

Sq(t) 0





=

〈

tc−1
∑

t=t′c

A(t),∆η

〉

−

tc−1
∑

t=t′c

〈S(t),∆η〉

=

〈

tc−1
∑

t=t′c

A(t),∆η

〉

−max
S∈S

〈S(t),∆η〉 (tc − t′c), (2.9)

To see the above steps, recall the following. First,X(t) ∈ V(η) for everyt ∈ (t′c, tc] and anyc, by assumption.

Therefore,X(t) ∈ K(η), hence, from (2.5) we getDq(t) = Sq(t) for q ∈ Q with ηq > 0, for everyt ∈ (t′c, tc] and

any c. Moreover,X(t) ∈ C(η) , hence, from (2.3) we get〈S(t),∆η〉 = maxS∈S 〈S,∆η〉, for all t ∈ (t′c, tc] and

anyc. �

Lemma 2.2 For any increasing unbounded time sequences{tn} and{t′n}, we have

lim
n→∞

tn − t′n
tn

= χ ∈ (0, 1] =⇒ lim
n→∞

∑tn−1
t=t′n

A(t)

tn − t′n
= ρ (2.10)

Proof: Note thatt′n < tn eventually (for any largen), expand the terms as follows:

∑tn−1
t=t′n

A(t)

tn − t′n
=

∑tn−1
t=0 A(t)

tn − t′n
−

∑t′n−1
t=0 A(t)

tn − t′n
=

∑tn−1
t=0 A(t)

tn

tn
tn − t′n

−

∑tn−1
t=0 A(t)

t′n

t′n
tn − t′n

, (2.11)

and observe that lettingn→∞ we get

lim
n→∞

∑tn−1
t=t′n

A(t)

tn − t′n
= ρ

1

χ
− ρ (

1

χ
− 1) = ρ, (2.12)

sincelimn→∞

∑T
t=0

A(t)
T

= ρ. This completes the proof of the lemma. �

Lemma 2.3 For any increasing unbounded subsequence{tm} with limm→∞
X(tm)
tm

= µ, we have

〈µ,∆η〉 ≥ 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 (2.13)
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Proof: We write

X(tm) =

tm−1
∑

t=0

A(t)−

tm−1
∑

t=0

D(t) (2.14)

and observe thatDq(t) = min{Sq(t),Xq(t)} ≤ Sq(t) for everyq ∈ Q, hence,−Dq(t) ≥ −Sq(t). Therefore, since

∆ is diagonal (with positive elements), we have−〈D(t),∆η〉 ≥ 〈S(t),∆η〉 ≥ −maxS∈S 〈S,∆η〉. Projecting on

∆η we get

〈X(tm),∆η〉 ≥

〈

tm−1
∑

t=0

A(t),∆η

〉

−max
S∈S

〈S,∆η〉 (tm) (2.15)

Dividing by tm and lettingm→∞, we get

〈µ,∆η〉 ≥ 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 > 0 (2.16)

This completes the proof of the lemma. �

Lemma 2.4 For any increasing unbounded subsequence{tm} with limm→∞
X(tm)
tm

= µ, we have

〈µ,∆η〉 ≥ 〈η,∆η〉 =⇒ µ = η (2.17)

Proof: Indeed (recalling that∆ is positive-definite), we have

0 ≤ 〈µ− η,∆(µ − η)〉 = 〈µ,∆µ〉 − 2 〈µ,∆η〉+ 〈η,∆η〉

≤ 〈µ,∆µ〉 − 2 〈η,∆η〉+ 〈η,∆η〉 = 〈µ,∆µ〉 − 〈η,∆η〉 , (2.18)

so 〈µ,∆µ〉 ≥ 〈η,∆η〉. But since〈η,∆η〉 = lim sup t→∞
〈

X(t)
t
,∆X(t)

t

〉

, we must have〈µ,∆µ〉 = 〈η,∆η〉,

therefore,〈µ− η,∆(µ − η)〉 = 0, which impliesµ = η. This completes the proof of the lemma. �

Lemma 2.5 For everyǫ ∈ (0, 1) we have

−

[

〈ρ,∆η〉 −max
S∈S

〈S,∆η〉

]

ǫ

1− ǫ
+ 〈η,∆η〉

1

1− ǫ
≥ 〈η,∆η〉 (2.19)

Proof: Rewrite the inequality as− [〈ρ,∆η〉 −maxS∈S 〈S,∆η〉] ǫ + 〈η,∆η〉 ≥ (1 − ǫ) 〈η,∆η〉, since1 − ǫ > 0.

This is equivalent (sinceǫ > 0) to

〈η,∆η〉 ≥ 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 (2.20)

But this is true by Lemma 2.3 applied to the sequence{tc} with limc→∞
X(tc)
tc

= η. This complete the proof of the

lemma. �

2.2 Uniqueness of limit limt→∞
X(t)
t

on an individual arrival trace

Proposition 2.1 There is no subsequence{ta} with lima→∞
X(ta)
ta

= ψ 6= η.
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Arguing by contradiction, assume that there is some other convergent subsequence{X(ta)} such thatlima→∞
X(ta)
ta

=

ψ 6= η. We shall show that this is impossible. Note thatψq < ∞ for all q. This is easy to see sinceψq =

lima→∞
Xq(ta)

ta
≤ lima→∞

Aq(ta)
ta

= ρq <∞. Define first

sc = max{ta : ta < tc} < tc (2.21)

Lemma 2.6 We have that

lim inf
c→∞

tc − sc
tc

= ǫ ∈ (0, 1) (2.22)

Proof: A) We first show thatǫ > 0. We start by showing that there is no increasing unbounded subsequence{tb}

of {tc} such thatlimb→∞
tb−sb
tb

= 0, wheresb = max{ta < tb}. Note that this also implies thatlimb→∞
sb
tb

= 1.

Arguing by contradiction, suppose it exists. Observe that for everyq ∈ Q we have

− S̄q(tb − sb) ≤ Xq(tb)−Xq(sb) ≤ Āq(tb − sb), (2.23)

whereĀq <∞ is the maximum workload that can arrive in queueq in any time slot (see model in [1] for assumption

of boundedness) and̄Sq = maxS∈S{Sq} < ∞ is the maximum workload that can be removed from queueq in any

time slot. Dividing bytb, letting b→∞, we get

lim
b→∞

X(tb)−X(sb)

tb
= 0 = lim

b→∞

[

X(tb)

tb
−
X(sb)

sb

sb
tb

]

= η − ψ (2.24)

which implies thatη = ψ and establishes the desired contradiction.

B) We still need to show thatǫ 6= 1 (note that tc−sc
tc

≤ 1). Arguing by contradiction, suppose there exists

a subsequence{ti} of {tc} (and corresponding subsequence{si} of {sc}) such thatlimi→∞
ti−si
ti

= 1, hence,

limi→∞
si
ti
= 0. Applying Lemmas 2.1 and 2.2 with{t′i} = {si}

lim
i→∞

〈

X(ti)−X(si)

ti − si
,∆η

〉

= 〈ρ,∆η〉 −max
S∈S

〈S(t),∆η〉 (2.25)

It follows that

〈η,∆η〉 = lim
i→∞

〈

X(ti)

ti
,∆η

〉

= lim
i→∞

〈

X(ti)−X(si)

ti − si

ti − si
ti

+
X(si)

si

si
ti
,∆η

〉

= lim
i→∞

〈

X(ti)−X(si)

ti − si
,∆η

〉

ti − si
ti

+

〈

X(si)

si
,∆η

〉

si
ti

=

[

〈ρ,∆η〉 −max
S∈S

〈S(t),∆η〉

]

· 1 + 〈ψ,∆η〉 · 0

= 〈ρ,∆η〉 −max
S∈S

〈S(t),∆η〉 (2.26)

Now applying Lemma 2.3 on the subsequence{si} with limsi→∞
X(si)
si

= ψ we get

〈ψ,∆η〉 ≥ 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 = 〈η,∆η〉 , (2.27)
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using (2.26). Hence,〈ψ,∆η〉 ≥ 〈η,∆η〉, which impliesψ = η by Lemma 2.4. But this is impossible since by

definition of subsequence{sc}, ψ 6= η, which completes the proof of the lemma. �

Select now a subsequence of{tc} on which this ‘liminf’ is attained, but keep the same indexing c of the original

one for notational simplicity, hence,

lim
c→∞

tc − sc
tc

= ǫ ∈ (0, 1). (2.28)

Therefore,limc→∞
tc
sc

= 1
1−ǫ

andlimc→∞
tc−sc
sc

= ǫ
1−ǫ

.

Again, applying Lemmas 2.1 and 2.2 with{t′c} = {sc}, dividing by tc − sc and lettingc→∞, we get

lim
c→∞

〈

X(tc)−X(sc)

tc − sc
,∆η

〉

= 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 . (2.29)

Then, we can write

〈ψ,∆η〉 = lim
c→∞

〈

X(sc)

sc
,∆η

〉

= lim
c→∞

〈

−
X(tc)−X(sc)

tc − sc

tc − sc
sc

+
X(tc)

tc

tc
sc
,∆η

〉

= −

[

〈ρ,∆η〉 −max
S∈S

〈S,∆η〉

]

ǫ

1− ǫ
+ 〈η,∆η〉

1

1− ǫ

≥ 〈η,∆η〉 (2.30)

The last equality is due to Lemma 2.5. Therefore,〈ψ,∆η〉 ≥ 〈η,∆η〉, which impliesψ = η from Lemma 2.4. But

this contradicts the assumption thatψ 6= η. This establishes the sought after contradiction. So for each individual

arrival trace, there exists a unique limitlimt→∞
X(t)
t

= η, which concludes the proof of the proposition. Moreover,

sincelimt→∞
X(t)
t

= η this implies that there existsto < ∞ such thatX(t) is in V(η) for all t > to. It remains to

show that the limit,η, is independent of the particular arrival trace.

2.3 Characterizing the limit η

The purpose of this section is to characterizeη in terms ofρ and service vectorsS to establish the independence

of η on the individual arrival trace. Knowing thatlimt→∞
X(t)
t

= η, we now turn to identifying a couple of the

characteristic properties ofη.

Lemma 2.7 Every limit is a fixed point. That is,

η = lim
t→∞

X(t)

t
=

[

ρ−

N
∑

m=1

αmSm

]+
(2.31)

for someαm ≥ 0,
∑

m αm = 1. Furthermore,αm > 0 implies thatη ∈ CSm

Proof: Consider a subsequence{tn} such that for eachm:

αm = lim
n→∞

∑tn−1
t=0 1{S(t)=Sm}

tn
(2.32)

6



Note that by definition:αm ∈ [0, 1] and
∑

m αm ≤ 1. Further, becauseρ 6∈ P, there existq andT < ∞, such that

Xq(t) > 0 for all t > T ; hence, PCS will never idle fort > T and
∑

m αm = 1.

We have forq such thatηq > 0:

ηq = lim
n→∞

Xq(tn)

tn

= lim
n→∞

∑tn−1
t=0

[

Aq(t)−Dq(t)
]

tn

= lim
n→∞

Xq(to) +
∑tn−1

t=to

[

Aq(t)−
∑

m Sm,q1{S(t)=Sm}

]

tn

= ρq −
∑

m

αmSm,q (2.33)

Whereto < ∞ such that for allt > to, X(t) ∈ V(η). It’s existence is given by Proposition 2.1. Forq such that

ηq = 0, we have:

0 = ηq = lim
n→∞

Xq(tn)

tn

= lim
n→∞

∑tn−1
t=0

[

Aq(t)−Dq(t)
]

tn

= lim
n→∞

Xq(to) +
∑tn−1

t=to

[

Aq(t)−
∑

mmin{Xq(t), Sm,q}1{S(t)=Sm}

]

tn

≥ lim
n→∞

Xq(to) +
∑tn−1

t=to

[

Aq(t)−
∑

m Sm,q1{S(t)=Sm}

]

tn

= ρ−
∑

m

αmSm,q (2.34)

Which means thatρq −
∑

m αmSm,q ≤ 0 and

0 = ηq =
[

ρq −
∑

m

αmSm,q

]+
, (2.35)

which gives us thatη =
[

ρ−
∑

m αmSm
]+

.

Finally, we have to show that ifαm > 0, thenη ∈ CSm. We have seen thatαm is the proportion of time that

service vectorSm is used under PCS onceX(t) ∈ V(η) for all t > to. By Proposition 2.1, we know thatto exists.

By contradiction, suppose thatη 6∈ CSm. This implies that there existsm′ 6= m such that〈η,∆Sm′〉 > 〈η,∆Sm〉.

Sinceαm > 0, we must useSm for somet > to. This contradicts the definition ofV(η), which by (2.3) says that

PCS would useSm′ rather thanSm which would imply thatαm = 0. Hence, ifαm > 0, η ∈ CSm. �

Lemma 2.8 We have

〈η,∆η〉 = 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 (2.36)
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Proof: This follows from Lemma 2.7. Replacingη = [ρ−
∑N

m=1 αmSm]+ we have

〈η,∆η〉 =

〈

[

ρ−
N
∑

m=1

αmSm

]+
,∆η

〉

=
∑

q:ηq>0

[

ρ−

N
∑

m=1

αmSm

]

q
∆qqηq +

∑

q:ηq=0

[

ρ−

N
∑

m=1

αmSm

]+

q
∆qqηq

=
∑

q:ηq>0

[

ρ−
N
∑

m=1

αmSm

]

q
∆qqηq +

∑

q:ηq=0

[

ρ−
N
∑

m=1

αmSm

]

q
∆qq0

=

〈

ρ−

N
∑

m=1

αmSm,∆η

〉

= 〈ρ,∆η〉 −

N
∑

m=1

〈αmSm,∆η〉

= 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 (2.37)

where the last equality follows from the fact thatη is a fixed point. �

Lemma 2.9 The vectorη = limt→∞
X(t)
t

is the uniqueminimizer of

〈η,∆η〉 = min
η′∈Ψ(ρ,S)

〈

η′,∆η′
〉

(2.38)

where

Ψ(ρ,S) = {η′ : η′ = (ρ− r)+ with r ∈ P} (2.39)

andP is the stability region given byS. Therefore,r =
∑

S∈S αSS with
∑

S∈S αS ≤ 1 andαS ≥ 0 for each

S ∈ S, whereS is the set of service vectors.

Proof: From Lemma 2.7, we have thatη ∈ Ψ(ρ,S). Arbitrarily choose any vector

η̄ =
(

ρ−
∑

S∈S

αSS
)+
, with

∑

S∈S

αS ≤ 1, andαS ≥ 0, S ∈ S. (2.40)

Projecting on∆η we get

〈η̄,∆η〉 =

〈

[

ρ−
∑

S∈S

αSS
]+
,∆η

〉

≥

〈

ρ−
∑

S∈S

αSS,∆η

〉

= 〈ρ,∆η〉 −
∑

S∈S

αS 〈S,∆η〉

≥ 〈ρ,∆η〉 −max
S∈S

〈S,∆η〉 = 〈η,∆η〉 (2.41)
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The first inequality comes from the fact that∆qq > 0 andηq ≥ 0. The last equality comes from Lemma 2.8.

Therefore,〈η̄,∆η〉 ≥ 〈η,∆η〉. This implies (recalling that∆ is positive-definite) that

0 ≤ 〈η̄ − η,∆(η̄ − η)〉

= 〈η̄,∆η̄〉 − 2 〈η̄,∆η〉 + 〈η,∆η〉

≤ 〈η̄,∆η̄〉 − 2 〈η,∆η〉 + 〈η,∆η〉

= 〈η̄,∆η̄〉 − 〈η,∆η〉 , (2.42)

so〈η̄,∆η̄〉 ≥ 〈η,∆η〉 andη is the minimizer of〈η′,∆η′〉.

We still need to prove that the minimizerη is unique. This is done by showing that 1)〈η,∆η〉 is strictly convex

in η and 2) the setΨ(ρ,S) is convex–uniqueness will follow from convex programming theory. 1) It is trivial to

show that〈η,∆η〉 is strictly convex inη since∆ > 0 is a positive definite matrix. 2) We now show that the set

Ψ ≡ Ψ(ρ,S) is convex. First, we see that for anyr ∈ P and correspondingx = (ρ − r)+ ∈ Ψ, there exists

x̄ = ρ− r̄ = (ρ− r)+ = x with r̄ ∈ P. Let r̄k = min(ρk, rk) ≤ rk. Sincer̄ ≤ r ∈ P, thenx̄ ∈ Ψ. Now, consider

two vectorsx, x′ ∈ Ψ with correspondingr, r′ ∈ P such thatx = (ρ − r)+ andx′ = (ρ − r′)+. What remains to

be shown is that for anya ∈ [0, 1], ax+ (1− a)x′ ∈ Ψ. Indeed, we have:

ax+ (1− a)x′ = ax̄+ (1− a)x̄′

= a(ρ− r̄) + (1− a)(ρ− r̄′)

= ρ− (ar̄ + (1− a)r̄′) (2.43)

By the convexity ofP, we know thatar̄+(1−a)r̄′ ∈ P and subsequently,ρ−(ar̄+(1−a)r̄′) ∈ Ψ. This concludes

the proof. �

We have just shown that on all arrival traces with system loadρ, limt→∞
X(t)
t

= η, is unique. Furthermore, the

limit, η, is identical across all such traces. This concludes the proof of Theorem 2.1.
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