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#### Abstract

In the present paper, we introduce a new kind of $p$-adic measures for $q+1$-state Potts model, called p-adic quasi Gibbs measure. For such a model, we derive a recursive relations with respect to boundary conditions. Note that we consider two mode of interactions: ferromagnetic and antiferromagnetic. In both cases, we investigate a phase transition phenomena from the associated dynamical system point of view. Namely, using the derived recursive relations we define one dimensional fractional $p$-adic dynamical system. In ferromagnetic case, we establish that if $q$ is divisible by $p$, then such a dynamical system has two repelling and one attractive fixed points. We find basin of attraction of the fixed point. This allows us to describe all solutions of the nonlinear recursive equations. Moreover, in that case there exists the strong phase transition. If $q$ is not divisible by $p$, then the fixed points are neutral, and this yields that the existence of the quasi phase transition. In antiferromagnetic case, there are two attractive fixed points, and we find basins of attraction of both fixed points, and describe solutions of the nonlinear recursive equation. In this case, we prove the existence of a quasi phase transition.
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## 1. INTRODUCTION

Due to the assumption that $p$-adic numbers provide a more exact and more adequate description of microworld phenomena, starting the 1980s, various models described in the language of $p$-adic analysis have been actively studied [8],[21],[47],[63]. The well-known studies in this area are primarily devoted to investigating quantum mechanics models using equations of mathematical physics [7, 64, 62]. Furthermore, numerous applications of the $p$-adic analysis to mathematical physics have been proposed in [11],[32],[33]. One of the first applications of $p$ adic numbers in quantum physics appeared in the framework of quantum logic in [12]. This model is especially interesting for us because it could not be described by using conventional real valued probability. Besides, it is also known [33, 41, 47, 55, 61, 62] that a number of $p$-adic models in physics cannot be described using ordinary Kolmogorov's probability theory. New probability models, namely $p$-adic ones were investigated in [14],[30],[39]. After that in [40] an abstract $p$-adic probability theory was developed by means of the theory of non-Archimedean measures [55]. Using that measure theory in [37],[46] the theory of stochastic processes with values in $p$-adic and more general non-Archimedean fields having probability distributions with non-Archimedean values has been developed. In particular, a non-Archimedean analog of the Kolmogorov theorem was proven (see also [22]). Such a result allows us to construct wide classes of stochastic processes using finite dimensional probability distributions ${ }^{1}$. Therefore,

[^0]this result give us a possibility to develop the theory of statistical mechanics in the context of the $p$-adic theory, since it lies on the basis of the theory of probability and stochastic processes. Note that one of the central problems of such a theory is the study of infinite-volume Gibbs measures corresponding to a given Hamiltonian, and a description of the set of such measures. In most cases such an analysis depend on a specific properties of Hamiltonian, and complete description is often a difficult problem. This problem, in particular, relates to a phase transition of the model (see [23]).

In [34, 35] a notion of ultrametric Markovianity, which describes independence of contributions to random field from different ultrametric balls, has been introduced, and shows that Gaussian random fields on general ultrametric spaces (which were related with hierarchical trees), which were defined as a solution of pseudodifferential stochastic equation (see also [25]), satisfies the Markovianity. In addition, covariation of the defined random field was computed with the help of wavelet analysis on ultrametric spaces (see also [43]). Some applications of the results to replica matrices, related to general ultrametric spaces have been investigated in [36].

The aim of this paper is devoted to the development of $p$-adic probability theory approaches to study $q+1$-state nearest-neighbor $p$-adic Potts model on Cayley tree (see [67]). We are especially interested in the construction of $p$-adic quasi Gibbs measures for the mentioned model, since such measures present more natural concrete examples of $p$-adic Markov processes (see [37], for definitions). In $[50,51]$ we have studied $p$-adic Gibbs measures and existence of phase transitions for the $q$-state Potts models on the Cayley tree ${ }^{2}$. It was established that a phase transition occurs ${ }^{3}$ if $q$ is divisible by $p$. This shows that the transition depends on the number of spins $q$.

To investigate phase transitions, a dynamical system approach, in real case, has greatly enhanced our understanding of complex properties of models. The interplay of statistical mechanics with chaos theory has even led to novel conceptual frameworks in different physical settings [18]. On the other hand, the theory $p$-adic dynamical systems is a rapidly growing topic, there are many papers devoted to this subject (see for example, [39],[57]). We remark that first investigations of non-Archimedean dynamical systems have appeared in [24]. We also point out that intensive development of $p$-adic (and more general algebraic) dynamical systems has happened few years, (for example, see $[1,9,10,13,19,20,27,53,60,66]$ ). More extensive lists may be found in the $p$-adic dynamics bibliography maintained by Silverman [58] and the algebraic dynamics bibliography of Vivaldi [61].

In the present paper, we are going to investigate a phase transition phenomena from the such a dynamical system point of view. In the paper we introduce a new class of $p$-adic measures, associated with $q+1$-state Potts model, called p-adic quasi Gibbs measure. Note such a class is totaly different from the $p$-adic Gibbs measures considered in [50, 51]. For the model under consideration, we derive a recursive relations with respect to boundary conditions. Note that we shall consider two mode of interactions: ferromagnetic and antiferromagnetic. Namely, using the derived recursive relations we define one dimensional fractional $p$-adic dynamical system. In both cases, we are going to investigate a phase transition phenomena from the associated
processes on $\mathbb{Q}_{p}$ were constructed and studied. In our case the situation is different, since probability measures take their values in $\mathbb{Q}_{p}$. This leads our investigation to some difficulties. For example, there is no information about the compactness of $p$-adic values probability measures.
${ }^{2}$ The classical (real value) counterparts of such models were considered in [67]
${ }^{3}$ Here the phase transition means the existence of two distinct $p$-adic Gibbs measures for the given model.
dynamical system point of view. In ferromagnetic case, we establish that if $q$ is divisible by $p$, then such a dynamical system has two repelling and one attractive fixed points. We find basin of attraction of the fixed point. This allows us to describe all solutions of the nonlinear recursive equations. Moreover, in that case there exists the strong phase transition. If $q$ is not divisible by $p$, then the fixed points are neutral, and this yields that the existence of the quasi phase transition. In antiferromagnetic case, there are two attractive fixed points, and we find basins of attraction of both fixed points, and describe solutions of the nonlinear recursive equation. In this case, we prove the existence of a quasi phase transition. Note that the obtained results are totaly different from the results of $[50,51]$, since when $q$ is divisible by $p$ means that $q+1$ is not divided by $p$, which according to [50] means that uniqueness and boundedness of $p$-adic Gibbs measure.

## 2. Preliminaries

2.1. $p$-adic numbers. In what follows $p$ will be a fixed prime number, and $\mathbb{Q}_{p}$ denotes the field of $p$-adic filed, formed by completing $\mathbb{Q}$ with respect to the unique absolute value satisfying $|p|_{p}=1 / p$. The absolute value $|\cdot|_{p}$, is non- Archimedean, meaning that it satisfies the ultrametric triangle inequality $|x+y|_{p} \leq \max \left\{|x|_{p},|y|_{p}\right\}$.

Any $p$-adic number $x \in \mathbb{Q}_{p}, x \neq 0$ can be uniquely represented in the form

$$
\begin{equation*}
x=p^{\gamma(x)}\left(x_{0}+x_{1} p+x_{2} p^{2}+\ldots\right), \tag{2.1}
\end{equation*}
$$

where $\gamma=\gamma(x) \in \mathbb{Z}$ and $x_{j}$ are integers, $0 \leq x_{j} \leq p-1, x_{0}>0, j=0,1,2, \ldots$ In this case $|x|_{p}=p^{-\gamma(x)}$.

We recall that an integer $a \in \mathbb{Z}$ is called $a$ quadratic residue modulo $p$ if the equation $x^{2} \equiv a(\bmod p)$ has a solution $x \in \mathbb{Z}$.

Lemma 2.1. [41] In order that the equation

$$
x^{2}=a, \quad 0 \neq a=p^{\gamma(a)}\left(a_{0}+a_{1} p+\ldots\right), \quad 0 \leq a_{j} \leq p-1, a_{0}>0
$$

has a solution $x \in \mathbb{Q}_{p}$, it is necessary and sufficient that the following conditions are fulfilled:
(i) $\gamma(a)$ is even;
(ii) $a_{0}$ is a quadratic residue modulo $p$ if $p \neq 2$, and moreover $a_{1}=a_{2}=0$ if $p=2$.

Note the basics of $p$-adic analysis, $p$-adic mathematical physics are explained in [41, 48, 56, 55, 62].
2.2. Dynamical systems in $\mathbb{Q}_{p}$. In this subsection we recall some standard terminology of the theory of dynamical systems (see for example [52],[39]).

Given $r, s>0(r<s)$ and $a \in \mathbb{Q}_{p}$ denote

$$
\begin{align*}
& B_{r}(a)=\left\{x \in \mathbb{Q}_{p}:|x-a|_{p}<r\right\}, \quad \bar{B}_{r}(a)=\left\{x \in \mathbb{Q}_{p}:|x-a|_{p} \leq r\right\}  \tag{2.2}\\
& B_{r, s}(a)=\left\{x \in \mathbb{Q}_{p}: r<|x-a|_{p}<s\right\}, \quad S_{r}(a)=\left\{x \in \mathbb{Q}_{p}:|x-a|_{p}=r\right\} \tag{2.3}
\end{align*}
$$

It is clear that $\bar{B}_{r}(a)=B_{r}(a) \cup S_{r}(a)$.
A function $f: B_{r}(a) \rightarrow \mathbb{Q}_{p}$ is said to be analytic if it can be represented by

$$
f(x)=\sum_{n=0}^{\infty} f_{n}(x-a)^{n}, \quad f_{n} \in \mathbb{Q}_{p}
$$

which converges uniformly on the ball $B_{r}(a)$.
Consider a dynamical system $(f, B)$ in $\mathbb{Q}_{p}$, where $f: x \in B \rightarrow f(x) \in B$ is an analytic function and $B=B_{r}(a)$ or $\mathbb{Q}_{p}$. Denote $x^{(n)}=f^{n}\left(x^{(0)}\right)$, where $x^{0} \in B$ and $f^{n}(x)=\underbrace{f \circ \cdots \circ f(x)}_{n}$. If $f\left(x^{(0)}\right)=x^{(0)}$ then $x^{(0)}$ is called a fixed point. A fixed point $x^{(0)}$ is called an attractor if there exists a neighborhood $U\left(x^{(0)}\right)(\subset B)$ of $x^{(0)}$ such that for all points $y \in U\left(x^{(0)}\right)$ it holds $\lim _{n \rightarrow \infty} y^{(n)}=x^{(0)}$, where $y^{(n)}=f^{n}(y)$. If $x^{(0)}$ is an attractor then its basin of attraction is

$$
A\left(x^{(0)}\right)=\left\{y \in \mathbb{Q}_{p}: y^{(n)} \rightarrow x^{(0)}, n \rightarrow \infty\right\} .
$$

A fixed point $x^{(0)}$ is called repeller if there exists a neighborhood $U\left(x^{(0)}\right)$ of $x^{(0)}$ such that $\left|f(x)-x^{(0)}\right|_{p}>\left|x-x^{(0)}\right|_{p}$ for $x \in U\left(x^{(0)}\right), x \neq x^{(0)}$. For a fixed point $x^{(0)}$ of a function $f(x)$ a ball $B_{r}\left(x^{(0)}\right)$ (contained in $B$ ) is said to be a Siegel disc if each sphere $S_{\rho}\left(x^{(0)}\right), \rho<r$ is an invariant sphere of $f(x)$, i.e. if $x \in S_{\rho}\left(x^{(0)}\right)$ then all iterated points $x^{(n)} \in S_{\rho}\left(x^{(0)}\right)$ for all $n=1,2 \ldots$. The union of all Siegel discs with the center at $x^{(0)}$ is said to a maximum Siegel disc and is denoted by $S I\left(x^{(0)}\right)$.

Remark 2.1. In non-Archimedean geometry, a center of a disc is nothing but a point which belongs to the disc, therefore, in principle, different fixed points may have the same Siegel disc (see [10]).

Let $x^{(0)}$ be a fixed point of an analytic function $f(x)$. Set

$$
\lambda=\frac{d}{d x} f\left(x^{(0)}\right)
$$

The point $x^{(0)}$ is called attractive if $0 \leq|\lambda|_{p}<1$, indifferent if $|\lambda|_{p}=1$, and repelling if $|\lambda|_{p}>1$.
2.3. $p$-adic measure. Let $(X, \mathcal{B})$ be a measurable space, where $\mathcal{B}$ is an algebra of subsets $X$. A function $\mu: \mathcal{B} \rightarrow \mathbb{Q}_{p}$ is said to be a $p$-adic measure if for any $A_{1}, \ldots, A_{n} \subset \mathcal{B}$ such that $A_{i} \cap A_{j}=\emptyset(i \neq j)$ the equality holds

$$
\mu\left(\bigcup_{j=1}^{n} A_{j}\right)=\sum_{j=1}^{n} \mu\left(A_{j}\right) .
$$

A $p$-adic measure is called a probability measure if $\mu(X)=1$. A $p$-adic probability measure $\mu$ is called bounded if $\sup \left\{|\mu(A)|_{p}: A \in \mathcal{B}\right\}<\infty$. Note that in general, a $p$-adic probability measure need not be bounded [30, 37, 41]. For more detail information about $p$-adic measures we refer to [30], [39], [55].
2.4. Cayley tree. Let $\Gamma_{+}^{k}=(L, E)$ be a semi-infinite Cayley tree of order $k \geq 1$ with the root $x^{0}$ (whose each vertex has exactly $k+1$ edges, except for the root $x^{0}$, which has $k$ edges). Here $L$ is the set of vertices and $E$ is the set of edges. The vertices $x$ and $y$ are called nearest neighbors and they are denoted by $l=<x, y>$ if there exists an edge connecting them. A collection of the pairs $<x, x_{1}>, \ldots,<x_{d-1}, y>$ is called a path from the point $x$ to the point $y$. The distance $d(x, y), x, y \in V$, on the Cayley tree, is the length of the shortest path from $x$ to $y$.

Recall a coordinate structure in $\Gamma_{+}^{k}$ : every vertex $x$ (except for $x^{0}$ ) of $\Gamma_{+}^{k}$ has coordinates $\left(i_{1}, \ldots, i_{n}\right)$, here $i_{m} \in\{1, \ldots, k\}, 1 \leq m \leq n$ and for the vertex $x^{0}$ we put (0). Namely, the


Figure 1. The first levels of $\Gamma_{+}^{2}$
symbol (0) constitutes level 0 , and the sites $\left(i_{1}, \ldots, i_{n}\right)$ form level $n\left(\right.$ i.e. $\left.d\left(x^{0}, x\right)=n\right)$ of the lattice.

Let us set

$$
W_{n}=\left\{x \in V \mid d\left(x, x^{0}\right)=n\right\}, \quad V_{n}=\bigcup_{m=1}^{n} W_{m}, \quad L_{n}=\left\{l=<x, y>\in L \mid x, y \in V_{n}\right\} .
$$

For $x \in \Gamma_{+}^{k}, x=\left(i_{1}, \ldots, i_{n}\right)$ denote

$$
\begin{equation*}
S(x)=\{(x, i): 1 \leq i \leq k\} \tag{2.4}
\end{equation*}
$$

here $(x, i)$ means that $\left(i_{1}, \ldots, i_{n}, i\right)$. This set is called a set of direct successors of $x$.

## 3. $p$-adic Potts model and its $p$-adic quasi Gibbs measures

In this section we consider the $p$-adic Potts model where spin takes values in the set $\Phi=$ $\{0,1,2, \cdots, q\}$, here $q \geq 1$, ( $\Phi$ is called a state space) and is assigned to the vertices of the tree $\Gamma^{k}=(V, \Lambda)$. A configuration $\sigma$ on $V$ is then defined as a function $x \in V \rightarrow \sigma(x) \in \Phi$; in a similar manner one defines configurations $\sigma_{n}$ and $\omega$ on $V_{n}$ and $W_{n}$, respectively. The set of all configurations on $V$ (resp. $V_{n}, W_{n}$ ) coincides with $\Omega=\Phi^{V}$ (resp. $\Omega_{V_{n}}=\Phi^{V_{n}}, \quad \Omega_{W_{n}}=\Phi^{W_{n}}$ ). One can see that $\Omega_{V_{n}}=\Omega_{V_{n-1}} \times \Omega_{W_{n}}$. Using this, for given configurations $\sigma_{n-1} \in \Omega_{V_{n-1}}$ and $\omega \in \Omega_{W_{n}}$ we define their concatenations by

$$
\left(\sigma_{n-1} \vee \omega\right)(x)= \begin{cases}\sigma_{n-1}(x), & \text { if } x \in V_{n-1} \\ \omega(x), & \text { if } x \in W_{n}\end{cases}
$$

It is clear that $\sigma_{n-1} \vee \omega \in \Omega_{V_{n}}$.
The Hamiltonian $H_{n}: \Omega_{V_{n}} \rightarrow \mathbb{Q}_{p}$ of the $p$-adic $q+1$-state Potts model has a form

$$
\begin{equation*}
H_{n}(\sigma)=N \sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y)}, \quad \sigma \in \Omega_{V_{n}}, n \in \mathbb{N}, \tag{3.1}
\end{equation*}
$$

where $\delta$ is the Kronecker symbol and the coupling constant $N(N \neq 0)$, belongs to $\mathbb{Z}$. We call the model ferromagnetic if $N>0$, and antiferromagnetic if $N<0$.

Note that when $q=1$, then the corresponding model reduces to the $p$-adic Ising model. Such a model was investigated in [22, 26].

Now let us construct $p$-adic quasi Gibbs measures corresponding to the model.
Assume that $\mathbf{h}: V \backslash\left\{x^{(0)}\right\} \rightarrow \mathbb{Q}_{p}^{\Phi}$ is a function, i.e. $\mathbf{h}_{x}=\left(h_{0, x}, h_{1, x}, \ldots, h_{q, x}\right)$, where $h_{i, x} \in \mathbb{Q}_{p}$ $(i \in \Phi)$ and $x \in V \backslash\left\{x^{(0)}\right\}$. Given $n \in \mathbb{N}$, let us consider a $p$-adic probability measure $\mu_{\mathrm{h}}^{(n)}$ on
$\Omega_{V_{n}}$ defined by

$$
\begin{equation*}
\mu_{\mathbf{h}}^{(n)}(\sigma)=\frac{1}{Z_{n}^{(\mathbf{h})}} p^{H_{n}(\sigma)} \prod_{x \in W_{n}} h_{\sigma(x), x} \tag{3.2}
\end{equation*}
$$

Here, $\sigma \in \Omega_{V_{n}}$, and $Z_{n}^{(\mathbf{h})}$ is the corresponding normalizing factor called a partition function given by

$$
\begin{equation*}
Z_{n}^{(\mathbf{h})}=\sum_{\sigma \in \Omega_{V_{n}}} p^{H_{n}(\sigma)} \prod_{x \in W_{n}} h_{\sigma(x), x} \tag{3.3}
\end{equation*}
$$

here subscript $n$ and superscript (h) are accorded to the $Z$, since it depends on $n$ and a function h.

One of the central results of the theory of probability concerns a construction of an infinite volume distribution with given finite-dimensional distributions, which is called Kolmogorov's Theorem [59]. Therefore, in this paper we are interested in the same question but in a $p$ adic context. More exactly, we want to define a $p$-adic probability measure $\mu$ on $\Omega$ which is compatible with defined ones $\mu_{\mathrm{h}}^{(n)}$, i.e.

$$
\begin{equation*}
\mu\left(\sigma \in \Omega:\left.\sigma\right|_{V_{n}}=\sigma_{n}\right)=\mu_{\mathbf{h}}^{(n)}\left(\sigma_{n}\right), \quad \text { for all } \sigma_{n} \in \Omega_{V_{n}}, n \in \mathbb{N} . \tag{3.4}
\end{equation*}
$$

In general, à priori the existence such a kind of measure $\mu$ is not known, since there is not much information on topological properties, such as compactness, of the set of all $p$-adic measures defined even on compact spaces ${ }^{4}$. Note that certain properties of the set of $p$-adic measures has been studied in [29], but those properties are not enough to prove the existence of the limiting measure. Therefore, at a moment, we can only use the $p$-adic Kolmogorov extension Theorem (see [22],[37]) which based on so called compatibility condition for the measures $\mu_{\mathrm{h}}^{(n)}$, $n \geq 1$, i.e.

$$
\begin{equation*}
\sum_{\omega \in \Omega_{W_{n}}} \mu_{\mathbf{h}}^{(n)}\left(\sigma_{n-1} \vee \omega\right)=\mu_{\mathbf{h}}^{(n-1)}\left(\sigma_{n-1}\right) \tag{3.5}
\end{equation*}
$$

for any $\sigma_{n-1} \in \Omega_{V_{n-1}}$. This condition according to the theorem implies the existence of a unique $p$-adic measure $\mu$ defined on $\Omega$ with a required condition (3.4). Note that more general theory of $p$-adic measures has been developed in [28].

So, if for some function $\mathbf{h}$ the measures $\mu_{\mathbf{h}}^{(n)}$ satisfy the compatibility condition, then there is a unique $p$-adic probability measure, which we denote by $\mu_{\mathbf{h}}$, since it depends on $\mathbf{h}$. Such a measure $\mu_{\mathrm{h}}$ is said to be a p-adic quasi Gibbs measure corresponding to the $p$-adic Potts model. By $Q \mathcal{G}(H)$ we denote the set of all $p$-adic quasi Gibbs measures associated with functions $\mathbf{h}=\left\{\mathbf{h}_{x}, x \in V\right\}$. If there are at least two distinct $p$-adic quasi Gibbs measures $\mu, \nu \in Q \mathcal{G}(H)$ such that $\mu$ is bounded and $\nu$ is unbounded, then we say that a phase transition occurs. By another words, one can find two different functions $\mathbf{s}$ and $\mathbf{h}$ defined on $\mathbb{N}$ such that there exist the corresponding measures $\mu_{\mathrm{s}}$ and $\mu_{\mathrm{h}}$, for which one is bounded, another one is unbounded. Moreover, if there is a sequence of sets $\left\{A_{n}\right\}$ such that $A_{n} \in \Omega_{V_{n}}$ with $\left|\mu\left(A_{n}\right)\right|_{p} \rightarrow 0$ and $\left|\nu\left(A_{n}\right)\right|_{p} \rightarrow \infty$ as $n \rightarrow \infty$, then we say that there occurs a strong phase transition. If there are

[^1]two different functions $\mathbf{s}$ and $\mathbf{h}$ defined on $\mathbb{N}$ such that there exist the corresponding measures $\mu_{\mathbf{s}}, \mu_{\mathbf{h}}$, and they are bounded, then we say there is a quasi phase transition.

Remark 3.1. Note that in [50] we considered the following sequence of $p$-adic measures defined by

$$
\begin{equation*}
\mu_{\mathbf{h}}^{(n)}(\sigma)=\frac{1}{\tilde{Z}_{n}^{(\mathbf{h})}} \exp _{p}\left\{H_{n}(\sigma)\right\} \prod_{x \in W_{n}} h_{\sigma(x), x}, \tag{3.6}
\end{equation*}
$$

here as usual $\tilde{Z}_{n}^{(\mathbf{h})}$ is the corresponding normalizing factor. A limiting $p$-adic measures generated by (3.6) was called p-adic Gibbs measure. Such kind of measures and phase transitions, for Ising and Potts models on Cayley tree, have been studied in $[22,26,50,51]$. When a state space $\Phi$ is countable, the corresponding $p$-adic Gibbs measures have been investigated in [38, 49].

Now one can ask for what kind of functions $\mathbf{h}$ the measures $\mu_{\mathbf{h}}^{(n)}$ defined by (3.2) would satisfy the compatibility condition (3.5). The following theorem gives an answer to this question.

Theorem 3.1. The measures $\mu_{\mathrm{h}}^{(n)}, n=1,2, \ldots$ (see (3.2)) satisfy the compatibility condition (3.5) if and only if for any $n \in \mathbb{N}$ the following equation holds:

$$
\begin{equation*}
\hat{h}_{x}=\prod_{y \in S(x)} \mathbf{F}\left(\hat{\mathbf{h}}_{y} ; \theta\right) \tag{3.7}
\end{equation*}
$$

here and below $\theta=p^{N}$, a vector $\hat{\mathbf{h}}=\left(\hat{h}_{1}, \ldots, \hat{h}_{q}\right) \in \mathbb{Q}_{p}^{q}$ is defined by a vector $\mathbf{h}=\left(h_{0}, h_{1}, \ldots, h_{q}\right) \in$ $\mathbb{Q}_{p}^{q+1}$ as follows

$$
\begin{equation*}
\hat{h}_{i}=\frac{h_{i}}{h_{0}}, \quad i=1,2, \ldots, q \tag{3.8}
\end{equation*}
$$

and mapping $\mathbf{F}: \mathbb{Q}_{p}^{q} \times \mathbb{Q}_{p} \rightarrow \mathbb{Q}_{p}^{q}$ is defined by $\mathbf{F}(\mathbf{x} ; \theta)=\left(F_{1}(\mathbf{x} ; \theta), \ldots, F_{q}(\mathbf{x} ; \theta)\right)$ with

$$
\begin{equation*}
F_{i}(\mathbf{x} ; \theta)=\frac{(\theta-1) x_{i}+\sum_{j=1}^{q} x_{j}+1}{\sum_{j=1}^{q} x_{j}+\theta}, \quad \mathbf{x}=\left\{x_{i}\right\} \in \mathbb{Q}_{p}^{q}, \quad i=1,2, \ldots, q \tag{3.9}
\end{equation*}
$$

The proof consists of checking condition (3.5) for the measures (3.2) (cp. [50, 38]).
Lemma 3.2. Let $\mathbf{h}$ be a solution of (3.7), and $\mu_{\mathbf{h}}$ be an associated p-adic quasi Gibbs measure. Then for the corresponding partition function $Z_{n}^{(\mathbf{h})}$ (see (3.3)) the following equality holds

$$
\begin{equation*}
Z_{n+1}^{(\mathbf{h})}=A_{\mathbf{h}, n} Z_{n}^{(\mathbf{h})} \tag{3.10}
\end{equation*}
$$

where $A_{\mathbf{h}, n}$ will be defined below (see (3.13)).
Proof. Since $\mathbf{h}$ is a solution of (3.7), then we conclude that there is a constant $a_{\mathbf{h}}(x) \in \mathbb{Q}_{p}$ such that

$$
\begin{equation*}
\prod_{y \in S(x)} \sum_{j=0}^{q} p^{N \delta_{i j}} h_{j, y}=a_{\mathbf{h}}(x) h_{i, x} \tag{3.11}
\end{equation*}
$$

for any $i \in\{0, \ldots, q\}$. From this one gets

$$
\begin{equation*}
\prod_{x \in W_{n}} \prod_{y \in S(x)} \sum_{j=0}^{q} p^{N \delta_{i j}} h_{j, y}=\prod_{x \in W_{n}} a_{\mathbf{h}}(x) h_{i, x}=A_{\mathbf{h}, n} \prod_{x \in W_{n}} h_{i, x}, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\mathbf{h}, n}=\prod_{x \in W_{n}} a_{\mathbf{h}}(x) \tag{3.13}
\end{equation*}
$$

Given $j \in \Phi$, by $\eta^{(j)} \in \Omega_{W_{n}}$ we denote a configuration on $W_{n}$ defined as follows: $\eta^{(j)}(x)=j$ for all $x \in W_{n}$.

Hence, by (3.2),(3.12) we have

$$
\begin{aligned}
1 & =\sum_{\sigma \in \Omega_{n}} \sum_{\omega \in \Omega_{W_{n}}} \mu_{\mathbf{h}}^{(n+1)}(\sigma \vee \omega) \\
& =\sum_{\sigma \in \Omega_{n}} \sum_{\omega \in \Omega_{W_{n}}} \frac{1}{Z_{n+1}^{(\mathbf{h})}} p^{H(\sigma \vee \omega)} \prod_{x \in W_{n+1}} h_{\omega(x), x} \\
& =\frac{1}{Z_{n+1}^{(\mathbf{h})}} \sum_{\sigma \in \Omega_{n}} p^{H(\sigma)} \prod_{x \in W_{n}} \prod_{y \in S(x)} \sum_{j=0}^{q} p^{N \delta_{\sigma(x), j}} h_{j, y} \\
& =\frac{A_{\mathbf{h}, n}}{Z_{n+1}^{(\mathbf{h})}} \sum_{\sigma \in \Omega_{n}} p^{H(\sigma)} \prod_{x \in W_{n}} h_{\sigma(x), x} \\
& =\frac{A_{\mathbf{h}, n}}{Z_{n+1}^{(\mathbf{h})}} Z_{n}^{(\mathbf{h})}
\end{aligned}
$$

which implies the required relation.

## 4. Dynamical systems and existence of p-adic quasi Gibbs measures

In this section we will establish existence of $p$-adic quasi Gibbs measures on a Cayley tree of order 2 , i.e. $k=2$. To do it, we reduce the equation (3.7) to the fixed point problem for certain dynamical system. This allows us to investigate the existence of $p$-adic quasi Gibbs measure.

We say that a function $\mathbf{h}=\left\{\mathbf{h}_{x}\right\}_{x \in V \backslash\left\{x^{0}\right\}}$ is called translation-invariant if $\mathbf{h}_{x}=\mathbf{h}_{y}$ for all $x, y \in V \backslash\left\{x^{0}\right\}$. A $p$-adic measure $\mu_{\mathbf{h}}$, corresponding to a translation-invariant function $\mathbf{h}$, is called translation-invariant p-adic quasi Gibbs measure.

Let us first restrict ourselves to the description of translation-invariant solutions of (3.7), namely $\mathbf{h}_{x}=\mathbf{h}\left(=\left(h_{0}, h_{1}, \ldots, h_{q}\right)\right)$ for all $x \in V$. Then (3.7) can be rewritten as follows

$$
\begin{equation*}
\hat{h}_{i}=\left(\frac{(\theta-1) \hat{h}_{i}+\sum_{j=1}^{q} \hat{h}_{j}+1}{\sum_{j=1}^{q} \hat{h}_{j}+\theta}\right)^{2}, \quad i=1,2, \ldots, q . \tag{4.1}
\end{equation*}
$$

One can see that $(\underbrace{1, \ldots, 1, h}_{m}, 1, \ldots, 1)$ is an invariant line for $(4.1)(m=1, \ldots, q)$. On such kind of invariant line equation (4.1) reduces to the following fixed point problem

$$
\begin{equation*}
x=f(x), \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x)=\left(\frac{\theta x+q}{x+\theta+q-1}\right)^{2} \tag{4.3}
\end{equation*}
$$

A simple calculation shows that (4.2) has a form

$$
(x-1)\left(x^{2}+\left(2 \theta-\theta^{2}+2 q-1\right) x+q^{2}\right)=0 .
$$

Hence, $x_{0}=1$ solution defines a $p$-adic quasi Gibbs measure $\mu_{0}$.
Now we are interested in finding other solutions of (4.2), which means we need to solve the following one

$$
\begin{equation*}
x^{2}+\left(2 \theta-\theta^{2}+2 q-1\right) x+q^{2}=0 . \tag{4.4}
\end{equation*}
$$

Observe that the solution of (4.4) can be formally written by

$$
\begin{equation*}
x_{1,2}=\frac{-\left(2 \theta-\theta^{2}+2 q-1\right) \pm(\theta-1) \sqrt{D(\theta, q)}}{2} \tag{4.5}
\end{equation*}
$$

where $D(\theta, q)=\theta^{2}-2 \theta-4 q+1$
So, if the defined solutions exist in $\mathbb{Q}_{p}$, then they define $p$-adic quasi Gibbs measures $\mu_{1}$ and $\mu_{2}$, respectively. Note that to exist such solutions the expression $\sqrt{D(\theta, q)}$ should have a sense in $\mathbb{Q}_{p}$, since in $\mathbb{Q}_{p}$ not every quadratic equation has a solution (see Lemma 2.1). Therefore, we are going to check when $\sqrt{D(\theta, q)}$ does exist.

Now consider two distinct cases with respect to $N$.
4.1. Ferromagnetic case. In this case, we assume that $N>0$, this means $|\theta|_{p}=p^{-N}<1$. Now let us consider several cases with respect to $q$.

Case $q=1$. Note that this case corresponds to the $p$-adic Ising model, and $D(\theta, 1)=$ $\theta^{2}-2 \theta-3$.
(i) Let $p=2$. Then from $-3=1+2^{2}+2^{3}+\cdots$ one has

$$
D(\theta, 1)=1+2^{2}+2^{3}+2^{4} \epsilon-2 \theta+\theta^{2}
$$

where $\epsilon=1+2+2^{2}+\cdots$. Hence, due to Lemma 2.1 one can check that for any $N \geq 1$ the $\sqrt{D(\theta, 1)}$ does not exist.
(ii) Let $p=3$. Then taking into account that $\theta=p^{N}$ we find

$$
D(\theta, 1)=3\left(3^{2 N-1}-2 \cdot 3^{N-1}-1\right)
$$

If $N=1$ then $D(\theta, 1)=0$, so $\sqrt{D(\theta, 1)}$ exists. If $N>1$ then due to Lemma 2.1 we conclude that $\sqrt{D(\theta, 1)}$ does not exist.
(iii) Let $p \geq 5$. Then from the expression

$$
-3=p-3+(p-1) p+(p-1) p^{2}+\cdots
$$

we obtain

$$
D(\theta, 1)=p-3+(p-1) p \epsilon_{1}-2 p^{N}+p^{2 N},
$$

where $\epsilon_{1}=1+p+p^{2}+\cdots$. So, according to Lemma $2.1 \sqrt{D(\theta, 1)}$ exists if and only if the equation $x^{2} \equiv p-3(\bmod p)$ has a solution in $\mathbb{Z}$. It is easy to see that the last equation equivalent to $x^{2}+3 \equiv 0(\bmod p)$. For example, when $p=7$ the equation $x^{2}+3 \equiv 0(\bmod p)$ has a solution $x=2$. So, in this case $\sqrt{D(\theta, 1)}$ exists.
Hence, we can formulate the following
Theorem 4.1. Let $N \geq 1$ and $q=1$ (ferromagnetic Ising model). Then the following assertions hold true:
(i) If $p=2$, then there is a unique translation-invariant p-adic quasi Gibbs measure $\mu_{0}$;
(ii) Let $p=3$. If $N=1$, then there are three translation-invariant p-adic quasi Gibbs measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$, otherwise there is a unique translation-invariant p-adic quasi Gibbs measure $\mu_{0}$;
(iii) Let $p \geq 5$, then there are three translation-invariant p-adic quasi Gibbs measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$ if and only if -3 is a quadratic residue of modulo $p$, otherwise there is a unique translation-invariant p-adic quasi Gibbs measure $\mu_{0}$;

CASE $q \geq 2$. This case corresponds to $q+1$-state Potts model. Here we shall again consider several cases, but with respect to $p$.
(i) Let $p=2$. Let us represent $q$ in a 2-adic form, i.e.

$$
q=k_{0}+k_{1} 2+\cdots+k_{s} 2^{s}, \quad s \geq 1
$$

Then we have

$$
-4 q=2^{2}\left(\left(2-k_{0}\right)+\left(1-k_{1}\right) 2+\cdots+\left(1-k_{s}\right) 2^{s}\right)
$$

Therefore, one has

$$
D(\theta, q)=1+2^{2}\left(\left(2-k_{0}\right)+\left(1-k_{1}\right) 2+\cdots+\left(1-k_{s}\right) 2^{s}\right)-2^{N+1}+2^{2 N} .
$$

Now according to Lemma 2.1 we conclude that $\sqrt{D(\theta, q)}$ exists if and only if $k_{0}=0$, which is equivalent to $|q|_{2} \leq 1 / 2$.
(ii) Let $p=3$. We represent $q$ in a 3 -adic form, i.e.

$$
q=k_{0}+k_{1} 3+\cdots+k_{s} 3^{s}, \quad s \geq 0
$$

Then we have

$$
\begin{aligned}
D(\theta, q) & =1-q-q \cdot 3-2 \cdot 3^{N}+3^{2 N} \\
& =1+\left(3-k_{0}\right)+\left(2-k_{1}\right) 3+\cdots\left(2-k_{s}\right) 3^{s}-q \cdot 3-2 \cdot 3^{N}+3^{2 N}
\end{aligned}
$$

If $k_{0}=0$, then from Lemma 2.1 one can see that $\sqrt{D(\theta, 1)}$ exists.
If $k_{0}=2$, then $\sqrt{D(\theta, q)}$ does not exists, since $x^{2} \equiv 2(\bmod 3)$ has no solution in $\mathbb{Z}$.
If $k_{0}=1$, then this case is more complicated. We cannot provide certain rule to check the existence of $\sqrt{D(\theta, q)}$. But in this case, $\sqrt{D(\theta, q)}$ may exist or may not. For example, if $k_{1} \neq 2$ then $\sqrt{D(\theta, q)}$ does not exist whenever $N \geq 3$. If $k_{1}=2$ and $k_{2}=2$ then $\sqrt{D(\theta, q)}$ exists whenever $N \geq 4$.
(iii) Let $p \geq 5$. Let us represent $q$ in a $p$-adic expression

$$
q=k_{0}+k_{1} p+\cdots+k_{s} p^{s}, \quad s \geq 0
$$

Then we have

$$
D(\theta, 1)=1+4\left(p-k_{0}\right)+4\left(p-1-k_{1}\right) p+\cdots+4\left(p-1-k_{s}\right) p^{s}-2 p^{N}+p^{2 N} .
$$

So, according to Lemma $2.1 \sqrt{D(\theta, q)}$ exists if the equation $x^{2} \equiv 1-4 k_{0}(\bmod p)$ has a solution in $\mathbb{Z}$ whenever $1-4 k_{0}$ is not divided by $p$. It is clear that if $k_{0}=0$ then the equation has a solution for any value of $p(p \geq 5)$. Note that if $1-4 k_{0}$ is divided by $p$, then $\sqrt{D(\theta, q)}$ does not exist.

If $p=5$ and $k_{0}=3$, then one can check that $x^{2} \equiv-11(\bmod 5)$ has a solution $x=5 n+2$. So, in this case $\sqrt{D(\theta, q)}$ exists.
So, we have the following

Theorem 4.2. Let $N \geq 1$ and $q \geq 2$ (ferromagnetic Potts model). Then the following assertions hold true:
(i) If $|q|_{p}<1$, then there are three translation-invariant p-adic quasi Gibbs measures $\mu_{0}$, $\mu_{1}$ and $\mu_{2}$;
(ii) Let $p=3$. If $|q-2|_{p}<1$, then there is a unique translation-invariant p-adic quasi Gibbs measure $\mu_{0}$; if $|q-1|_{p}<1$ there is at least one translation-invariant p-adic quasi Gibbs measures $\mu_{0}$;
(iii) Let $p \geq 5$ and $|4 q-1|_{p}<1$, then there is a unique translation-invariant p-adic quasi Gibbs measure $\mu_{0}$;
4.2. Antiferromagnetic case. Now suppose that $N<0$. Denoting $\bar{N}=-N$, one has $\theta=p^{-\bar{N}}$. Therefore, $D(\theta, q)$ can be represented as follows:

$$
\begin{equation*}
D(\theta, q)=p^{-\bar{N}}\left(1-2 p^{\bar{N}}-4 q p^{2 \bar{N}}+p^{2 \bar{N}}\right) \tag{4.6}
\end{equation*}
$$

Hence, due to Lemma 2.1 we conclude that $\sqrt{D(\theta, q)}$ exists for all values of prime $p$, but $\bar{N}$ should be even.

Theorem 4.3. Let $N<0$ and $q \geq 1$ (antiferromagnetic Potts model). If $-N$ is even, than, for the model (3.1), there are three translation-invariant p-adic quasi Gibbs measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$.

## 5. Behavior of the dynamical system (4.3)

In this section we are going to investigate the dynamical system given by (4.3). In the previous section, we have established some conditions for the existence of its fixed points. In the sequel, we are going to describe possible attractors of the system, which allows us to find a relation between behavior of that dynamical system and the phase transitions. In what follows, for the sake of simplicity, we always assume that $p \geq 3$.

From (4.3) we easily find the following auxiliary facts:

$$
\begin{gather*}
f^{\prime}(x)=\left(\frac{\theta x+q}{x+\theta+q-1}\right)^{2} \cdot \frac{2(\theta-1)(\theta+q)}{(\theta x+q)(x+\theta+q-1)} ;  \tag{5.1}\\
|f(x)-f(y)|_{p}=\frac{|\theta-1|_{p}|\theta+q|_{p}|x-y|_{p}|\eta(\theta, q ; x, y)|_{p}}{|x+\theta+q-1|_{p}^{2}|y+\theta+q-1|_{p}^{2}}, \tag{5.2}
\end{gather*}
$$

where

$$
\begin{equation*}
\eta(\theta, q ; x, y)=A \theta(x+y)+2 \theta x y+2 q A+q(x+y) \tag{5.3}
\end{equation*}
$$

here $A=\theta+q-1$. Furthermore, we assume that $f(x)$ has three fixed points, the existence such points has been investigated in section 4 . We denote them as follows $x_{0}, x_{1}, x_{2}$. Note that $x_{0}=1$. For the fixed points $x_{1}$ and $x_{2}$, from (4.4) we find that

$$
\begin{equation*}
x_{1}+x_{2}=-2 q+1+\theta^{2}-2 \theta, \quad x_{1} \cdot x_{2}=q^{2} \tag{5.4}
\end{equation*}
$$

To study dynamics of $f$ we shall consider two different settings with respect to ferromagnetic and antiferrimagmetic ones.
5.1. Ferromagnetic case. In this setting, we suppose that $|\theta|_{p}<1$, moreover $|\theta|_{p} \leq|q|^{2}$ if $|q|_{p}<1$.

Lemma 5.1. Let $x_{1}$ and $x_{2}$ be the fixed points of $f(x)$. Then the followings hold true:

$$
\begin{gather*}
\left|x_{1}\right|_{p}=|q|_{p}^{2}, \quad\left|x_{2}\right|_{p}=1, \quad \text { if }|q|_{p}<1  \tag{5.5}\\
\left|x_{1}\right|_{p}=1, \quad\left|x_{2}\right|_{p}=1, \quad \text { if }|q|_{p}=1  \tag{5.6}\\
\left|\theta x_{1}+q\right|_{p}=|q|_{p}, \quad\left|x_{1}+\theta+q-1\right|_{p}=1, \quad \text { if }|q|_{p}<1  \tag{5.7}\\
\left|\theta x_{2}+q\right|_{p}=|q|_{p}, \quad\left|x_{2}+\theta+q-1\right|_{p}=|q|_{p}, \quad \text { if }|\theta|_{p} \leq|q|_{p}^{2},|q|_{p}<1  \tag{5.8}\\
\left|\theta x_{i}+q\right|_{p}=1, \quad\left|x_{i}+\theta+q-1\right|_{p}=1, \quad \text { if }|q|_{p}=1, \quad i=1,2 . \tag{5.9}
\end{gather*}
$$

Proof. First assume that $q$ is divided by $p$, i.e. $|q|_{p} \leq 1 / p$. Note that, in this case, according to Theorem 4.2 there exist the solutions $x_{1}$ and $x_{2}$. Hence, from (5.4) we conclude that $\left|x_{1}+x_{2}\right|_{p}=$ 1 and $\left|x_{1} \cdot x_{2}\right|_{p}=\left|q^{2}\right|_{p}$. From the last equalities, without loss of generality, it yields that (5.5). Hence, we immediately obtain (5.7). The equality (5.4) implies that

$$
x_{2}-1=\theta^{2}-2 \theta-2 q-x_{1} .
$$

This with the strong triangle inequality and (5.5) yields

$$
\begin{aligned}
& \left|x_{2}+\theta+q-1\right|_{p}=\left|\theta^{2}-\theta-q-x_{1}\right|_{p}=|q|_{p} \\
& \left|\theta x_{2}+q\right|_{p}=|q|_{p}
\end{aligned}
$$

if $|\theta|_{p} \leq|q|_{p}^{2}$.
Now suppose that $|q|_{p}=1$, and there exist solutions $x_{1}$ and $x_{2}$. Note that, in general, the solutions may not exist (see Theorems 4.1 and 4.2). Then from (5.4) we find that

$$
\begin{array}{r}
\left|x_{1}+x_{2}\right|_{p} \leq 1 \\
\left|x_{1} \cdot x_{2}\right|_{p}=1 \tag{5.11}
\end{array}
$$

In this case, one has $\left|x_{1}\right|_{p}=1,\left|x_{2}\right|_{p}=1$. Indeed, assume that $\left|x_{1}\right|_{p}<1$, then the equality (5.11) yields $\left|x_{2}\right|_{p}>1$. Due to the strong triangle inequality we get $\left|x_{1}+x_{2}\right|_{p}>1$ which contradicts to (5.10).

So, due to $|\theta|_{p}<1$, we have $\left|\theta x_{i}+q\right|_{p}=1$. On the other hand, we know that $x_{i}(i=1,2)$ are solutions (4.2), therefore, from (4.2) one gets

$$
\left|x_{i}+\theta+q-1\right|_{p}^{2}=\frac{\left|\theta x_{i}+q\right|_{p}^{2}}{\left|x_{i}\right|_{p}}=1
$$

This completes the proof.
Let us find behavior of the fixed points. From (5.1) we find

$$
\left|f^{\prime}\left(x_{0}\right)\right|_{p}=\left|\frac{\theta-1}{\theta+q}\right|_{p}= \begin{cases}1, & \text { if }|q|_{p}=1  \tag{5.12}\\ 1 /|q|_{p}, & \text { if }|q|_{p}<1\end{cases}
$$

Let us consider the other fixed points. Again from (5.1) one gets

$$
\begin{equation*}
\left|f^{\prime}\left(x_{i}\right)\right|_{p}=\frac{\left|x_{i}\right|_{p}|\theta-1|_{p}|\theta+q|_{p}}{\left|\theta x_{i}+q\right|_{p}\left|x_{i}+\theta+q-1\right|_{p}}, \quad i=1,2 . \tag{5.13}
\end{equation*}
$$

Now taking into account (5.5)-(5.9) we derive

$$
\begin{aligned}
\left|f^{\prime}\left(x_{1}\right)\right|_{p} & = \begin{cases}1, & \text { if }|q|_{p}=1 \\
|q|_{p}^{2}, & \text { if }|q|_{p}<1,\end{cases} \\
\left|f^{\prime}\left(x_{2}\right)\right|_{p} & = \begin{cases}1, & \text { if }|q|_{p}=1 \\
1 /|q|_{p}, & \text { if }|q|_{p}<1,\end{cases}
\end{aligned}
$$

Consequently, one has
Proposition 5.2. Let $|\theta|_{p}<1$ and assume that the dynamical system $f$ given by (4.3) has three fixed points $x_{0}, x_{1}, x_{2}$. Then the following assertions hold true:
(i) if $|q|_{1}=1$, then the fixed points are neutral;
(ii) if $|q|_{p}<1$ and $|\theta|_{p} \leq|q|_{p}^{2}$, then $x_{1}$ is attractive, and $x_{0}, x_{2}$ are repelling.

Furthermore, we concentrate ourselves to the case $|q|_{p}<1$, which is more interesting.
For a given set $B \subset \mathbb{Q}_{p}$, let us denote

$$
\begin{equation*}
J(B)=\left\{x \in S_{1}(0): f^{n}(x) \in B \text { for some } n \geq 0\right\} \tag{5.14}
\end{equation*}
$$

Theorem 5.3. Let $|q|_{p}<1$, and $|\theta|_{p} \leq|q|_{p}^{2}$. Then one has

$$
A\left(x_{1}\right) \supset\left\{x \in \mathbb{Q}_{p}:|x|_{p} \neq 1\right\} \cup\left\{x \in S_{1}(0):|x-1|_{p}>|q|_{p}\right\} \cup J\left(B_{|q|_{p}^{2},|q|_{p}}\left(x_{0}\right)\right) \cup J\left(B_{|q|_{p}^{2},|q|_{p}}\left(x_{2}\right)\right)
$$

Proof. Let us consider several cases with respect to $|x|_{p}$.
(I) Assume that $x \in B_{1}(0)$, then one finds $|f(x)|_{p}=|q|_{p}^{2}<1$, hence $f\left(B_{1}(0)\right) \subset B_{1}(0)$.

Note that in the considered case we have $|A|_{p}=1$, therefore for $x \in B_{1}(0)$ from (5.3) one immediately gets $\left|\eta\left(\theta, q ; x, x_{1}\right)\right|_{p}=|q|_{p}$. So, (5.2),(5.7) with $|x+\theta+q-1|_{p}=1$ imply that

$$
\left|f(x)-x_{1}\right|_{p}=|q|_{p}^{2}\left|x-x_{1}\right|_{p} .
$$

Hence, $f$ is a contraction of $B_{1}(0)$, which means $f^{n}(x) \rightarrow x_{1}$ for every $x \in B_{1}(0)$, i.e. $B_{1}(0) \subset$ $A\left(x_{1}\right)$.

Note that $\bar{B}_{1}(0) \varsubsetneqq A\left(x_{1}\right)$, since $\left|x_{0}\right|_{p}=\left|x_{2}\right|_{p}=1$, i.e. $S_{1}(0) \varsubsetneqq A\left(x_{1}\right)$.
(II) Assume that $1<|x|_{p} \leq \frac{|q|_{p}}{|\theta|_{p}}$, then $|\theta x+q|_{p} \leq|q|_{p}$, therefore one finds

$$
|f(x)|_{p}=\left|\frac{\theta x+q}{x+\theta+q-1}\right|^{2} \leq\left(\frac{|q|_{p}}{|x|_{p}}\right)^{2} \leq|q|^{2}<1
$$

(III) Now let $|x|_{p}>\frac{|q|_{p}}{|\theta|_{p}}$, then $|\theta x+q|_{p}=|\theta x|_{p}$, so we have

$$
|f(x)|_{p}=\frac{|\theta x|_{p}^{2}}{|x|_{p}^{2}}=|\theta|^{2}<1
$$

Hence, from (II), (III) one concludes that $f(x) \in B_{1}(0)$, for any $x$ with $|x|_{p}>1$, which, due to (I), yields $x \in A\left(x_{1}\right)$.

Consequently, we infer that

$$
\begin{equation*}
\left\{x \in \mathbb{Q}_{p}:|x|_{p} \neq 1\right\} \subset A\left(x_{1}\right) . \tag{5.15}
\end{equation*}
$$

(IV) Now assume that $|x|_{p}=1,|x-1|_{p}>|q|_{p}$. Then $|x+\theta+q-1|_{p}=|x-1|_{p}$, so one finds

$$
|f(x)|_{p}=\frac{|q|_{p}^{2}}{|x-1|_{p}^{2}}<1
$$

which, due to (I), implies $x \in A\left(x_{1}\right)$.
(V) Suppose that $|x-1|_{p}<|q|_{p}$. Then $|x+\theta+q-1|_{p}=|q|_{p}$, and from (5.3) we find $|\eta(\theta, q ; x, 1)|_{p}=|q|_{p}$. Consequently, (5.2) implies

$$
\begin{equation*}
|f(x)-1|_{p}=\frac{|x-1|_{p}}{|q|_{p}} \tag{5.16}
\end{equation*}
$$

Hence, if $|x-1|_{p}>|q|_{p}^{2}$, then $|f(x)-1|_{p}>|q|_{p}$, which, due (IV), means $x \in A\left(x_{1}\right)$.
(VI) Consider $J\left(B_{|q|_{p}^{2},|q|_{p}}\left(x_{0}\right)\right.$. One can see that $J\left(B_{|q|_{p}^{2},|q|_{p}}\left(x_{0}\right) \subset A\left(x_{1}\right)\right.$. Indeed, if $x \in$ $J\left(B_{|q|_{p}^{2},| |_{p}}\left(x_{0}\right)\right.$, then $|q|^{2}<\left|f^{n_{0}}(x)-1\right|_{p}<|q|_{p}$ for some $n_{0} \in \mathbb{N}$. From (5.16) we obtain $\left|f^{n_{0}+1}(x)-1\right|_{p}>|q|_{p}$, which with (V) yields $x \in A\left(x_{1}\right)$.

Now look to $x_{2}$. From (5.4) one finds

$$
\begin{equation*}
\left|x_{2}-1\right|_{p}=|q|_{p}, \quad\left|x_{2}-1+q\right|_{p}=|q|_{p} . \tag{5.17}
\end{equation*}
$$

Note that the strong triangle inequality implies that $\left|x-x_{2}\right|_{p}>|q|_{p}$ if and only if $|x-1|_{p}>|q|_{p}$.
(VII) Therefore, assume that $\left|x-x_{2}\right|_{p}<|q|_{p}$, which implies that $|x-1|_{p}=|q|_{p}$. So, by means of (5.8),(5.17) from (5.3) we derive that $\left|\eta\left(\theta, q ; x, x_{2}\right)\right|_{p}=|q|_{p}^{2}$. Hence, from (5.2) with (5.8) and $|x+\theta-1+q|_{p}=|q|_{p}$ one finds

$$
\begin{equation*}
\left|f(x)-x_{2}\right|_{p}=\frac{\left|x-x_{2}\right|_{p}}{|q|_{p}} \tag{5.18}
\end{equation*}
$$

Now using the same argument as in (V)-(VII) with (5.18) we obtain that $J\left(B_{|q|_{p}^{2},| |_{p}}\left(x_{2}\right)\right) \subset$ $A\left(x_{1}\right)$. Note that the sets $J_{1}$ and $J_{2}$ are disjoint. This completes the proof.

Now we are going to investigate solutions of (3.7) over the invariant line ( $1,1, \ldots, h, 1, \ldots, 1$ ). Let us introduce some notations. If $x \in W_{n}$, then instead of $h_{x}$ we use the symbol $h_{x}^{(n)}$.

Denote

$$
\begin{equation*}
g(x)=\frac{\theta x+q}{x+\theta+q-1} . \tag{5.19}
\end{equation*}
$$

Note that $f(x)=(g(x))^{2}$. Then one can see that

$$
\begin{align*}
& |g(x)-g(x)|_{p}=\frac{|x-y|_{p}|\theta-1|_{p}|\theta+q|_{p}}{|x+\theta+q-1|_{p}|y+\theta+q-1|_{p}}  \tag{5.20}\\
& g^{-1}(x)=\frac{(\theta+q-1) x-q}{\theta-x} \tag{5.21}
\end{align*}
$$

Moreover, one has the following
Lemma 5.4. Let $|q|_{p}<1$, and $|\theta|_{p} \leq|q|_{p}^{2}$. The following assertions hold true:
(i) If $|x|_{p} \neq 1$, then $|g(x)|_{p} \leq \max \left\{|q|_{p},|\theta|_{p}\right\}$;
(ii) If $|g(x)|_{p}>1$, then $|x|_{p}=1$.

Proof. (i). Let $|x|_{p}<1$, then from (5.19) we get

$$
|g(x)|_{p}=\left|\frac{\theta x+q}{x+\theta+q-1}\right|_{p}=|q|_{p}<1
$$

Now assume $|x|_{p}>1$, then analogously one finds

$$
|g(x)|_{p} \begin{cases}=|\theta|_{p}, & \text { if }|x|_{p}>\frac{|q|_{p}}{\mid \theta_{p}}, \\ \leq|q|_{p}, & \text { if } 1<|x|_{p} \leq \frac{|q|_{p}}{|\theta|_{p}}\end{cases}
$$

(ii) Denoting $y=g(x)$, from (5.21) one finds

$$
|x|_{p}=\left|g^{-1}(y)\right|_{p}=\left|\frac{(\theta+q-1) y-q}{\theta-y}\right|_{p}=\frac{|y|_{p}}{|y|_{p}}=1
$$

Theorem 5.5. Let $|q|_{p}<1$, and $|\theta|_{p} \leq|q|_{p}^{2}$. Assume that $\left\{h_{x}\right\}_{x \in V \backslash\{(0)\}}$ is a solution of (3.7) such that $\left|h_{x}\right|_{p} \neq 1$ for all $x \in V \backslash\{(0)\}$. Then $h_{x}=x_{1}$ for every $x$.
Proof. Let us first show that $\left|h_{x}\right|_{p}<1$ for all $x$. Suppose that $\left|h_{x}^{\left(n_{0}\right)}\right|_{p}>1$ for some $n_{0} \in \mathbb{N}$ and $x \in W_{n_{0}}$. Since $\left\{h_{x}\right\}$ is a solution of (3.7), therefore, we have

$$
\begin{equation*}
h_{x}^{\left(n_{0}\right)}=g\left(h_{(x, 1)}^{\left(n_{0}+1\right)}\right) g\left(h_{(x, 2)}^{\left(n_{0}+1\right)}\right), \tag{5.22}
\end{equation*}
$$

here we have used coordinate structure of the tree.
Now according to $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p} \neq 1,\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \neq 1$, then Lemma 5.4 (i) implies that $\left|g\left(h_{(x, 1)}^{\left(n_{0}+1\right)}\right)\right|_{p}<$ $1,\left|g\left(h_{(x, 1)}^{\left(n_{0}+1\right)}\right)\right|_{p}<1$, which with (5.22) means $\left|h_{x}^{\left(n_{0}\right)}\right|_{p}<1$. It is a contradiction.

Hence, $\left|h_{x}\right|_{p}<1$ for all $x$. Then from (5.20) we obtain

$$
\begin{equation*}
\left|g\left(h_{x}\right)-g\left(x_{1}\right)\right|_{p}=|q|_{p}\left|h_{x}-x_{1}\right|_{p} \tag{5.23}
\end{equation*}
$$

for any $x \in V \backslash\{(0)\}$.
Now denote

$$
\left\|h^{(n)}\right\|_{p}=\max \left\{\left|h_{x}^{(n)}\right|_{p}: x \in W_{n}\right\} .
$$

Let $\epsilon>0$ be an arbitrary number. Then from the prof of Lemma 5.4 (i) with (5.23) one finds

$$
\begin{align*}
\left|h_{x}^{(n)}-x_{1}\right|_{p} & =\left|g\left(h_{(x, 1)}^{(n+1)}\right) g\left(h_{(x, 2)}^{(n+1)}\right)-\left(g\left(x_{1}\right)\right)^{2}\right|_{p} \\
& =\left|g\left(h_{(x, 1)}^{(n+1)}\right)\left(g\left(h_{(x, 2)}^{(n+1)}\right)-g\left(x_{1}\right)\right)+g\left(x_{1}\right)\left(g\left(h_{(x, 2)}^{(n+1)}\right)-g\left(x_{1}\right)\right)\right|_{p} \\
& \leq \max \left\{\left|g\left(h_{(x, 1)}^{(n+1)}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{(n+1)}\right)-g\left(x_{1}\right)\right|_{p},\left|g\left(x_{1}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{(n+1)}\right)-g\left(x_{1}\right)\right|_{p}\right\}  \tag{5.24}\\
& \leq|q|_{p}^{2} \max \left\{\left|h_{(x, 1)}^{(n+1)}-x_{1}\right|_{p},\left|h_{(x, 2)}^{(n+1)}-x_{1}\right|_{p}\right\} .
\end{align*}
$$

Thus, we derive

$$
\left\|h^{(n)}-x_{1}\right\|_{p} \leq|q|_{p}^{2}\left\|h^{(n+1)}-x_{1}\right\|_{p}
$$

So, iterating the last inequality $N$ times one gets

$$
\begin{equation*}
\left\|h^{(n)}-x_{1}\right\|_{p} \leq|q|_{p}^{2^{N}}\left\|h^{(n+N)}-x_{1}\right\|_{p} \tag{5.25}
\end{equation*}
$$

Choosing $N$ such that $|q|_{p}^{2^{N}}<\epsilon$, from (5.25) we find $\left\|h^{(n)}-x_{1}\right\|_{p}<\epsilon$. Arbitrariness of $\epsilon$ yields that $h_{x}=x_{1}$. This completes the proof.
5.2. Antiferromagnetic case. In this subsection we assume that $N<0$, this means $|\theta|_{p}=$ $p^{\bar{N}}>1$, where $\bar{N}=-N$. In this setting equation (4.2) has three solutions $x_{0}$ (i.e. $x_{0}=1$ ), and $x_{1}, x_{2}$. Note that $x_{1}$ and $x_{2}$ are solutions of (4.4), therefore one gets

$$
\begin{align*}
& \left|x_{1}+x_{2}\right|_{p}=|\theta|_{p}^{2}, \quad\left|x_{1} \cdot x_{2}\right|_{p}=|q|_{p}^{2}  \tag{5.26}\\
& \left|x_{1}\right|_{p}=|\theta|_{p}^{2}, \quad\left|x_{2}\right|_{p}=\left|\frac{q}{\theta}\right|_{p}^{2} \tag{5.27}
\end{align*}
$$

Hence, we obtain

$$
\begin{align*}
& \left|\theta x_{1}+q\right|_{p}=|\theta|_{p}^{3}, \quad\left|x_{1}+\theta+q-1\right|_{p}=|\theta|_{p}^{2},  \tag{5.28}\\
& \left|\theta x_{2}+q\right|_{p}=|q|_{p}, \quad\left|x_{2}+\theta+q-1\right|_{p}=|\theta|_{p} . \tag{5.29}
\end{align*}
$$

Proposition 5.6. Assume that $|\theta|_{p}>1$, then a fixed point $x_{0}$ is neutral, and the fixed points $x_{1}, x_{2}$ are attractive.

Proof. From (5.1) we find

$$
\left|f^{\prime}\left(x_{0}\right)\right|_{p}=\left|\frac{\theta-1}{\theta+q}\right|_{p}=1,
$$

this means that $x_{0}$ is neutral.
Let us consider the other fixed points. Now taking into account (5.13) with (5.26),(5.28),(5.29) one gets

$$
\left|f^{\prime}\left(x_{1}\right)\right|_{p}=\frac{1}{|\theta|_{p}}<1, \quad\left|f^{\prime}\left(x_{2}\right)\right|_{p}=\left|\frac{q}{\theta}\right|_{p}<1
$$

which is the required assertion.
Lemma 5.7. Let $|\theta|_{p}>1$ and $f$ be given by (4.3). Then the following assertions hold true:
(i) if $|x|_{p}>|\theta|_{p}$, then $|f(x)|_{p}=|\theta|_{p}^{2}$. Hence, $\left|f^{n}(x)\right|_{p}=|\theta|_{p}^{2}$ for all $n \in \mathbb{N}$;
(ii) if $\frac{|q|_{p}}{|\theta|_{p}}<|x|_{p}<|\theta|_{p}$, then $|f(x)|_{p}=|x|_{p}^{2}$;
(iii) if $|x| \leq \frac{|q|_{p}}{|\theta|_{p}}$, then $|f(x)|_{p} \leq\left(\frac{|q|_{p}}{|\theta|_{p}}\right)^{2}$.

Proof. (i). Let $|x|_{p}>|\theta|_{p}$, then from (4.3) we find

$$
|f(x)|_{p}=\left(\frac{|\theta x|_{p}}{|x|_{p}}\right)^{2}=|\theta|_{p}^{2}
$$

(ii) Let $\frac{|q|_{p}}{|\theta|_{p}}<|x|_{p}<|\theta|_{p}$, then $|\theta+x+q-1|_{p}=|\theta|_{p},|\theta x|_{p}>|q|_{p}$ therefore, one gets

$$
|f(x)|_{p}=\left(\frac{|\theta x|_{p}}{|\theta|_{p}}\right)^{2}=|x|_{p}^{2}
$$

(iii) Let $|x| \leq \frac{|q|_{p}}{|\theta|_{p}}$, then $|\theta x|_{p} \leq|q|_{p},|\theta+x+q-1|_{p}=|\theta|_{p}$, hence one finds the required equality.

Now we are going to examine attractors of $x_{1}$ and $x_{2}$.
Theorem 5.8. Let $|\theta|_{p}>1$ and $f(x)$ is given by (4.3). Then the following assertions holds true:
(i) $f\left(S_{1}(0)\right) \subset S_{1}(0)$;
(ii) $A\left(x_{2}\right)=B_{1}(0)$;
(iii) $A\left(x_{1}\right)=\left\{x \in \mathbb{Q}_{p}:|x|_{p}>1\right\} \backslash \bigcup_{n=0}^{\infty} f^{-n}(1-\theta-q)$.

Proof. (i) Let $|x|_{p}=1$, then due to Lemma 5.7 (ii) we find that $|f(x)|_{1}=1$, which means $S_{1}(0)$ is invariant w.r.t. $f$.

Now consider (ii). First note that $\left|x_{2}\right|_{p}=\left(|q|_{p} /|\theta|_{p}\right)^{2}<1$. Now consider several cases w.r.t. $|x|_{p}$.
( $\mathrm{I}_{1}$ ) Assume that $\left|x-x_{2}\right|_{p}<\left(\frac{|q|_{p}}{|\theta|_{p}}\right)^{2}$. Then $|x+\theta+q-1|_{p}=|\theta|_{p}$ and $\left|x+x_{2}\right|_{p}=\left(\frac{|q|_{p}}{|\theta|_{p}}\right)^{2}$. Therefore, from (5.3) one gets that

$$
\left|\eta\left(\theta, q ; x, x_{2}\right)\right|_{p}=|\theta|_{p}^{2}\left(\frac{|q|_{p}}{|\theta|_{p}}\right)^{2}=|q|_{p}^{2}
$$

Hence, the last equality with (5.2),(5.29) yields that

$$
\begin{align*}
\left|f(x)-x_{2}\right|_{p} & =\frac{|\theta|_{p}^{2}\left|x-x_{2}\right|_{p}\left|\eta\left(\theta, q ; x, x_{2}\right)\right|_{p}}{|x+\theta+q-1|_{p}^{2}|\theta|_{p}^{2}}  \tag{5.30}\\
& =\frac{|q|_{p}^{2}}{|\theta|_{p}^{2}}\left|x-x_{2}\right|_{p}
\end{align*}
$$

This means that $f$ maps $B_{\frac{|q|_{p}^{2}}{\left.\theta\right|_{p} ^{2}}}\left(x_{2}\right)$ into itself, and it is a contraction. So, for every $x \in B_{\frac{|q|^{2}}{\left.\theta\right|_{D} ^{2}}}\left(x_{2}\right)$, one has $f^{n}(x) \rightarrow x_{2}$ as $n \rightarrow \infty$. Hence, $B_{\frac{\left|| |_{p}^{2}\right.}{|\theta|_{p}^{2}}}\left(x_{2}\right) \subset A\left(x_{2}\right)$.
$\left(\mathrm{II}_{1}\right)$ Let $\left|x-x_{2}\right|_{p}=\frac{|q|^{2}}{|\theta|_{p}^{2}}$, i.e. $|x|_{p} \leq \frac{|q|^{2}}{|\theta|_{p}^{2}}$. Then from (5.3) we find that $\left|\eta\left(\theta, q ; x, x_{2}\right)\right|_{p}=|q|_{p}|\theta|_{p}$. Hence, from (5.30) we derive

$$
\left|f(x)-x_{2}\right|_{p}=\frac{\left.\left|x-x_{2}\right|_{p}| | q\right|_{p}|\theta|_{p}}{|\theta|_{p}^{2}}=\frac{|q|_{p}^{3}}{|\theta|_{p}^{3}},
$$

which implies that $f(x) \in B_{\frac{|q|_{p}^{2}}{|\theta|_{p}^{2}}}\left(x_{2}\right)$, hence due to $\left(\mathrm{I}_{1}\right)$ one has $x \in A\left(x_{2}\right)$.
( $\mathrm{III}_{1}$ ) Let $\left|x_{2}\right|_{p}<|x|_{p} \leq \frac{|q|_{p}}{|\theta|_{p}}$, then $\left|\eta\left(\theta, q ; x, x_{2}\right)\right|_{p} \leq|q|_{p}|\theta|_{p}$, therefore using the same argument as $\left(\mathrm{II}_{1}\right)$ we obtain

$$
\left|f(x)-x_{2}\right|_{p} \leq \frac{|q|_{p}^{3}}{|\theta|_{p}^{3}},
$$

which with ( $\mathrm{I}_{1}$ ) yields $x \in A\left(x_{2}\right)$.
$\left(\mathrm{IV}_{1}\right)$ Let $\frac{|q|_{p}}{|\theta|_{p}}<|x|_{p}<1$, then $\left|x-x_{2}\right|_{p}=|x|_{p}$ and $\left|\eta\left(\theta, q ; x, x_{2}\right)\right|_{p}=|\theta|_{p}^{2}|x|_{p}$. It follows from (5.30) that

$$
\begin{equation*}
\left|f(x)-x_{2}\right|_{p}=\frac{\left|x-x_{2}\right|_{p}|\theta|_{p}^{2}|x|_{p}}{|\theta|_{p}^{2}}=|x|_{p}^{2} \tag{5.31}
\end{equation*}
$$

If $|x|_{p}^{2} \leq \frac{|q|_{p}}{|\theta|_{p}}$, then $f(x)$ falls to $\left(\mathrm{III}_{1}\right)$ case, so $x \in A\left(x_{2}\right)$. If $|x|_{p}^{2}>\frac{|q|_{p}}{|\theta|_{p}}$, then again repeating (5.31) one gets $\left|f^{2}(x)-x_{2}\right|_{p}=|x|_{p}^{4}$. Continuing this procedure, we conclude that in any case $f(x)$ falls to $\left(\mathrm{III}_{1}\right)$. Hence, $x \in A\left(x_{2}\right)$.

According (i) $S_{1}(0)$ is invariant w.r.t. $f$, hence $S_{1}(0) \cap A\left(x_{2}\right)=\emptyset$. Hence, (ii) is proved.

Now let us prove (iii). From (5.2) with (5.28) we easily obtain

$$
\begin{equation*}
\left|f(x)-x_{1}\right|_{p}=\frac{|\theta|_{p}^{2}\left|x-x_{1}\right|_{p}\left|\eta\left(\theta, q ; x, x_{1}\right)\right|_{p}}{|x+\theta+q-1|_{p}^{2}|\theta|_{p}^{4}} \tag{5.32}
\end{equation*}
$$

where $\eta\left(\theta, q ; x, x_{1}\right)$ is defined in (5.3).
( $\mathrm{I}_{2}$ ) Let $x \in B_{|\theta|_{p}^{2}}\left(x_{1}\right)$ (i.e. $\left|x-x_{1}\right|_{p}<\left|\theta^{2}\right|_{p}$ ). Then $|x|_{p}=\left|x_{1}\right|_{p}=|\theta|_{p}^{2}$ and $|x+\theta+q-1|_{p}=|\theta|_{p}^{2}$. Therefore, from (5.3) one finds that $\left|\eta\left(\theta, q ; x, x_{1}\right)\right|_{p}=|\theta|_{p}^{5}$. So, the last ones with (5.32) imply

$$
\begin{equation*}
\left|f(x)-x_{1}\right|_{p}=\frac{\left|x-x_{1}\right|_{p}}{|\theta|_{p}} \tag{5.33}
\end{equation*}
$$

this means that $f$ is a contraction of $B_{|\theta|_{p}^{2}}\left(x_{1}\right)$, i.e. for every $x \in B_{|\theta|_{p}^{2}}\left(x_{1}\right)$ one has $f^{n}(x) \rightarrow x_{1}$ as $n \rightarrow \infty$. Hence, $B_{|\theta|_{p}^{2}}\left(x_{1}\right) \subset A\left(x_{1}\right)$. Note that $S_{|\theta|_{p}^{2}}\left(x_{1}\right) \nsubseteq A\left(x_{1}\right)$, since $x_{2} \in S_{|\theta|_{p}^{2}}\left(x_{1}\right)$.
( $\mathrm{II}_{2}$ ) Let $|x|_{p}=|\theta|_{p}^{2}$, which implies $\left|x-x_{1}\right|_{p} \leq|\theta|_{p}^{2}$. Similarly reasoning as ( $\mathrm{I}_{2}$ ) we find $\left|\eta\left(\theta, q ; x, x_{1}\right)\right|_{p}=|\theta|_{p}^{5}$, hence (5.33) holds. So, $f(x) \in B_{|\theta|_{p}^{2}}\left(x_{1}\right)$, therefore, due to ( $\mathrm{I}_{2}$ ), we get $x \in A\left(x_{1}\right)$.
$\left(\mathrm{III}_{2}\right)$ Let us assume that $\left|x-x_{1}\right|>|\theta|_{p}^{2}$, then $|x|_{p}>|\theta|_{p}^{2}$. This implies $\left|x-x_{1}\right|_{p}=|x|_{p}$. So, we have $\left|\eta\left(\theta, q ; x, x_{1}\right)\right|_{p}=|\theta|_{p}^{3}|x|_{p}$ and $|x+\theta+q-1|_{p}=|x|_{p}$, hence from (5.32) one finds

$$
\left|f(x)-x_{1}\right|_{p}=\frac{\left.|x|_{p}|\theta|\right|_{p} ^{3}|x|_{p}}{|x|_{p}^{2}|\theta|_{p}^{2}}=|\theta|_{p}
$$

This implies that $f(x) \in B_{|\theta|_{p}^{2}}\left(x_{1}\right)$, which with ( $\mathrm{I}_{2}$ ) means

$$
\left\{x \in \mathbb{Q}_{p}:|x|_{p}>|\theta|_{p}^{2}\right\} \subset A\left(x_{1}\right) .
$$

$\left(\mathrm{IV}_{2}\right)$ Let $|x|=|\theta|_{p}$ with $x \neq 1-\theta-q$. Denote $\gamma=x+\theta-q+1$, then $|\gamma|_{p} \leq|\theta|_{p}$ and $|\gamma|_{p} \neq 0$. From (4.3) one finds

$$
\begin{equation*}
|f(x)|_{p}=\frac{|\theta|_{p}^{4}}{|\gamma|_{p}^{2}} \geq|\theta|_{p}^{2} \tag{5.34}
\end{equation*}
$$

Hence due to $\left(\mathrm{II}_{2}\right)$ and $\left(\mathrm{III}_{2}\right)$ we conclude that $x \in A\left(x_{1}\right)$.
$\left(\mathrm{V}_{2}\right)$ Let $|x|_{p}>|\theta|_{p}$, then analogously from Lemma 5.7(i) one finds that $|f(x)|_{p}=|\theta|_{p}^{2}$, which, due to $\left(\mathrm{II}_{2}\right)$, yields that $x \in A\left(x_{1}\right)$.
$\left(\mathrm{VI}_{2}\right)$ Now assume that $1<|x|<|\theta|_{p}$. Then $|x+\theta+q-1|_{p}=|\theta|_{p},\left|\eta\left(\theta, q ; x, x_{1}\right)\right|_{p}=|\theta|_{p}^{4}$, hence it follows from (5.32) that

$$
\begin{equation*}
\left|f(x)-x_{1}\right|_{p}=\frac{\left|x-x_{1}\right|_{p}|\theta|_{p}^{4}}{|\theta|_{p}^{2}|\theta|_{p}^{2}}=\left|x-x_{1}\right|_{p} \tag{5.35}
\end{equation*}
$$

On the other hand, according to Lemma 5.7 (ii) we have $|f(x)|_{p}=|x|_{p}^{2}$.
(a) If $|x|^{2}=|\theta|_{p}$, and $f(x) \neq 1-\theta-q$, then due to $\left(\mathrm{IV}_{2}\right)$ one gets $x \in A\left(x_{1}\right)$. If $f(x)=1-\theta-q$, then $x \notin A\left(x_{1}\right)$.
(b) If $|x|^{2}>|\theta|_{p}$, then from $\left(\mathrm{V}_{2}\right)$ we get $\left|f^{2}(x)\right|_{p}=|\theta|_{p}^{2}$, hence $x \in A\left(x_{1}\right)$.
(c) If $|x|^{2}<|\theta|_{p}$, then repeating above made argument we find $\left|f^{2}(x)-x_{1}\right|_{p}=\left|x-x_{1}\right|_{p}$ and $\left|f^{2}(x)\right|_{p}=|x|_{p}^{4}$. Therefore, continuing above made procedure, we conclude there can occur either (a) or (b). Hence, $x \in A\left(x_{1}\right)$ if $x \notin \bigcup_{n=0}^{\infty} f^{-n}(1-\theta-q)$.

To prove our main result, we need the following auxiliary result.

Lemma 5.9. Let $|\theta|_{p}>1$ and $g(x)$ be a function given by (5.19). The following assertions hold true:
(i) if $|x|_{p} \leq \frac{1}{|\theta|_{p}}$, then $|g(x)|_{p} \leq \frac{1}{|\theta|_{p}}$;
(ii) if $\frac{1}{|\theta|_{p}}<|x|_{p}<1$, then $|g(x)|_{p}=|x|_{p}$;
(iii) if $x, y \in B_{1}(0)$ then one has

$$
\begin{equation*}
|g(x)-g(x)|_{p}=|x-y|_{p} \tag{5.36}
\end{equation*}
$$

(iv) if $1<|x|_{p}<|\theta|_{p}$, then $|g(x)|_{p}=|x|_{p}$;
(v) if $|x|_{p} \geq|\theta|_{p}$, then $|g(x)|_{p} \geq|\theta|_{p}$. Moreover, if $|x|_{p}>|\theta|_{p}$, then $|g(x)|_{p}=|\theta|_{p}$;
(vi) if $|x|_{p},|y|_{p} \geq|\theta|_{p}^{2}$ then one has

$$
\begin{equation*}
|g(x)-g(x)|_{p} \leq \frac{1}{|\theta|_{p}^{2}}|x-y|_{p} \tag{5.37}
\end{equation*}
$$

Proof. From (5.19) we get

$$
|g(x)|_{p}=\frac{|\theta x+q|_{p}}{|\theta|_{p}} \begin{cases}\leq \frac{1}{|\theta|_{p}}, & \text { if } \quad|x|_{p} \leq \frac{1}{|\theta|_{p}} \\ =|x|_{p}, & \text { if } \frac{1}{|\theta|_{p}}<|x|_{p}<1\end{cases}
$$

which proves (i) and (ii).
The assertions (iii),(vi) immediately follows from (5.20).
From (5.19) we get

$$
|g(x)|_{p}=\frac{|\theta x|_{p}}{|\theta+q-1+x|_{p}} \begin{cases}=|x|_{p}, & \text { if } 1<|x|_{p}<|\theta|_{p}, \\ \geq|\theta|_{p}, & \text { if }|x|_{p} \geq|\theta|_{p},\end{cases}
$$

hence one gets (iv) and (v).
Now we are going to describe solutions of (3.7).
Theorem 5.10. Let $|\theta|_{p}>0$ and assume that $\left\{h_{x}\right\}_{x \in V \backslash\{(0)\}}$ is a solution of (3.7). Then the following assertions hold ture:
(i) if $\left|h_{x}\right|_{p}<1$ for all $x \in V \backslash\{(0)\}$, then $h_{x}=x_{2}$ for every $x$;
(ii) if $\left|h_{x}\right|_{p}>1$ for all $x \in V \backslash\{(0)\}$, then $h_{x}=x_{1}$ for every $x$.

Proof. Let us prove (i). First we establish that $\left|h_{x}\right|_{p} \leq \frac{1}{|\theta|_{p}}$ for all $x \in V \backslash\{(0)\}$. Indeed, suppose $\left|h_{x}^{\left(n_{0}\right)}\right|_{p}>\frac{1}{|\theta|_{p}}$ for some $n_{0} \in \mathbb{N}$. From (3.7) one has

$$
\begin{equation*}
\left|h_{x}^{\left(n_{0}\right)}\right|_{p}=\left|g\left(h_{(x, 1)}^{\left(n_{0}+1\right)}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{\left(n_{0}+1\right)}\right)\right|_{p} . \tag{5.38}
\end{equation*}
$$

Now consider some possible cases.
(a) if $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p} \leq \frac{1}{|\theta|_{p}}$, but $\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p}>\frac{1}{|\theta|_{p}}$, then due Lemma 5.9(i),(ii) from (5.38) we derive

$$
\begin{align*}
\frac{1}{|\theta|_{p}}<\left|h_{x}^{\left(n_{0}\right)}\right|_{p} & =\left|g\left(h_{(x, 1)}^{\left(n_{0}+1\right)}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{\left(n_{0}+1\right)}\right)\right|_{p} \\
& \leq \frac{1}{|\theta|_{p}}\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \\
& <\frac{1}{|\theta|_{p}}\left(\text { since }\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p}<1\right) \tag{5.39}
\end{align*}
$$

but it is a contradiction.
(b) if $\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \leq \frac{1}{|\theta|_{p}}$ and $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p}>\frac{1}{|\theta|_{p}}$ similarly as (a) we come to the contradiction.
(c) if $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p} \leq \frac{1}{|\theta|_{p}}$, and $\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \leq \frac{1}{|\theta|_{p}}$, then again by the same argument one finds a contradiction.
Hence, one has $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p}>\frac{1}{|\theta|_{p}},\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p}>\frac{1}{|\theta|_{p}}$. Therefore, assume that $\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p}>\frac{1}{|\theta|_{p}}$ for every $k \geq 1$. Then, according to (3.7) with Lemma 5.9(ii) one gets

$$
\begin{align*}
\left|h_{x}^{\left(n_{0}\right)}\right|_{p}= & \prod_{i_{1}=1,2}\left|h_{\left(x, i_{1}\right)}^{\left(n_{0}+1\right)}\right|_{p} \\
= & \prod_{i_{1}=1,2} \prod_{i_{2}=1,2}\left|h_{\left(x, i_{1} i_{2}\right)}^{\left(n_{0}+2\right)}\right|_{p} \\
& \cdots \\
= & \prod_{i_{1}, \ldots i_{k}=1,2}\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p} . \tag{5.40}
\end{align*}
$$

Denote

$$
\gamma_{k}=\max _{i_{1}, \ldots i_{k}}\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p} .
$$

We know that $\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p}<1$ for all $i_{1}, \ldots i_{k}, k \geq 1$. Therefore, due to our assumption one has $\frac{1}{|\theta|_{p}}<\left|\gamma_{k}\right|_{p}<1$ for every $k \in \mathbb{N}$. Hence, from (5.40) one finds

$$
\begin{equation*}
\left|h_{x}^{\left(n_{0}\right)}\right|_{p} \leq\left|\gamma_{k}\right|_{p}^{\left.\right|^{k}} \tag{5.41}
\end{equation*}
$$

Thus, when $k$ is large enough, then $\left|\gamma_{k}\right|_{p}^{\left.\right|^{k}}<\frac{1}{|\theta|_{p}}$. So, from (5.41) we obtain $\left|h_{x}^{\left(n_{0}\right)}\right|_{p}<\frac{1}{|\theta|_{p}}$, which is a contradiction.

Take an arbitrary $\epsilon>0$. Then similarly to (5.24) one has

$$
\begin{equation*}
\left|h_{x}^{(n)}-x_{2}\right|_{p} \leq \max \left\{\left|g\left(h_{(x, 1)}^{(n+1)}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{(n+1)}\right)-g\left(x_{1}\right)\right|_{p},\left|g\left(x_{1}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{(n+1)}\right)-g\left(x_{1}\right)\right|_{p}\right\} . \tag{5.42}
\end{equation*}
$$

According to $\left|h_{x}\right|_{p} \leq \frac{1}{|\theta|_{p}}$, for every $x$, with Lemma 5.9 (i),(iii) from (5.42) we derive

$$
\left\|h^{(n)}-x_{2}\right\|_{p} \leq \frac{1}{|\theta|_{p}}\left\|h^{(n+1)}-x_{2}\right\|_{p}
$$

So, iterating the last inequality $M$ times one gets

$$
\begin{equation*}
\left\|h^{(n)}-x_{2}\right\|_{p} \leq \frac{1}{|\theta|_{p}^{M}}\left\|h^{(n+M)}-x_{1}\right\|_{p} \tag{5.43}
\end{equation*}
$$

Choosing $M$ such that $|\theta|_{p}^{-M}<\epsilon$, from (5.43) we find $\left\|h^{(n)}-x_{2}\right\|_{p}<\epsilon$. Arbitrariness of $\epsilon$ yields that $h_{x}=x_{2}$.

Now consider (ii). Let us show that $\left|h_{x}\right|_{p} \geq|\theta|_{p}$ for all $x \in V \backslash\{(0)\}$. Assume that from the contrary, $\left|h_{x}^{\left(n_{0}\right)}\right|_{p}<|\theta|_{p}$ for some $n_{0} \in \mathbb{N}$ and $x$. Then we have (5.38). Therefore, consider several possible cases.
(a) if $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p} \geq|\theta|_{p}$, and $\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p}<|\theta|_{p}$, then due Lemma 5.9(iv),(v) from (5.38) one finds

$$
\begin{aligned}
|\theta|_{p}<\left|h_{x}^{\left(n_{0}\right)}\right|_{p} & =\left|g\left(h_{(x, 1)}^{\left(n_{0}+1\right)}\right)\right|_{p}\left|g\left(h_{(x, 2)}^{\left(n_{0}+1\right)}\right)\right|_{p} \\
& \leq|\theta|_{p}\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \\
& <|\theta|_{p} \quad\left(\text { since }\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p}>1\right)
\end{aligned}
$$

but this is a contradiction.
(b) if either $\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \geq|\theta|_{p},\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p}<|\theta|_{p}$ or $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p} \geq \frac{1}{|\theta|_{p}},\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p} \geq \frac{1}{|\theta|_{p}}$, then by the same argument as (a) one finds a contradiction.
Hence, we conclude that $\left|h_{(x, 1)}^{\left(n_{0}+1\right)}\right|_{p}<|\theta|_{p},\left|h_{(x, 2)}^{\left(n_{0}+1\right)}\right|_{p}<|\theta|_{p}$. Therefore, assume that $\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p}>$ $\frac{1}{|\theta|_{p}}$ for every $k \geq 1$. Then, according to (3.7) with Lemma 5.9(iv) one gets

$$
\begin{equation*}
\left|h_{x}^{\left(n_{0}\right)}\right|_{p}=\prod_{i_{1}, \ldots i_{k}=1,2}\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p} \tag{5.44}
\end{equation*}
$$

Denote

$$
\delta_{k}=\min _{i_{1}, \ldots i_{k}}\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right)}\right|_{p}
$$

We know that $\left|h_{\left(x, i_{1} \cdots i_{k}\right)}^{\left(n_{0}+k\right.}\right|_{p}>1$ for all $i_{1}, \ldots i_{k}, k \geq 1$. Therefore, from our assumption one has $1<\left|\delta_{k}\right|_{p}<|\theta|_{p}$ for every $k \in \mathbb{N}$. Hence, from (5.44) one finds

$$
\begin{equation*}
\left|h_{x}^{\left(n_{0}\right)}\right|_{p} \geq\left|\delta_{k}\right|_{p}^{2^{k}} \tag{5.45}
\end{equation*}
$$

Thus, when $k$ is large enough, then $\left|\delta_{k}\right|_{p}^{2^{k}} \geq|\theta|_{p}$. So, from (5.45) we obtain $\left|h_{x}^{\left(n_{0}\right)}\right|_{p} \geq|\theta|_{p}$, which contradicts to $\left|h_{x}^{\left(n_{0}\right)}\right|_{p}<|\theta|_{p}$.

Thus, $\left|h_{x}\right|_{p} \geq|\theta|_{p}$ for all $x$. Then from (3.7) one concludes (see also (5.38)) that $\left|h_{x}\right|_{p} \geq|\theta|_{p}^{2}$. Then taking an arbitrary $\epsilon>0$ and using (5.42) with Lemma 5.9 (iv),(vi) we obtain

$$
\left\|h^{(n)}-x_{1}\right\|_{p} \leq \frac{1}{|\theta|_{p}}\left\|h^{(n+1)}-x_{1}\right\|_{p} .
$$

Now the same argument as (i) we get the desired assertion. This completes the proof.

## 6. Boundedness of $p$-adic quasi Gibbs measures and phase transitions

From the results of the previous section, we conclude that to investigate the quasi $p$-adic measure, for us it is enough to study the measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$, corresponding to the solutions $x_{0}, x_{1}$ and $x_{2}$. In this section we shall study boundedness and unboundedness of the said measures.

Furthermore, we are going to consider the p-adic quasi Gibbs measures corresponding to these solutions. Due to Lemma 3.2 the partition function $Z_{i, n}$ corresponding to the measure $\mu_{i}$ ( $i=1,2$ ) has the following form

$$
\begin{equation*}
Z_{i, n}=a_{i}^{\left|V_{n-1}\right|} \tag{6.1}
\end{equation*}
$$

where $a_{i}=\left(x_{i}+\theta+q-1\right)^{2} h_{0}$.
For a given configuration $\sigma \in \Omega_{V_{n}}$ denote

$$
\# \sigma=\left\{x \in W_{n}: \sigma(x)=1\right\}
$$

From (3.2), (3.8) and (6.1) we find

$$
\begin{align*}
\left|\mu_{1}(\sigma)\right|_{p} & =\frac{1}{Z_{1, n}} \cdot \frac{1}{p^{H(\sigma)}} \prod_{x \in W_{n}}\left|\frac{h_{\sigma(x), x}}{h_{0}}\right|_{p}\left|h_{0}\right|_{p}^{\left|W_{n}\right|} \\
& =\frac{\left|h_{0}\right|_{p}^{\left|W_{n}\right|-\left|V_{n-1}\right|}}{\left|x_{1}+\theta+q-1\right|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{\left|x_{1}\right|_{p}^{\# \sigma}}{p^{H(\sigma)}} \\
& =\frac{\left|h_{0}\right|_{p}^{2}}{\left|x_{1}+\theta+q-1\right|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{\left|x_{1}\right|_{p}^{\# \sigma}}{p^{H(\sigma)}}, \tag{6.2}
\end{align*}
$$

where we have used the equality $\left|W_{n}\right|-\left|V_{n-1}\right|=2$.
Similarly, one gets

$$
\begin{equation*}
\left|\mu_{2}(\sigma)\right|_{p}=\frac{\left|h_{0}\right|_{p}^{2}}{\left|x_{2}+\theta+q-1\right|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{\left|x_{2}\right|_{p}^{\# \sigma}}{p^{H(\sigma)}}, \tag{6.3}
\end{equation*}
$$

6.1. Ferromagnetic case. Assume that $N>0$, i.e. $|\theta|_{p}<1$. In this subsection we shall prove the existence of phase transitions. Namely one has the following

Theorem 6.1. Assume that $|q|_{p}<1,|\theta|_{p} \leq|q|_{p}^{2}$. Then for $p$-adic quasi Gibbs measures $\mu_{0}, \mu_{1}$ $\mu_{2}$ of the ferromagnetic $q+1$-state Potts model (3.1) one has: the measure $\mu_{1}$ is bounded; the measures $\mu_{0}$ and $\mu_{2}$ are unbounded. Moreover, there is a strong phase transition.

Proof. According to Theorem 4.2 the conditions $|q|_{p}<1,|\theta|_{p} \leq|q|_{p}^{2}$ imply the existence of three translation-invariant measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$.

Then from (6.2) with (5.5),(5.7) we obtain

$$
\begin{equation*}
\left|\mu_{1}(\sigma)\right|_{p}=\frac{\left|h_{0}\right|_{p}^{2}}{p^{H(\sigma)}} \cdot\left|x_{1}\right|_{p}^{\# \sigma} \leq\left|h_{0}\right|_{p}^{2}, \tag{6.4}
\end{equation*}
$$

which implies that the measure $\mu_{1}$ is bounded.
Similarly, from (6.3) with (5.5),(5.8) we find

$$
\begin{align*}
\left|\mu_{2}(\sigma)\right|_{p} & =\frac{\left|h_{0}\right|_{p}^{2}}{|q|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{1}{p^{H(\sigma)}} \\
& \geq\left|h_{0}\right|_{p}^{2} p^{2\left|V_{n-1}\right|-H(\sigma)} \tag{6.5}
\end{align*}
$$

Now let us choose $\sigma_{0, n} \in \Omega_{V_{n}}$ as follows $\sigma_{0, n}(x)=1$ for all $x \in V_{n}$. Then one can see that $H\left(\sigma_{0, n}\right)=0$, therefore it follows from (6.5) that

$$
\left|\mu_{2}\left(\sigma_{0, n}\right)\right|_{p} \geq\left|h_{0}\right|_{p}^{2} p^{2\left|V_{n-1}\right|} \rightarrow \infty \quad \text { as } n \rightarrow \infty
$$

This yields that the measure $\mu_{2}$ is not bounded.
Let us consider the measure $\mu_{0}$. Similarly, we obtain

$$
\begin{align*}
\left|\mu_{0}(\sigma)\right|_{p} & =\frac{\left|h_{0}\right|_{p}^{2}}{|\theta+q|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{1}{p^{H(\sigma)}} \\
& =\frac{\left|h_{0}\right|_{p}^{2}}{|q|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{1}{p^{H(\sigma)}} \\
& \geq\left|h_{0}\right|_{p}^{2} p^{2\left|V_{n-1}\right|-H(\sigma)} \tag{6.6}
\end{align*}
$$

so, we immediately find that $\left|\mu_{0}\left(\sigma_{0, n}\right)\right|_{p} \rightarrow \infty$ as $n \rightarrow \infty$.

It follows from (6.5), (6.6) that

$$
\left|\frac{\mu_{0}(\sigma)}{\mu_{2}(\sigma)}\right|_{p}=1
$$

Now let us compare $\mu_{1}$ and $\mu_{2}$. From (6.4),(6.5) with (5.5) one finds

$$
\begin{align*}
\left|\mu_{1}\left(\sigma_{0, n}\right) \mu_{2}\left(\sigma_{0, n}\right)\right|_{p} & =\frac{\left|h_{0}\right|_{p}^{4}\left|x_{1}\right|_{p}^{\# \sigma_{0, n}}}{|q|_{p}^{2\left|V_{n-1}\right|}} \\
& =\left|h_{0}\right|_{p}^{4}|q|_{p}^{2\left(\left|W_{n}\right|-\left|V_{n-1}\right|\right)} \\
& =\left|h_{0}\right|_{p}^{4}|q|_{p}^{4} . \tag{6.7}
\end{align*}
$$

This implies that $\left|\mu_{1}\left(\sigma_{0, n}\right)\right|_{p} \rightarrow 0$ as $n \rightarrow \infty$.
Now assume that $|q|_{p}=1$. In this case, the solutions $x_{1}$ and $x_{2}$ may not exists (see Theorems 4.1 and 4.2). Therefore, we suppose the existence of such solutions.

Now taking into account (6.2), (6.3) with (5.6) we derive

$$
\begin{equation*}
\left|\mu_{i}(\sigma)\right|_{p}=\frac{\left|h_{0}\right|_{p}^{2}\left|x_{i}\right|_{p}^{\# \sigma^{(i)}}}{p^{H(\sigma)}}=\frac{\left|h_{0}\right|_{p}^{2}}{p^{H(\sigma)}} \leq\left|h_{0}\right|_{p}^{2} \quad(i=1,2), \tag{6.8}
\end{equation*}
$$

so the measures $\mu_{1}$ and $\mu_{2}$ are bounded.
We would like to compare these measure. Therefore, let us consider the following difference

$$
\begin{equation*}
\left|\mu_{0}(\sigma)-\mu_{i}(\sigma)\right|_{p}=\frac{\left|h_{0}\right|_{p}^{2}}{p^{H(\sigma)}}\left|\left(\theta+q-1+x_{i}\right)^{2\left|V_{n-1}\right|}-x_{i}^{\# \sigma}(\theta+q)^{2\left|V_{n-1}\right|}\right|_{p} \tag{6.9}
\end{equation*}
$$

Denoting

$$
x=\theta+q-1, \quad y=x_{i}, \quad N=2\left|V_{n-1}\right|, \quad k=\# \sigma
$$

and taking into account $|x|_{p} \leq 1$ and $|y|_{p}=1$, the right-hand side of (6.9) can be estimated as follows

$$
\begin{align*}
\left|(x+y)^{N}-y^{k}(x+1)^{N}\right|_{p} & =\left|\sum_{\ell=0}^{N} C_{N}^{\ell} x^{\ell}\left(y^{N-\ell}-y^{k}\right)\right|_{p} \\
& =\left|\sum_{\ell=0}^{N} C_{N}^{\ell} x^{\ell} y^{\min \{N-\ell, k\}}\left(1-y^{M_{\ell}}\right)\right|_{p} \\
& =\left|(1-y) \sum_{\ell=0}^{N} C_{N}^{\ell} x^{\ell} y^{\min \{N-\ell, k\}}\left(\sum_{j=0}^{M_{\ell}} y^{j}\right)\right|_{p} \\
& \leq|1-y|_{p} \max _{0 \leq \ell \leq N}\left\{\left|C_{N}^{\ell} x^{\ell} y^{\min \{N-\ell, k\}}\left(\sum_{j=0}^{M_{\ell}} y^{j}\right)\right|_{p}\right\} \\
& \leq|1-y|_{p} \tag{6.10}
\end{align*}
$$

here $M_{\ell}=\max \{N-\ell, k\}-\min \{N-\ell, k\}$.
From (6.10) with (6.9) we immediately find

$$
\begin{equation*}
\left|\mu_{0}(\sigma)-\mu_{i}(\sigma)\right|_{p} \leq \frac{\left|h_{0}\right|_{p}^{2}\left|1-x_{i}\right|_{p}}{p^{H(\sigma)}} \quad(i=1,2) \tag{6.11}
\end{equation*}
$$

Using the same argument we get

$$
\begin{equation*}
\left|\mu_{1}(\sigma)-\mu_{2}(\sigma)\right|_{p} \leq \frac{\left|h_{0}\right|_{p}^{2}\left|x_{1}-x_{2}\right|_{p}}{p^{H(\sigma)}} \tag{6.12}
\end{equation*}
$$

Consequently, we can formulate the following
Theorem 6.2. Assume that $|q|_{p}=1$ and the measures $\mu_{1} \mu_{2}$ for p-adic the ferromagnetic $q+1$-state Potts model (3.1) exist. Then the measures $\mu_{k}(k=0,1,2)$ are bounded. Moreover, the inequalities (6.11),(6.12) hold. In this case, there is a quasi phase transition.
6.2. Antiferromagnetic case. In this case we assume that $N<0$ and $-N$ is even. Then according to Theorem 4.3 there exist the measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$.

Now taking into account (5.27),(5.28) from (6.2) one finds

$$
\begin{align*}
\left|\mu_{1}(\sigma)\right|_{p} & =\frac{\left|h_{0}\right|_{p}^{2}}{\left|x_{1}\right|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{\left|x_{1}\right|_{p}^{\# \sigma}}{p^{H(\sigma)}} \\
& =\frac{\left|h_{0}\right|_{p}^{2} \cdot p^{-2 \bar{N}\left(2\left|V_{n-1}\right|-\# \sigma\right)}}{p^{H(\sigma)}} \\
& \left.=\left|h_{0}\right|_{p}^{2} \cdot p^{-2 \bar{N}\left(2\left|V_{n-1}\right|-\# \sigma-\frac{1}{2}\right.} \sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y)}\right) \tag{6.13}
\end{align*}
$$

Now let us estimate the expression standing inside the brackets. It is clear that

$$
\begin{equation*}
0 \leq \# \sigma \leq\left|W_{n}\right|, \quad 0 \leq \sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y)} \leq\left|V_{n}\right|-1 \tag{6.14}
\end{equation*}
$$

Therefore, from (6.14) with $\left|W_{n}\right|-\left|V_{n-1}\right|=2,\left|V_{n}\right|=\left|V_{n-1}\right|+\left|W_{n}\right|$ we get

$$
\begin{align*}
2\left|V_{n-1}\right|-\# \sigma-\frac{1}{2} \sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y)} & \geq 2\left|V_{n-1}\right|-\left|W_{n}\right|-\frac{1}{2}\left(\left|V_{n}\right|-1\right) \\
& =\left|V_{n-1}\right|-2+\frac{1}{2}\left(1-\left|V_{n}\right|\right) \\
& =\frac{1}{2}\left(2\left|V_{n-1}\right|-\left|V_{n}\right|-3\right) \\
& =\frac{1}{2}\left(\left|V_{n-1}\right|-\left|W_{n}\right|-3\right) \\
& =-\frac{5}{2} \tag{6.15}
\end{align*}
$$

Consequently, the last inequality (6.15) with (6.13) implies

$$
\begin{equation*}
\left|\mu_{1}(\sigma)\right|_{p} \leq\left|h_{0}\right|_{p}^{2} \cdot p^{5 \bar{N}}=\frac{\left|h_{0}\right|_{p}^{2}}{p^{5 N}} \tag{6.16}
\end{equation*}
$$

this means that $\mu_{1}$ is bounded.
Now consider the measure $\mu_{2}$. Noting $\left|x_{2}\right|_{p}=|q|_{p}^{2} p^{-2 \bar{N}}$ and $\left|x_{2}+\theta+q-1\right|_{p}=p^{\bar{N}}$ (see (5.27), (5.29)), the equality (6.3) yields

$$
\begin{align*}
\left|\mu_{2}(\sigma)\right|_{p} & =\frac{|q|_{p}^{2}\left|h_{0}\right|_{p}^{2}}{p^{2 \bar{N}\left|V_{n-1}\right|}} \cdot \frac{p^{-2 \bar{N} \# \sigma}}{p^{H(\sigma)}} \\
& =|q|_{p}^{2}\left|h_{0}\right|_{p}^{2} \cdot p^{-2 \bar{N}\left(\left|V_{n-1}\right|-\frac{1}{2}\right.} \sum_{\left\langle x, y>\in L_{n}\right.} \delta_{\sigma(x), \sigma(y)+\# \sigma)} . \tag{6.17}
\end{align*}
$$

Now using the same argument as in (6.15) one gets

$$
\begin{equation*}
\left|V_{n-1}\right|-\frac{1}{2} \sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y)}+\# \sigma \geq\left|V_{n-1}\right|-\frac{1}{2}\left(\left|V_{n}\right|-1\right)=-\frac{1}{2} \tag{6.18}
\end{equation*}
$$

Hence, (6.18) with (6.17) implies

$$
\begin{equation*}
\left|\mu_{2}(\sigma)\right|_{p} \leq \frac{\left|h_{0}\right|_{p}^{2}}{p^{N}} \tag{6.19}
\end{equation*}
$$

which means that $\mu_{2}$ is bounded as well.
Let us consider the measure $\mu_{0}$. From (6.6) we obtain

$$
\begin{align*}
\left|\mu_{0}(\sigma)\right|_{p} & =\frac{\left|h_{0}\right|_{p}^{2}}{|\theta+q|_{p}^{2\left|V_{n-1}\right|}} \cdot \frac{1}{p^{H(\sigma)}} \\
& =\left|h_{0}\right|_{p}^{2} p^{-\bar{N}\left(2\left|V_{n-1}\right|-\right.} \sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y))} \\
& \leq\left|h_{0}\right|_{p}^{2} p^{\bar{N}} \\
& =\frac{\left|h_{0}\right|_{p}^{2}}{p^{N}} \tag{6.20}
\end{align*}
$$

here we have used (see (6.18))

$$
2\left|V_{n-1}\right|-\sum_{<x, y>\in L_{n}} \delta_{\sigma(x), \sigma(y)} \geq-1 .
$$

Hence, $\mu_{0}$ is bounded too.
Let us consider relations between $\mu_{0}$ and $\mu_{1}, \mu_{2}$. From (6.20),(6.13) and (6.17) we find

$$
\begin{align*}
& \frac{\left|\mu_{1}(\sigma)\right|_{p}}{\left|\mu_{0}(\sigma)\right|_{p}}=p^{-2 \bar{N}\left(\left|V_{n-1}\right|-\# \sigma\right)} \leq p^{4 \bar{N}}  \tag{6.21}\\
& \frac{\left|\mu_{2}(\sigma)\right|_{p}}{\left|\mu_{0}(\sigma)\right|_{p}}=|q|_{p}^{2} \cdot p^{-\bar{N}(\# \sigma)} \leq|q|_{p}^{2} \tag{6.22}
\end{align*}
$$

here in (6.21) we have used $\left|V_{n-1}\right|-\# \sigma \geq\left|V_{n-1}\right|-\left|W_{n}\right|=-2$. Hence, the derived relations imply that

$$
\begin{equation*}
\left|\mu_{1}(\sigma)\right|_{p} \leq p^{4 \bar{N}}\left|\mu_{0}(\sigma)\right|_{p}, \quad\left|\mu_{2}(\sigma)\right|_{p} \leq|q|_{p}^{2}\left|\mu_{0}(\sigma)\right|_{p} \tag{6.23}
\end{equation*}
$$

Let us consider relation between $\mu_{1}$ and $\mu_{2}$. From (6.13) and (6.17) we find

$$
\begin{equation*}
\frac{\left|\mu_{1}(\sigma)\right|_{p}}{\left|\mu_{2}(\sigma)\right|_{p}}=\frac{p^{-2 \bar{N}\left(\left|V_{n-1}\right|-2 \# \sigma\right)}}{|q|_{p}^{2}} \tag{6.24}
\end{equation*}
$$

Take any configuration $\sigma_{n}$ in $\Omega_{V_{n}}$ with $\# \sigma_{n}=\left|W_{n}\right|$, (for example $\sigma_{n}(x)=1$ for every $x \in V_{n}$ ). Then (6.24) yields

$$
\begin{equation*}
\frac{\left|\mu_{1}\left(\sigma_{n}\right)\right|_{p}}{\left|\mu_{2}\left(\sigma_{n}\right)\right|_{p}} \geq p^{2 \bar{N}\left(\left|W_{n}\right|-2\right)} \rightarrow \infty \quad \text { as } n \rightarrow \infty \tag{6.25}
\end{equation*}
$$

Now take any configuration $\tilde{\sigma}_{n}$ in $\Omega_{V_{n}}$ with $\# \tilde{\sigma}_{n}=0$, (for example $\tilde{\sigma}_{n}(x)=0$ for every $x \in V_{n}$ ). Then (6.24) yields

$$
\begin{equation*}
\frac{\left|\mu_{1}\left(\tilde{\sigma}_{n}\right)\right|_{p}}{\left|\mu_{2}\left(\tilde{\sigma}_{n}\right)\right|_{p}}=\frac{p^{-2 \bar{N}\left|V_{n-1}\right|}}{|q|_{p}^{2}} \rightarrow 0 \text { as } n \rightarrow \infty \tag{6.26}
\end{equation*}
$$

The relations (6.24),(6.25) show that the structure of the measures $\mu_{1}$ and $\mu_{2}$ are different even they are bounded.

Consequently, we can formulate the following
Theorem 6.3. Let $N<0$ and $-N$ is even. Then the translation-invariant p-adic quasi Gibbs measures $\mu_{0}, \mu_{1}$ and $\mu_{2}$ of antiferromagnetic Potts model (3.1) are bounded. Moreover, the inequality (6.23) holds. In this case, there is a quasi phase transition.

## 7. Conclusions

It is known that to investigate phase transitions, a dynamical system approach, in real case, has greatly enhanced our understanding of complex properties of models. The interplay of statistical mechanics with chaos theory has even led to novel conceptual frameworks in different physical settings [18]. Therefore, in the present paper, we have investigated a phase transition phenomena from such a dynamical system point of view. For p-adic quasi Gibbs measures of $q+1$-state Potts model on a Cayley tree of order two, we derived a recursive relations with respect to the boundary conditions, then we defined one dimensional fractional $p$-adic dynamical system. In ferromagnetic case, we have established that if $q$ is divisible by $p$, then such a dynamical system has two repelling and one attractive fixed points. We found basin of attraction of the attractive fixed point, and this allowed us to describe all solutions of the nonlinear recursive equations. Moreover, in that case we prove the existence of the strong phase transition. If $q$ is not divisible by $p$, then the fixed points are neutral, and the existence of the quasi phase transition has been established. In antiferromagnetic case, there are two attractive and one repelling fixed points. We found basins of attraction of both attractive fixed points, and described solutions of the nonlinear recursive equation. In this case, we proved the existence of a quasi phase transition as well. These investigations show that there are some similarities with the real case, for example, the existence of two repelling fixed points implies the occurrence of the strong phase transition. Moreover, using such a method one can study other $p$-adic models over trees.

Note that the obtained results are totaly different from the results of [50, 51], since when $q$ is divisible by $p$ means that $q+1$ is not divided by $p$, which according to [50] means that uniqueness and boundedness of $p$-adic Gibbs measure.

## Acknowledgement

The present study have been done within the grant FRGS0409-109 of Malaysian Ministry of Higher Education.

## References

[1] Anashin V., Khrennikov A., Applied Algebraic Dynamics, Walter de Gruyter, Berlin, New York, 2009.
[2] Albeverio S., Karwowski W. A random walk on p-adics, the generator and its spectrum, Stochastic. Process. Appl. 53 (1994) 1-22.
[3] Albeverio S., Zhao X. On the relation between different constructions of random walks on $p$-adics, Markov Process. Related Fields 6 (2000) 239-256.
[4] Albeverio S., Zhao X. Measure-valued branching processes associated with random walks on $p$-adics, Ann. Probab. 28(2000) 1680-1710.
[5] Albeverio S., Khrennikov A., Kloeden P.E., Memory retrieval as a p-adic dynamical system, BioSys. 49(1999), 105-115.
[6] Anashin V., Khrennikov A., Applied Algebraic Dynamics, Walter de Gruyter, Berlin, New York, 2009.
[7] Areféva I. Ya., Dragovic B., Volovich I.V. p-adic summability of the anharmonic ocillator, Phys. Lett. B 200(1988) 512-514.
[8] Areféva I. Ya., Dragovic B., Frampton P.H., Volovich I.V. The wave function of the Universe and $p$ - adic gravity, Int. J. Modern Phys. A 6(1991) 4341-4358.
[9] Arrowsmith D.K., Vivaldi F., Some p-adic representations of the Smale horseshoe, Phys. Lett. A 176(1993), 292-294.
[10] Arrowsmith D.K., Vivaldi F., Geometry of p-adic Siegel discs. Physica D, 71(1994), 222-236.
[11] Avetisov V.A., Bikulov A.H., Kozyrev S.V. Application of padic analysis to models of spontaneous breaking of the replica symmetry, J. Phys. A: Math. Gen. 32(1999) 8785-8791.
[12] Beltrametti E., Cassinelli G. Quantum mechanics and $p$ - adic numbers, Found. Phys. 2(1972) 1-7.
[13] Benedetto R., Hyperbolic maps in p-adic dynamics, Ergod. Th.\& Dynam.Sys. 21(2001), 1-11.
[14] Besser A., Deninger C., p-adic Mahler measures, J. Reine Angew. Math. 517 (1999), 1950.
[15] Del Muto M., Figà-Talamanca A. Diffusion on locally compact ultrametric spaces, Expo. Math. 22(2004) 197-211.
[16] Dobrushin R.L. The problem of uniqueness of a Gibbsian random field and the problem of phase transitions, Funct.Anal. Appl. 2 (1968) 302-312.
[17] Dobrushin R.L. Prescribing a system of random variables by conditional distributions, Theor. Probab. Appl. 15(1970) 458-486.
[18] Efetov K.B., Supersymmetry in disorder and chaos, Cambridge Univ. Press, Cambrdge, 1997.
[19] Fan A. H., Li M.T., Yao J.Y., Zhou D., Strict ergodicity of affine $p$-adic dynamical systems on $Z_{p}$, $A d v$. Math., 214 (2007), 666-700.
[20] Fan A.H., Liao L.M., Wang Y.F., Zhou D., p-adic repellers in $Q_{p}$ are subshifts of finite type, C. R. Math. Acad. Sci Paris, 344 (2007), 219-224.
[21] Freund P.G.O., Olson M. Non-Archimedian strings, Phys. Lett. B 199(1987) 186-190.
[22] Ganikhodjaev N.N., Mukhamedov F.M., Rozikov U.A. Phase transitions of the Ising model on $\mathbb{Z}$ in the p-adic number field, Uzbek. Math. Jour. 4 (1998) 23-29 (Russian).
[23] Georgii H.O. Gibbs measures and phase transitions, Walter de Gruyter, Berlin, 1988.
[24] Herman M., Yoccoz J.-C., Generalizations of some theorems of small divisors to non-Archimedean fields, In: Geometric Dynamics (Rio de Janeiro, 1981), Lec. Notes in Math. 1007, Springer, Berlin, 1983, pp.408-447.
[25] Kaneko H., Kochubei A.N., Weak solutions of stochastic differential equations over the field of $p$-adic numbers, Tohoku Math. J. 59(2007), 547-564.
[26] Khamraev M., Mukhamedov F.M. On p-adic $\lambda$-model on the Cayley tree, Jour. Math. Phys. 45(2004) 4025-4034.
[27] Khamraev M., Mukhamedov F.M., On a class of rational p-adic dynamical systems, Jour. Math. Anal. Appl. 315(2006), 76-89.
[28] Katsaras A.K. Extensions of p-adic vector measures, Indag. Math.N.S. 19 (2008) 579-600.
[29] Katsaras A.K. On spaces of $p$-adic vector measures, P-Adic Numbers, Ultrametric Analysis, Appl. 1 (2009) 190-203.
[30] Khrennikov A.Yu. p-adic valued probability measures, Indag. Mathem. N.S. 7(1996) 311-330.
[31] Khrennikov A.Yu., p-adic description of chaos. In: Nonlinear Physics: Theory and Experiment. Editors E. Alfinito, M. Boti. WSP, Singapore, 1996, pp. 177-184.
[32] Khrennikov A.Yu. p-adic Valued Distributions in Mathematical Physics, Kluwer Academic Publisher, Dordrecht, 1994.
[33] Khrennikov A.Yu. Non-Archimedean analysis: quantum paradoxes, dynamical systems and biological models, Kluwer Academic Publisher, Dordrecht, 1997.
[34] Khrennikov A.Yu., Kozyrev S.V., Wavelets on ultrametric spaces, Appl. Comput. Harmonic Anal., 19(2005) 61-76.
[35] Khrennikov A.Yu., Kozyrev S.V., Ultrametric random field. Infin. Dimens. Anal. Quantum Probab. Relat. Top. 9(2006), 199-213.
[36] Khrennikov A.Yu., Kozyrev S.V., Replica symmetry breaking related to a general ultrametric space I,II,III, Physica A, 359(2006), 222-240; 241-266; 378(2007), 283-298.
[37] Khrennikov A.Yu., Ludkovsky S. Stochastic processes on non-Archimedean spaces with values in nonArchimedean fields, Markov Process. Related Fields 9(2003) 131-162.
[38] Khrennikov A., Mukhamedov F., Mendes J.F.F. On p-adic Gibbs measures of countable state Potts model on the Cayley tree, Nonlinearity 20(2007) 2923-2937.
[39] Khrennikov A.Yu., Nilsson M. p-adic deterministic and random dynamical systems, Kluwer, Dordreht, 2004.
[40] Khrennikov A.Yu., Yamada S., van Rooij A., Measure-theoretical approach to $p$-adic probability theory, Annals Math. Blaise Pascal 6 (1999) 21-32.
[41] Koblitz N. p-adic numbers, p-adic analysis and zeta-function, Berlin, Springer, 1977.
[42] Kochubei A.N. Pseudo-differential equations and stochastics over non-Archimedean fields, Mongr. Textbooks Pure Appl. Math. 244 Marcel Dekker, New York, 2001.
[43] Kozyrev S.V., Wavelets and spectral analysis of ultrametric pseudodifferential operators Sbornik Math. 198(2007), 97-116.
[44] Lindahl K.O., On Siegels linearization theorem for fields of prime characteristic, Nonlinearity, 17 (2004), 745-763.
[45] Lubin J., Nonarchimedean dynamical systems, Composito Math. 94(1994), 321-346.
[46] Ludkovsky S.V. Non-Archimedean valued quasi-invariant descending at infinity measures, Int. J. Math. Math. Sci. 2005(2005) N. 23, 3799-3817.
[47] Marinary E., Parisi G. On the p-adic five point function, Phys. Lett. B 203(1988) 52-56.
[48] Mahler K., p-adic numbers and their functions. Cambridge Tracts in Mathematics, 76, Cambridge Univ. Press, Cambridge-New York, 1981.
[49] Mukhamedov F.M., On the existence of generalized Gibbs measures for the one-dimensional p-adic countable state Potts model, Proc. Steklov Inst. Math. 265 (2009) 165-176.
[50] Mukhamedov F.M., Rozikov U.A. On Gibbs measures of p-adic Potts model on the Cayley tree, Indag. Math. N.S. 15 (2004) 85-100.
[51] Mukhamedov F.M., Rozikov U.A. On inhomogeneous p-adic Potts model on a Cayley tree, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 8(2005) 277-290.
[52] H.-O.Peitgen, H.Jungers, D.Saupe, Chaos Fractals, Springer, Heidelberg-New York, 1992.
[53] Rivera-Letelier J. Dynamics of rational functions over local fields, Astérisque, 287 (2003), 147-230.
[54] A.M.Robert, A course of p-adic analysis, Springer, New York, 2000.
[55] van Rooij A., Non-archimedean functional analysis, Marcel Dekker, New York, 1978.
[56] Schikhof W.H. Ultrametric Calculus, Cambridge University Press, Cambridge, 1984.
[57] Silverman J.H. The arithmetic of dynamical systems. Graduate Texts in Mathematics 241, New York, Springer, 2007.
[58] Silverman J.H. www.math.brown.edu/ jhs/MA0272/ArithDynRefsOnly.pdf
[59] Shiryaev A.N. Probability, Nauka, Moscow, 1980.
[60] Thiran E., Verstegen D., Weters J. p-adic dynamics, J. Stat. Phys. 54(1989), 893-913.
[61] Vivaldi F., www.maths.qmw.ac.uk/ fv/database/algdyn.bib.
[62] Vladimirov V.S., Volovich I.V., Zelenov E.I. p-adic Analysis and Mathematical Physics, World Scientific, Singapour, 1994.
[63] Volovich I.V. Number theory as the ultimate physical theory, p-Adic Numbers, Ultrametric Analysis Appl. 2(2010), 77-87; / / Preprint TH.4781/87, 1987.
[64] Volovich I.V. p-adic string, Classical Quantum Gravity 4 (1987) L83-L87.
[65] Yasuda K., Extension of measures to infinite-dimensional spaces over p-adic field, Osaka J. Math. 37(2000) 967-985.
[66] Woodcock C.F., Smart N.P., p-adic chaos and random number generation, Experiment Math. 7 (1998) 333-342.
[67] Wu F.Y., The Potts model, Rev. Mod. Phys. 54 (1982) 235-268.

Farrukh Mukhamedov, Department of Computational \& Theoretical Sciences, Faculty of Science, International Islamic University Malaysia, P.O. Box, 141, 25710, Kuantan, Pahang, Malaysia

E-mail address: far75m@yandex.ru farrukh_m@iiu.edu.my


[^0]:    ${ }^{1}$ We point out that stochastic processes on the field $\mathbb{Q}_{p}$ of $p$-adic numbers with values of real numbers have been studied by many authors, for example, $[2,3,4,15,42,65]$. In those investigations wide classes of Markov

[^1]:    ${ }^{4}$ In the real case, when the state space is compact, then the existence follows from the compactness of the set of all probability measures (i.e. Prohorov's Theorem). When the state space is non-compact, then there is a Dobrushin's Theorem $[16,17]$ which gives a sufficient condition for the existence of the Gibbs measure for a large class of Hamiltonians.

