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Abstract

We study Q-polynomial distance-regular graphs from the point of view of what
we call descendents, that is to say, those vertex subsets with the property that
the width w and dual width w∗ satisfy w + w∗ = d, where d is the diameter of
the graph. We show among other results that a nontrivial descendent with w > 2
is convex precisely when the graph has classical parameters. The classification of
descendents has been done for the 5 classical families of graphs associated with
short regular semilattices. We revisit and characterize these families in terms of
posets consisting of descendents, and extend the classification to all of the 15
known infinite families with classical parameters and with unbounded diameter.

1 Introduction

Q-polynomial distance-regular graphs are thought of as finite/combinatorial analogues of
compact symmetric spaces of rank one, and are receiving considerable attention; see e.g.,
[2, 3, 14, 24] and the references therein. In this paper, we study these graphs further from
the point of view of what we shall call descendents, that is to say, those (vertex) subsets
with the property that the width w and dual width w∗ satisfy w + w∗ = d, where d is
the diameter of the graph. See §2 for formal definitions. A typical example is a w-cube
H(w, 2) in the d-cube H(d, 2) (w 6 d).

The width and dual width of subsets were introduced and discussed in detail by
Brouwer, Godsil, Koolen and Martin [4], and descendents arise as a special, but very im-
portant, case of the theory [4, §5]. They showed among other results that every descendent
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is completely regular, and that the induced subgraph is a Q-polynomial distance-regular
graph if it is connected [4, Theorems 1–3]. When the graph is defined on the top fiber of a
short regular semilattice [12] (as is the case for the d-cube), each object of the semilattice
naturally gives rise to a descendent [4, Theorem 5]. Hence we may also view descendents
as reflecting intrinsic geometric structures of Q-polynomial distance-regular graphs. Inci-
dentally, descendents have been applied to the Erdős–Ko–Rado theorem in extremal set
theory [29, Theorem 3], and implicitly to the Assmus–Mattson theorem in coding theory
[30, Examples 5.4, 5.5].

Associated with each Q-polynomial distance-regular graph Γ is a Leonard system [36,
37, 38], a linear algebraic framework for a famous theorem of Leonard [23], [2, §3.5] which
characterizes the terminating branch of the Askey scheme [20] of (basic) hypergeometric
orthogonal polynomials1 by the duality properties of Γ. The starting point of the research
presented in this paper is a result of Hosoya and Suzuki [19, Proposition 1.3] which gives
a system of linear equations satisfied by the eigenmatrix of the induced subgraph ΓY of a
descendent Y of Γ (when it is connected), and we reformulate this result as the existence
of a balanced bilinear form between the underlying vector spaces of the Leonard systems
associated with Γ and ΓY ; see §4. Balanced bilinear forms were independently studied
in detail in an earlier paper [31], and we may derive all the parametric information on
descendents from the results of [31].

The contents of the paper are as follows. §§2, 3 review basic notation, terminology and
facts concerning Q-polynomial distance-regular graphs and Leonard systems. The concept
of a descendent is introduced in §2. In §4, we relate descendents and balanced bilinear
forms. We give a necessary and sufficient condition on ΓY to be Q-polynomial distance-
regular (or equivalently, to be connected) in terms of the parameters of Γ (Proposition
(4.2)). In passing, we also show that if ΓY is connected then a nonempty subset of Y is
a descendent of ΓY precisely when it is a descendent of Γ (Proposition (4.4)), so that we
may define a poset structure on the set of isomorphism classes of Q-polynomial distance-
regular graphs in terms of isometric embeddings as descendents. It should be remarked
that the parameters of ΓY in turn determine those of Γ, provided that the width of Y is
at least three; see Proposition (4.3).

In §5, we suppose Γ is bipartite (with diameter d). The induced subgraph Γ2
d(x) of the

distance-2 graph of Γ on the set Γd(x) of vertices at distance d from a fixed vertex x is
known [8] to be distance-regular and Q-polynomial. We show that if Γ2

d(x) has diameter
⌊d/2⌋ then for every descendent Y of a halved graph of Γ, Y ∩ Γd(x) is a descendent of
Γ2
d(x) unless it is empty (Proposition (5.2)). This result will be used in §8.
§6 establishes the main results of the present paper. Many classical examples of Q-

polynomial distance-regular graphs have the property that their parameters are expressed
in terms of the diameter d and three other parameters q, α, β [3, p. 193]. Such graphs
are said to have classical parameters (d, q, α, β). There are many results characterizing
this property in terms of substructures of graphs; see e.g., [40, Theorem 7.2], [39]. We
show that a nontrivial descendent Y with width w > 2 is convex (i.e., geodetically closed)
precisely when Γ has classical parameters (d, q, α, β) (Theorem (6.3)). Moreover, if this

1We also allow the specialization q → −1.
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is the case then ΓY has classical parameters (w, q, α, β) (Theorem (6.4)).
In view of this connection with convexity, the remainder of the paper is concerned

with graphs with classical parameters. Currently, there are 15 known infinite families of
such graphs with unbounded diameter, and 5 of them are associated with short regular
semilattices. The classification of descendents has been done for these 5 families; by
Brouwer et al. [4, Theorem 8] for Johnson and Hamming graphs, and by the author [29,
Theorem 1] for Grassmann, bilinear forms and dual polar graphs. It turned out that
every descendent is isomorphic (under the full automorphism group of the graph) to one
afforded by an object of the semilattice.

§7 is concerned with the 5 families of “semilattice-type” graphs. We show that if
d > 4 then these graphs are characterized by the following properties: (1) Γ has classical
parameters; and there is a family P of descendents of Γ such that (2) any two vertices,
say, at distance i, are contained in a unique descendent in P with width i; and (3) the
intersection of two descendents in P is either empty or a member of P (Theorem (7.19)).
We remark that if P is the set of descendents of Γ then (1), (2) imply (3) (Proposition
(7.20)). We shall in fact show that P, together with the partial order defined by reverse
inclusion, forms a regular quantum matroid [35]. The semilattice structure of Γ is then
completely recovered from P, and the characterization of Γ follows from the classification
of nontrivial regular quantum matroids with rank at least four [35, Theorem 39.6].

§8 extends the classification of descendents to all of the 15 families. We make heavy
use of previous work on (noncomplete) convex subgraphs [22, 25] and maximal cliques [15,
16, 5] in some of these families. We shall see a strong contrast between the distributions
of descendents in the 5 families of “semilattice-type” and the other 10 families of “non-
semilattice-type”.

The paper ends with an appendix containing necessary data involving the parameter
arrays (see §3 for the definition) of Leonard systems.

2 Q-polynomial distance-regular graphs

Let X be a finite set and CX×X the C-algebra of complex matrices with rows and columns
indexed by X . Let R = {R0, R1, . . . , Rd} be a set of nonempty symmetric binary relations
on X . For each i, let Ai ∈ CX×X be the adjacency matrix of the graph (X,Ri). The pair
(X,R) is a (symmetric) association scheme with d classes if

(AS1) A0 = I, the identity matrix;

(AS2)
∑d

i=0Ai = J , the all ones matrix;

(AS3) AiAj ∈ A := 〈A0, A1, . . . , Ad〉 for 0 6 i, j 6 d.

It follows from (AS1)–(AS3) that A is a (d+1)-dimensional commutative algebra, called
the Bose–Mesner algebra of (X,R). SinceA is semisimple (as it is closed under conjugate-
transposition), there is a basis {Ei}

d
i=0 consisting of the primitive idempotents of A, i.e.,

EiEj = δijEi,
∑d

i=0Ei = I. We shall always set E0 = |X|−1J . By (AS2), A is also closed
under entrywise multiplication, denoted ◦. The Ai are the primitive idempotents of A
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with respect to this multiplication, i.e., Ai ◦ Aj = δijAi,
∑d

i=0Ai = J . For convenience,
define Ai = Ei = 0 if i < 0 or i > d.

Let CX be the Hermitean space of complex column vectors with coordinates indexed
by X , so that CX×X acts on CX from the left. For each x ∈ X let x̂ be the vector in CX

with a 1 in coordinate x and 0 elsewhere. The x̂ form an orthonormal basis for CX .
We say (X,R) is P -polynomial with respect to the ordering {Ai}

d
i=0 if there are integers

ai, bi, ci (0 6 i 6 d) such that bd = c0 = 0, bi−1ci 6= 0 (1 6 i 6 d) and

(2.1) A1Ai = bi−1Ai−1 + aiAi + ci+1Ai+1 (0 6 i 6 d)

where b−1 = cd+1 = 0. Such an ordering is called a P -polynomial ordering. It follows that
(X,R1) is regular of valency k := b0, ai + bi + ci = k (0 6 i 6 d), a0 = 0 and c1 = 1. Note
that A := A1 generates A and hence has d + 1 distinct eigenvalues θ0 := k, θ1, . . . , θd so
that A =

∑d
i=0 θiEi. Note also that (X,Ri) is the distance-i graph of (X,R1) for all i.

Dually, we say (X,R) is Q-polynomial with respect to the ordering {Ei}
d
i=0 if there are

scalars a∗i , b
∗
i , c

∗
i (0 6 i 6 d) such that b∗d = c∗0 = 0, b∗i−1c

∗
i 6= 0 (1 6 i 6 d) and

(2.2) E1 ◦ Ei = |X|−1(b∗i−1Ei−1 + a∗iEi + c∗i+1Ei+1) (0 6 i 6 d)

where b∗−1 = c∗d+1 = 0. Such an ordering is called a Q-polynomial ordering. It follows that
rankE1 = m := b∗0, a

∗
i + b∗i + c∗i = m (0 6 i 6 d), a∗0 = 0 and c∗1 = 1. Note that |X|E1

generates A with respect to ◦ and hence has d + 1 distinct entries θ∗0 := m, θ∗1, . . . , θ
∗
d so

that |X|E1 =
∑d

i=0 θ
∗
iAi. We may remark that

(2.3) 〈(E1C
X) ◦ (EiC

X)〉 ⊆ Ei−1C
X + EiC

X + Ei+1C
X (0 6 i 6 d).

See e.g., [2, p. 126, Proposition 8.3].
A connected simple graph Γ with vertex set V Γ = X , diameter d and path-length

distance ∂ is called distance-regular if the distance-i relations (0 6 i 6 d) together
form an association scheme. Hence P -polynomial association schemes, with specified P -
polynomial ordering, are in bijection with distance-regular graphs, and we shall say, e.g.,
that Γ is Q-polynomial, and so on. The sequence

(2.4) ι(Γ) = {b0, b1, . . . , bd−1; c1, c2, . . . , cd}

is called the intersection array of Γ. Given x ∈ X , we write Γi(x) = {y ∈ X : ∂(x, y) = i},
ki = |Γi(x)| (0 6 i 6 d). We abbreviate Γ(x) = Γ1(x).

We say Γ has classical parameters (d, q, α, β) [3, p. 193] if

(2.5) bi =

([

d

1

]

q

−

[

i

1

]

q

)(

β − α

[

i

1

]

q

)

, ci =

[

i

1

]

q

(

1 + α

[

i− 1

1

]

q

)

(0 6 i 6 d)

where
[

i
j

]

q
is the q-binomial coefficient. By [3, Proposition 6.2.1], q is an integer 6= 0,−1.

In this case Γ has a Q-polynomial ordering {Ei}
d
i=0 which we call standard, such that

(2.6) θ∗i = ξ∗
[

d− i

1

]

q

+ ζ∗ (0 6 i 6 d)
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for some ξ∗, ζ∗ with ξ∗ 6= 0 [3, Corollary 8.4.2].
For the rest of this section, suppose further that Γ is Q-polynomial with respect to

the ordering {Ei}
d
i=0. For the moment fix a “base vertex” x ∈ X , and let E∗

i = E∗
i (x) :=

diag(Aix̂), A
∗
i = A∗

i (x) := |X| diag(Eix̂) (0 6 i 6 d).2 We abbreviate A∗ = A∗
1. Note

that E∗
i E

∗
j = δijE

∗
i ,

∑d
i=0E

∗
i = I. The E∗

i and the A∗
i form two bases for the dual

Bose–Mesner algebra A
∗ = A

∗(x) with respect to x. Note also that A∗ generates A
∗

and A∗ =
∑d

i=0 θ
∗
iE

∗
i . The Terwilliger (or subconstituent) algebra T = T (x) of Γ with

respect to x is the subalgebra of CX×X generated by A, A∗ [32, 33, 34]. Since T is closed
under conjugate-transposition, it is semisimple and any two nonisomorphic irreducible
T -modules in CX are orthogonal.

Let Y be a nonempty subset of X and Ŷ =
∑

x∈Y x̂ its characteristic vector. We let
ΓY denote the subgraph of Γ induced on Y . Set Yi = {x ∈ X : ∂(x, Y ) = i} (0 6 i 6 ρ),
where ρ = max{∂(x, Y ) : x ∈ X} is the covering radius of Y . Note that

∑ρ
i=0 Ŷi = X̂ .

We call Y completely regular if 〈Ŷ0, Ŷ1, . . . , Ŷρ〉 is an A-module. Brouwer et al. [4] defined
the width w and dual width w∗ of Y as follows:

(2.7) w = max{i : Ŷ TAiŶ 6= 0}, w∗ = max{i : Ŷ TEiŶ 6= 0}.

They showed (among other results) that

(2.8) Theorem([4, §5]). We have w + w∗ > d. If equality holds then Y is completely
regular with covering radius w∗, and (Y,RY ) forms a Q-polynomial association scheme
with w-classes, where RY = {Ri ∩ (Y × Y ) : 0 6 i 6 w}.

We call Y a descendent of Γ if w+w∗ = d. The descendents with w = 0 are precisely
the singletons, and X is the unique descendent with w = d; we shall refer to these cases
as trivial and say nontrivial otherwise. By (2.8) it follows that

(2.9) Theorem([4, Theorem 3]). Suppose w + w∗ = d. If ΓY is connected then it is a
Q-polynomial distance-regular graph with diameter w.

We comment on the Q-polynomiality of (Y,RY ) stated in (2.8). Suppose w + w∗ = d
and let A

′ be the Bose–Mesner algebra of (Y,RY ). For every B ∈ A, let B̆ be the
principal submatrix of B corresponding to Y . Brouwer et al. [4, §4] observed

(2.10) ĔiĔj = 0 if |i− j| > w∗,

and then showed that 〈Ĕ0, Ĕ1, . . . , Ĕi〉 is an ideal of A′ for all i. Hence we get a Q-
polynomial ordering {E ′

i}
w
i=0 of the primitive idempotents of A′ such that

(2.11) 〈E ′
0, E

′
1, . . . , E

′
i〉 = 〈Ĕ0, Ĕ1, . . . , Ĕi〉 (0 6 i 6 w).

Throughout we shall adopt the following convention and retain the notation of §2:

(2.12) For the rest of this paper, we assume Γ is distance-regular with diameter d > 3
and is Q-polynomial with respect to the ordering {Ei}

d
i=0. Unless otherwise stated, Y will

denote a nontrivial descendent of Γ with width w and dual width w∗ = d− w.

2For a complex matrix B, it is customary that B∗ denotes the conjugate transpose of B. It should be
stressed that we are not using this convention.
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3 Leonard systems

Let d be a positive integer. Let A be a C-algebra isomorphic to the full matrix algebra
C(d+1)×(d+1) and W an irreducible left A-module. Note that W is unique up to isomor-
phism and dimW = d + 1. An element a of A is called multiplicity-free if it has d + 1
mutually distinct eigenvalues. Suppose a is multiplicity-free and let {θi}

d
i=0 be an order-

ing of the eigenvalues of a. Then there is a sequence of elements {ei}
d
i=0 in A such that

(i) aei = θiei; (ii) eiej = δijei; (iii)
∑d

i=0 ei = 1 where 1 is the identity of A. We call ei the
primitive idempotent of a associated with θi. Note that a generates 〈e0, e1, . . . , ed〉.

A Leonard system in A [36, Definition 1.4] is a sequence

(3.1) Φ =
(

a; a∗; {ei}
d
i=0; {e

∗
i }

d
i=0

)

satisfying the following axioms (LS1)–(LS5):

(LS1) Each of a, a∗ is a multiplicity-free element in A.

(LS2) {ei}
d
i=0 is an ordering of the primitive idempotents of a.

(LS3) {e∗i }
d
i=0 is an ordering of the primitive idempotents of a∗.

(LS4) e∗i ae
∗
j =

{

0 if |i− j| > 1

6= 0 if |i− j| = 1
(0 6 i, j 6 d).

(LS5) eia
∗ej =

{

0 if |i− j| > 1

6= 0 if |i− j| = 1
(0 6 i, j 6 d).

We call d the diameter of Φ. For convenience, define ei = e∗i = 0 if i < 0 or i > d. Observe

(3.2) e∗0W + e∗1W + · · ·+ e∗iW = e∗0W + ae∗0W + · · ·+ aie∗0W (0 6 i 6 d).

A Leonard system Ψ in a C-algebra B is isomorphic to Φ if there is a C-algebra
isomorphism σ : A → B such that Ψ = Φσ :=

(

aσ; a∗σ; {eσi }
d
i=0; {e

∗σ
i }di=0

)

. Let ξ, ξ∗, ζ, ζ∗

be scalars with ξ, ξ∗ 6= 0. Then

(3.3)
(

ξa+ ζ1; ξ∗a∗ + ζ∗1; {ei}
d
i=0; {e

∗
i}

d
i=0

)

is a Leonard system in A, called an affine transformation of Φ. We say Φ, Ψ are affine-
isomorphic if Ψ is isomorphic to an affine transformation of Φ. The dual of Φ is

Φ∗ =
(

a∗; a; {e∗i}
d
i=0; {ei}

d
i=0

)

.(3.4)

For any object f associated with Φ, we shall occasionally denote by f ∗ the corresponding
object for Φ∗; an example is e∗i (Φ) = ei(Φ

∗). Note that (f ∗)∗ = f .

(3.5) Example. With reference to (2.12), fix the base vertex x ∈ X and let W = Ax̂ =
A

∗X̂ be the primary T -module [32, Lemma 3.6]. Set a = A|W , a∗ = A∗|W , ei = Ei|W ,
e∗i = E∗

i |W (0 6 i 6 d). Then Φ = Φ(Γ; x) :=
(

a; a∗; {ei}
d
i=0; {e

∗
i }

d
i=0

)

is a Leonard
system. See [33, Theorem 4.1], [10]. We remark that Φ(Γ; x) does not depend on x up to
isomorphism, so that we shall write Φ(Γ) = Φ(Γ; x) where the context allows.
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(3.6) Example. More generally, let W be any irreducible T -module. We say W is thin
if dimE∗

i W 6 1 for all i. Suppose W is thin. Then W is dual thin, i.e., dimEiW 6 1
for all i, and there are integers ǫ (endpoint), ǫ∗ (dual endpoint), δ (diameter) such that
{i : E∗

i W 6= 0} = {ǫ, ǫ+1, . . . , ǫ+ δ}, {i : EiW 6= 0} = {ǫ∗, ǫ∗+1, . . . , ǫ∗+ δ} [32, Lemmas
3.9, 3.12].3 Set a = A|W , a∗ = A∗|W , ei = Eǫ∗+i|W , e∗i = E∗

ǫ+i|W (0 6 i 6 δ). Then
Φ = Φ(W ) :=

(

a; a∗; {ei}
δ
i=0; {e

∗
i }

δ
i=0

)

is a Leonard system. Note that Φ(Γ; x) = Φ(Ax̂).

For 0 6 i 6 d let θi (resp. θ
∗
i ) be the eigenvalue of a (resp. a∗) associated with ei (resp.

e∗i ). By [36, Theorem 3.2] there are scalars ϕi (1 6 i 6 d) and a C-algebra isomorphism
♮ : A → C(d+1)×(d+1) such that a♮ (resp. a∗♮) is the lower (resp. upper) bidiagonal matrix
with diagonal entries (a♮)ii = θi (resp. (a∗♮)ii = θ∗i ) (0 6 i 6 d) and subdiagonal (resp.
superdiagonal) entries (a♮)i,i−1 = 1 (resp. (a∗♮)i−1,i = ϕi) (1 6 i 6 d). We let φi = ϕi(Φ

⇓)
(1 6 i 6 d), where Φ⇓ =

(

a; a∗; {ed−i}
d
i=0; {e

∗
i }

d
i=0

)

.4 The parameter array of Φ is

(3.7) p(Φ) =
(

{θi}
d
i=0; {θ

∗
i }

d
i=0; {ϕi}

d
i=1; {φi}

d
i=1

)

.

By [36, Theorem 1.9], the isomorphism class of Φ is determined by p(Φ). In [38], p(Φ) is
given in closed form; see also (A.1). Note that the parameter array of (3.3) is given by

(3.8)
(

{ξθi + ζ}di=0; {ξ
∗θ∗i + ζ∗}di=0; {ξξ

∗ϕi}
d
i=1; {ξξ

∗φi}
d
i=1

)

.

Let u be a nonzero vector in e0W . Then {e∗iu}
d
i=0 is a basis for W [37, Lemma 10.2].

Define the scalars ai, bi, ci (0 6 i 6 d) by bd = c0 = 0 and

(3.9) ae∗iu = bi−1e
∗
i−1u+ aie

∗
iu+ ci+1e

∗
i+1u (0 6 i 6 d)

where b−1 = cd+1 = 0. By [37, Theorem 17.7] it follows that

(3.10) bi = ϕi+1
τ ∗i (θ

∗
i )

τ ∗i+1(θ
∗
i+1)

, ci = φi

η∗d−i(θ
∗
i )

η∗d−i+1(θ
∗
i−1)

(0 6 i 6 d)

where θ∗−1, θ
∗
d+1 are indeterminates, ϕd+1 = φ0 = 0 and

(3.11) τi(λ) =
i−1
∏

l=0

(λ− θl), ηi(λ) =
i−1
∏

l=0

(λ− θd−l) (0 6 i 6 d).

(3.12) Example. Let Φ = Φ(Γ) be as in (3.5). Then bi(Γ) = bi(Φ), b∗i (Γ) = b∗i (Φ),
ci(Γ) = ci(Φ), c

∗
i (Γ) = c∗i (Φ) (0 6 i 6 d). See [33, Theorem 4.1].

Let Φ′ =
(

a′; a∗′; {e′i}
d′

i=0; {e
∗′
i }

d′

i=0

)

be another Leonard system with diameter d′ 6 d
and W ′ = W (Φ′) the vector space underlying Φ′. Given an integer ρ (0 6 ρ 6 d − d′), a
nonzero bilinear form (·|·) : W ×W ′ → C is called ρ-balanced with respect to Φ, Φ′ if

3In [32, 33, 34], ǫ and ǫ∗ are called the dual endpoint and endpoint of W , respectively.
4Viewed as permutations on all Leonard systems, ∗ and ⇓ generate a dihedral group with 8 elements

which plays a fundamental role in the theory of Leonard systems.
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(B1) (e∗iW |e∗′j W
′) = 0 if i− ρ 6= j (0 6 i 6 d, 0 6 j 6 d′);

(B2) (eiW |e′jW
′) = 0 if i < j or i > j + d− d′ (0 6 i 6 d, 0 6 j 6 d′).

We call Φ′ a ρ-descendent of Φ whenever such a form exists. The ρ-descendents of Φ are
completely classified; see (A.3). In particular, by (A.2), (A.3), (3.8) it follows that

(3.13) Proposition. Let d, d′, ρ be integers such that 1 6 d′ 6 d, 0 6 ρ 6 d − d′. Then
a Leonard system with diameter d has at most one ρ-descendent with diameter d′ up to
affine isomorphism. Conversely, if d′ > 3 then a Leonard system with diameter d′ is a
ρ-descendent of at most one Leonard system with diameter d up to affine isomorphism.

4 Basic results concerning descendents

With reference to (2.12), we begin with the following observation (cf. [19, p. 73]):

(4.1) With the notation of §2, for any i, j (0 6 i 6 d, 0 6 j 6 w) we have

ĔiE
′
j =

{

0 if i < j or i > j + w∗,

6= 0 if i = j or i = j + w∗.

Proof. By (2.10), (2.11) it follows that Ĕi ∈ 〈E ′
i−w∗ , . . . , E ′

i〉, so that ĔiE
′
j = 0 if i < j or

i > j+w∗. By (2.11) we also find ĔjE
′
j 6= 0. Note that Ej+w∗ ◦Ej ∈ 〈Ew∗ , . . . , Ed〉 and the

coefficient of Ew∗ in Ej+w∗ ◦Ej is nonzero. Hence trace(Ĕj+w∗Ĕj) = Ŷ T(Ej+w∗ ◦Ej)Ŷ 6= 0.

It follows that Ĕj+w∗Ĕj 6= 0 and therefore Ĕj+w∗E ′
j 6= 0 by (2.10), (2.11).

As mentioned in the introduction, Hosoya and Suzuki translated (4.1) into a system
of linear equations satisfied by the eigenmatrix of (Y,RY ); see [19, Proposition 1.3]. We
now show how descendents are related to balanced bilinear forms:

(4.2) Proposition. Pick any x ∈ Y , and let the parameter array of Φ = Φ(Γ; x) be given
as in (A.1). Suppose w > 1. Then ΓY is a Q-polynomial distance-regular graph precisely
for Cases I, IA, II, IIA, IIB, IIC; or Case III with w∗ even. If this is the case then the
bilinear form (·|·) : Ax̂×A

′x̂ → C defined by (u|u′) = uTu′ is 0-balanced with respect to
Φ, Φ(ΓY ; x).

Proof. Write W = Ax̂, W ′ = A
′x̂. Note that (EiW |E ′

jW
′) = 0 whenever ĔiE

′
j = 0.

Hence it follows from (4.1) that (EiW |E ′
jW

′) = 0 if i < j or i > j + w∗. Suppose ΓY is
distance-regular. Then by these comments we find that (·|·) is 0-balanced with respect to
Φ, Φ(ΓY ; x). By virtue of (A.3), w∗ must be even if p(Φ) is of Case III. Conversely, suppose
p(Φ) (and w∗) satisfies one of the cases mentioned in (4.2). Then by [31, Theorem 7.3]
there is a Leonard system Φ′ =

(

a′; a∗′; {e′i}
w
i=0; {e

∗′
i }

w
i=0

)

with W (Φ′) = W ′ such that e′i =

E ′
i|W ′, e∗′i = E∗′

i |W ′ where E∗′
i = diag(Ăix̂) (0 6 i 6 w). Note that Ă|W ′ ∈ 〈e′0, e

′
1, . . . , e

′
w〉,

so that Ă|W ′ is a polynomial in a′. Since Ăe∗′0 W
′ = 〈Ăx̂〉 = e∗′1 W

′, it follows from (3.2)
that Ă|W ′ = ξa′ + ζ1′ for some ξ, ζ ∈ C with ξ 6= 0, where 1′ is the identity operator
on W ′. Hence 〈E∗′

i Ă
ix̂〉 = e∗′i (a

′)ie∗′0 W
′ = e∗′i W

′ = 〈Ăix̂〉 for all i. In particular, ΓY is
connected and thus distance-regular by (2.9).
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By (4.2), connectivity and therefore distance-regularity of ΓY can be read off the
parameters of Γ. We have a comment.

(4.3) Proposition. Suppose ΓY is distance-regular. Then Φ(ΓY ) is uniquely determined
by Φ(Γ) up to isomorphism. Conversely, if w > 3 then Φ(ΓY ) uniquely determines Φ(Γ)
up to isomorphism.

Proof. By (4.2), Φ(ΓY ) is a 0-descendent of Φ(Γ). Hence the result follows from (3.13)
together with the additional normalizations b0(Ψ) = θ0(Ψ), b∗0(Ψ) = θ∗0(Ψ), c1(Ψ) =
c∗1(Ψ) = 1 for each Ψ ∈ {Φ(Γ),Φ(ΓY )}.

The following is another consequence of (4.1):

(4.4) Proposition. Suppose ΓY is distance-regular. Then a nonempty subset of Y is a
descendent of ΓY if and only if it is a descendent of Γ.

Proof. Let Z ⊆ Y have dual width w∗′ in ΓY . For 0 6 i 6 w, by (4.1) we find Ĕi+w∗ ∈
〈E ′

i, . . . , E
′
w〉 and the coefficient of E ′

i in Ĕi+w∗ is nonzero. Since ẐTEiẐ = ẐTĔiẐ, it
follows that Z has dual width w∗′ + w∗ in Γ.

(4.5) Remark. Let L be the set of isomorphism classes of Q-polynomial distance-regular
graphs with diameter at least three. For two isomorphism classes [Γ], [∆] ∈ L , write
[∆] 4 [Γ] if [∆] = [ΓY ] for some descendent Y of Γ. Then by (4.4) it follows that 4 is
a partial order on L . Determining all descendents of Γ amounts to describing the order
ideal generated by [Γ]. Conversely, given [Γ] ∈ L , it is a problem of some significance to
determine the filter generated by [Γ], i.e., V[Γ] = {[∆] ∈ L : [Γ] 4 [∆]}.

Let A∗(Y ) = |X||Y |−1diag(E1Ŷ ), E∗
i (Y ) = diag(Ŷi) (0 6 i 6 w∗) where Yi = {x ∈ X :

∂(x, Y ) = i}. Let W̃ = AŶ = 〈Ŷ0, Ŷ1, . . . , Ŷw∗〉. Note that A∗(Y )W̃ ⊆ W̃ . Following [21,
Definition 3.7], we call Y Leonard (with respect to θ1) if the matrix representing A∗(Y )|W̃
with respect to the basis {EiŶ }w

∗

i=0 for W̃ is irreducible5 tridiagonal. Set b = A|W̃ ,
b∗ = A∗(Y )|W̃ , fi = Ei|W̃ , f∗i = E∗

i (Y )|W̃ (0 6 i 6 w∗). Then Y is Leonard if and only if
Φ(Γ; Y ) :=

(

b; b∗; {fi}
w∗

i=0; {f
∗
i}

w∗

i=0

)

is a Leonard system. The following is dual to (4.2):

(4.6) Proposition. Pick any x ∈ Y , and let the parameter array of Φ = Φ(Γ; x) be given
as in (A.1). Suppose w∗ > 1. Then Y is Leonard (with respect to θ1) precisely for Cases
I, IA, II, IIA, IIB, IIC; or Case III with w even. If this is the case then the bilinear form
(·|·) : Ax̂×AŶ → C defined by (u|u′) = uTu′ is 0-balanced with respect to Φ∗, Φ(Γ; Y )∗.

Proof. Note that E∗
i (x)E

∗
j (Y ) = 0 whenever i < j or i > j + w (cf. (4.1)). Hence if Y is

Leonard then (·|·) is 0-balanced with respect to Φ∗, Φ(Γ; Y )∗, so that by (A.3) it follows
that w must be even if p(Φ) is of Case III.6 Conversely, suppose p(Φ) (and w) satisfies one
of the cases mentioned in (4.6). Then by [31, Theorem 7.3] there are operators c, c∗ on

5A tridiagonal matrix is irreducible [36] if all the superdiagonal and subdiagonal entries are nonzero.
6The permutation ∗ (see footnote 4) leaves each of Cases I, IA, II, IIC, III invariant and swaps Cases

IIA and IIB.
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W̃ such that
(

c; c∗; {fi}
w∗

i=0; {f
∗
i}

w∗

i=0

)

is a Leonard system. Note that b∗ ∈ 〈f∗0, f
∗
1, . . . , f

∗
w∗〉,

so that b∗ is a polynomial in c∗. Since b∗f0W̃ = 〈E1Ŷ 〉 = f1W̃ , it follows from (3.2) that
b∗ = ξ∗c∗ + ζ∗1̃ for some ξ∗, ζ∗ ∈ C with ξ∗ 6= 0, where 1̃ is the identity operator on W̃ .
Hence the matrix representing b∗ with respect to {EiŶ }w

∗

i=0 is irreducible tridiagonal. In
other words, Y is Leonard, as desired.

(4.7) Remark. Suppose Γ is a translation distance-regular graph [3, §11.1C] and Y is
also a subgroup of the abelian group X . Then by [21, Proposition 3.3, Theorem 3.10], Y
is Leonard if and only if the coset graph Γ/Y is Q-polynomial. Hence (4.6) strengthens
[4, Theorem 4], which states that Γ/Y is Q-polynomial if it is primitive. Note that if Y
is Leonard then Φ(Γ/Y ; Y ) (where Y is a vertex of Γ/Y ) is affine isomorphic to Φ(Γ; Y ).

It seems that (4.6) also motivates further analysis of the Terwilliger algebra with respect
to Y in the sense of Suzuki [28]; this will be discussed elsewhere.

5 The bipartite case

(5.1) With reference to (2.12), in this section only we further assume that Γ is bipartite
and d > 6 (so that the halved graphs have diameter at least three).

With reference to (5.1), fix x ∈ X and let Γ2
d = Γ2

d(x) be the graph with vertex set
Γd = Γd(x) and edge set {(y, z) ∈ Γd × Γd : ∂(y, z) = 2}. Caughman [8, Theorems 9.2,
9.6, Corollary 4.4] showed that Γ2

d is distance-regular and Q-polynomial with diameter
d, where d equals half the width of Γd. In this section, we shall prove a result relating
descendents of a halved graph of Γ to those of Γ2

d; see (5.2) below.
Write E∗

i = E∗
i (x) (0 6 i 6 d) and T = T (x). Let W be an irreducible T -module with

endpoint ǫ, dual endpoint ǫ∗ and diameter δ (see (3.6)). By [7, Lemma 9.2, Theorem 9.4],
W is thin, dual thin and 2ǫ∗ + δ = d. In particular, 0 6 ǫ∗ 6 ⌊d/2⌋ and ǫ 6 2ǫ∗. Let Uij

be the sum of the irreducible T -modules W in CX with ǫ = i and ǫ∗ = j. By [7, Theorem
13.1], the (nonzero) Uij are the homogeneous components of CX . Note that E∗

dUij = 0

unless i = 2j, so that E∗
dC

X =
∑⌊d/2⌋

j=0 E∗
dU2j,j (orthogonal direct sum). By [8, Theorem

9.2] E∗
dAE∗

d gives the Bose–Mesner algebra of Γ2
d, and each of E∗

dU2j,j (0 6 j 6 ⌊d/2⌋) is
a (not necessarily maximal) eigenspace for E∗

dAE∗
d .

We now compute the eigenvalue of the adjacency matrix E∗
dA2E

∗
d of Γ2

d on E∗
dU2j,j. If

Γ is the d-cube H(d, 2) then Γd is a singleton and there is nothing to discuss. Suppose
Γ is the folded cube H̄(2d, 2). Let W ⊆ U2j,j and let Φ = Φ(W ) be as in (3.6). By
[34, Example 6.1], ai(Φ) = 0 (0 6 i 6 δ), bi(Φ) = 2δ − i (0 6 i 6 δ − 1), ci(Φ) = i
(1 6 i 6 δ − 1) and cδ(Φ) = 2δ, where δ = d − 2j. Using A2 = c2A2 + kI we find that
E∗

dA2E
∗
d has eigenvalue (d − 2j)2 − 2j on E∗

dW (and hence on E∗
dU2j,j). Next suppose

Γ 6= H(d, 2), H̄(2d, 2). Then by [7, pp. 89–91], p(Φ(Γ)) satisfies Case I in (A.1) and in
this case there are scalars q, s∗ ∈ C (independent of j) such that ai(Φ) = 0 (0 6 i 6 δ),

bi(Φ) =
h(qδ − qi)(1− s∗q4j+i+1)

qδ+j(1− s∗q4j+2i+1)
, ci(Φ) =

h(qi − 1)(1− s∗q4j+δ+i+1)

qδ+j(1− s∗q4j+2i+1)
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for 1 6 i 6 δ − 1, and b0(Φ) = cδ(Φ) = h(q−j − qj−d), where

h =
qd(1− s∗q3)

(q − 1)(1− s∗qd+2)
.

Likewise we find that the eigenvalue of E∗
dA2E

∗
d on E∗

dU2j,j is given by

1− s∗q5

(q2 − 1)(1− s∗qd+2)(1− s∗qd+3)(1− s∗q2d−1)q

×

(

(qd − 1)(qd − q)(1− s∗2q2d+2) +
q2d(1− s∗q3)(1− q2j)(1− s∗q2j)

q2j

)

.

(5.2) Proposition. Referring to (5.1), suppose Γ2
d has diameter ⌊d/2⌋. If Y is a descen-

dent of a halved graph of Γ with width w, then Y ∩ Γd is a descendent of Γ2
d with width

w, provided that it is nonempty.

Proof. Note that Y ∩ Γd has width at most w in Γ2
d, and that the characteristic vector

of Y ∩ Γd is E∗
d Ŷ . Let w∗ be the dual width of Y in the halved graph. Then by [2,

p. 328, Theorem 6.4] we find Ŷ ∈
∑w∗

j=0(Ej + Ed−j)C
X , so that E∗

d Ŷ ∈
∑w∗

j=0E
∗
dU2j,j. By

assumption, Γ 6= H(d, 2). Suppose Γ = H̄(2d, 2). Then Γ2
d is the folded Johnson graph

J̄(2d, d). It follows (e.g., from [2, p. 301] or [34, Example 6.1]) that (d − 2j)2 − 2j is
the jth eigenvalue of J̄(2d, d) in the Q-polynomial ordering (0 6 j 6 ⌊d/2⌋). Likewise, if
Γ 6= H(d, 2), H̄(2d, 2), then by the data in [8, p. 469], [2, pp. 264–265] we routinely find

that the ordering {E∗
dU2j,j}

⌊d/2⌋
j=0 of the eigenspaces of Γ2

d also agrees with the Q-polynomial
ordering of Γ2

d. Hence it follows that Y ∩ Γd has dual width at most w∗ in Γ2
d. Since Γ2

d

has diameter ⌊d/2⌋ = w + w∗, we find that Y ∩ Γd is a descendent of Γ2
d and has width

w, as desired.

6 Convexity and graphs with classical parameters

In this section, we shall prove our main results concerning convexity of descendents and
classical parameters. Let Φ be the Leonard system from (3.1). By (3.10) we find

(6.1)
bi(Φ)

c1(Φ)
=

ϕi+1η
∗
d(θ

∗
0)τ

∗
i (θ

∗
i )

φ1η∗d−1(θ
∗
1)τ

∗
i+1(θ

∗
i+1)

,
ci(Φ)

c1(Φ)
=

φiη
∗
d(θ

∗
0)η

∗
d−i(θ

∗
i )

φ1η∗d−1(θ
∗
1)η

∗
d−i+1(θ

∗
i−1)

(0 6 i 6 d).

Note that the values in (6.1) are invariant under affine transformation of Φ.7 Moreover, if
Φ = Φ(Γ) then by (3.12) they coincide with bi(Γ) and ci(Γ), respectively, since c1(Γ) = 1.
The following is a refinement of [3, Theorem 8.4.1], and is verified using (2.5), (2.6), (6.1):

(6.2) Proposition. With reference to (2.12), let the parameter array of Φ = Φ(Γ) be
given as in (A.1). Then Γ has classical parameters if and only if p(Φ) satisfies either
Case I and s∗ = 0; or Cases IA, IIA, IIC. If this is the case then p(Φ) and the classical
parameters (d, q, α, β) are related as follows:

7Therefore, if p(Φ) satisfies, say, Case I in (A.1) then the resulting formulae involve q, r1, r2, s, s
∗ only,

and are independent of h, h∗, θ0, θ
∗

0
.
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Case q α β

I, s∗ = r1 = 0 q
r2(1− q)

sqd − r2

r2q − 1

q(sqd − r2)

IA q
r(1− q)

sqd − r

r

sqd − r

IIA 1
1

r − s− d

−1 − r

r − s− d

IIC 1 0
−r

r − ss∗

(6.3) Theorem. With reference to (2.12), suppose 1 < w < d. Then Y is convex precisely
when Γ has classical parameters (with standard Q-polynomial ordering).

Proof. Let Φ = Φ(Γ) and let p(Φ) be given as in (A.1). First, we may assume that ΓY

is distance-regular, or equivalently, by (4.2), that w∗ is even if p(Φ) satisfies Case III.
Indeed, if Y is convex then ΓY is connected and hence distance-regular by (2.9). On the
other hand, if Γ has classical parameters then by (6.2) p(Φ) does not satisfy Case III in
the first place. Let Φ′ = Φ(ΓY ). Then by (4.2) p(Φ′) takes the form given in (A.3) with
ρ = 0. Note that Y is convex if and only if ci(Γ) = ci(ΓY ) for all 1 6 i 6 w. Using (6.1)
we find that ci(Γ)/ci(ΓY ) equals

(1− s∗qw+2)(1− s∗qi+d+1)

(1− s∗qd+2)(1− s∗qi+w+1)
for Case I,

(s∗ + w + 2)(s∗ + i+ d+ 1)

(s∗ + d+ 2)(s∗ + i+ w + 1)
for Cases II, IIB,

−s∗ + w + 2

−s∗ + d+ 2
for Case III, d even, w even, i even,

(−s∗ + w + 2)(−s∗ + i+ d+ 1)

(−s∗ + d+ 2)(−s∗ + i+ w + 1)
for Case III, d even, w even, i odd,

−s∗ + i+ d+ 1

−s∗ + i+ w + 1
for Case III, d odd, w odd, i even,

1 for Cases IA, IIA, IIC; or

Case III, d odd, w odd, i odd.

Since 1 < w < d it follows that Y is convex precisely when p(Φ) satisfies one of the
following: Case I, s∗ = 0; or Cases IA, IIA, IIC. Hence the result follows from (6.2).

The following is another important consequence of (4.3), (6.2), (A.3):

(6.4) Theorem. Given scalars q, α and β, if Γ has classical parameters (d, q, α, β) (with
standard Q-polynomial ordering) then ΓY is distance-regular and has classical parameters
(w, q, α, β). The converse also holds, provided w > 3.
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(6.5) Remark. In [29, Proposition 2], the author showed that ι(ΓY ) is uniquely deter-
mined by w, and when Γ is of “semilattice-type” the convexity of Y was then derived
from the existence of a specific example. We may remark that (6.3), (6.4) supersede these
results and give an answer to the problem raised in [29, p. 907, Remark].

We end this section with a comment. Recall that Y is called strongly closed if for any
x, y ∈ Y we have {z ∈ X : ∂(x, z) + ∂(z, y) 6 ∂(x, y) + 1} ⊆ Y .

(6.6) With reference to (2.12), suppose 1 < w < d. Then Y is strongly closed precisely
when Γ has classical parameters (d, q, 0, β) (with standard Q-polynomial ordering).

Proof. We may assume that Y is convex, or equivalently, by (6.3), that Γ has classical
parameters (d, q, α, β). In particular, ci(Γ) = ci(ΓY ) (1 6 i 6 w). Note that Y is then
strongly closed if and only if ai(Γ) = ai(ΓY ) for all 1 6 i 6 w. Since ΓY has classical
parameters (w, q, α, β) by (6.4), it follows from (2.5) that this happens precisely when
α = 0, as desired.

7 Quantum matroids and descendents

There are many results on distance-regular graphs with the property that any pair of
vertices x, y is contained in a strongly closed subset with width ∂(x, y); see e.g., [40, 18].
In view of the results of §6, in this section we assume Γ has classical parameters and look
at the implications of similar existence conditions on descendents.

First we recall some facts concerning quantum matroids [35] and related distance-
regular graphs. A finite nonempty poset P is a quantum matroid if

(QM1) P is ranked;

(QM2) P is a (meet) semilattice;

(QM3) For all x ∈ P, the interval [0, x] is a modular atomic lattice;

(QM4) For all x, y ∈ P satisfying rank(x) < rank(y), there is an atom a ∈ P such that
a 6 y, a 66 x and x ∨ a exists in P.

We say P is nontrivial if P has rank d > 2 and is not a modular atomic lattice.
Suppose P is nontrivial. Then P is called q-line regular if each rank 2 element covers
exactly q+1 elements; P is β-dual-line regular if each element with rank d−1 is covered
by exactly β+1 elements; P is α-zig-zag regular if for all pairs (x, y) such that rank(x) =
d−1, rank(y) = d and x covers x∧y, there are exactly α+1 pairs (x1, y1) such that y1 covers
both x and x1, and y covers x1. We say P is regular if P is line regular, dual-line regular
and zig-zag regular. Suppose P is nontrivial and regular with parameters (d, q, α, β). Let
top(P) be the top fiber of P and set R = {(x, y) ∈ top(P)× top(P) : x, y cover x ∧ y}.
Then by [35, Theorem 38.2], Γ = (top(P), R) is distance-regular. Moreover, it has
classical parameters (d, q, α, β) provided that the diameter equals d.

We now list five examples of nontrivial regular quantum matroids. In (7.1)–(7.5)
below, the partial order on P will always be defined by inclusion and Y will denote a
nontrivial descendent of Γ.
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(7.1) Example. The truncated Boolean algebra B(d, ν) (ν > d). Let Ω be a set of size
ν and P = {x ⊆ Ω : |x| 6 d}. P has parameters (d, 1, 1, ν − d) and top(P) induces
the Johnson graph J(ν, d) [3, §9.1]. If ν > 2d then Y satisfies one of the following:
(i) Y = {x ∈ top(P) : u ⊆ x} for some u ⊆ Ω with |u| = w∗; (ii) ν = 2d and
Y = {x ∈ top(P) : x ⊆ u} for some u ⊆ Ω with |u| = d+ w.

(7.2) Example. The Hamming matroid H(d, ℓ) (ℓ > 2). Let Ω1,Ω2, . . . ,Ωd be pairwise
disjoint sets of size ℓ, Ω =

⋃d
i=1Ωi and P = {x ⊆ Ω : |x ∩ Ωi| 6 1 (1 6 i 6 d)}. P has

parameters (d, 1, 0, ℓ− 1) and top(P) induces the Hamming graph H(d, ℓ) [3, §9.2]. Y is
of the form {x ∈ top(P) : u ⊆ x} for some u ∈ P with |u| = w∗.

(7.3) Example. The truncated projective geometry Lq(d, ν) (ν > d). Let P be the set of
subspaces x of Fν

q with dim x 6 d. P has parameters (d, q, q, β) where β + 1 =
[

ν−d+1
1

]

q
,

and top(P) induces the Grassmann graph Jq(ν, d) [3, §9.3]. If ν > 2d then Y satisfies
one of the following: (i) Y = {x ∈ top(P) : u ⊆ x} for some subspace u ⊆ Fν

q with
dim u = w∗; (ii) ν = 2d and Y = {x ∈ top(P) : x ⊆ u} for some subspace u ⊆ Fν

q with
dim u = d+ w.

(7.4) Example. The attenuated space Aq(d, d + e) (e > 1). Fix a subspace E of Fd+e
q

with dimE = e, and let P be the set of subspaces x of Fd+e
q with x ∩ E = 0. P has

parameters (d, q, q− 1, qe − 1), and top(P) induces the bilinear forms graph Bilq(d, e) [3,
§9.5A]. If d 6 e then Y satisfies one of the following: (i) Y = {x ∈ top(P) : u ⊆ x}
for some subspace u ⊆ Fd+e

q with dim u = w∗ and u ∩ E = 0; (ii) d = e and Y = {x ∈
top(P) : x ⊆ u} for some subspace u ⊆ Fd+e

q with dim u = d+ w and dim u ∩ E = w.

(7.5) Example. The classical polar spaces. Let V be one of the following spaces over Fq

equipped with a nondegenerate form:

Name dim V Form e

[Cd(q)] 2d alternating 1

[Bd(q)] 2d+ 1 quadratic 1

[Dd(q)] 2d quadratic (Witt index d) 0

[2Dd+1(q)] 2d+ 2 quadratic (Witt index d) 2

[2A2d(ℓ)] 2d+ 1 Hermitean (q = ℓ2) 3
2

[2A2d−1(ℓ)] 2d Hermitean (q = ℓ2) 1
2

Let P be the set of isotropic subspaces of V . P has parameters (d, q, 0, qe) and top(P)
induces the dual polar graph on V [3, §9.4]. Y is of the form {x ∈ top(P) : u ⊆ x} for
some u ∈ P with dim u = w∗.

We recall the following isomorphisms: J(ν, d) ∼= J(ν, ν − d), Jq(ν, d) ∼= Jq(ν, ν − d),
Bilq(d, e) ∼= Bilq(e, d). Note also that, in each of (7.1)–(7.5), the descendents with any
fixed width form a single orbit under the full automorphism group of Γ.

(7.6) Theorem([35, Theorem 39.6]). Every nontrivial regular quantum matroid with rank
at least four is isomorphic to one of (7.1)–(7.5).
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Now we return to the general situation (2.12). Let P be a nonempty family of
descendents of Γ. We say P satisfies (UD)i if any two vertices x, y ∈ X at distance i are
contained in a unique descendent in P, denoted Y (x, y), with width i. We shall assume
the following three conditions until (7.20):

(7.7) Γ has classical parameters (d, q, α, β);

(7.8) P satisfies (UD)i for all i;

(7.9) Y1 ∩ Y2 ∈ P for all Y1, Y2 ∈ P such that Y1 ∩ Y2 6= ∅.

Referring to (7.7)–(7.9), define a partial order 6 on P by reverse inclusion. Our goal
is to show that P is a nontrivial regular quantum matroid. Note that X is the minimal
element of P and the maximal elements of P are precisely the singletons. We shall
freely use (2.8), (4.4), (6.3), (6.4). In particular, note that every Y ∈ P is convex, ΓY is
distance-regular with classical parameters (w(Y ), q, α, β), and PY := {Z ∈ P : Z ⊆ Y }
is a family of descendents of ΓY .

(7.10) For 0 6 i 6 j 6 d, we have |{Y ∈ P : x, y ∈ Y, w(Y ) = j}| =
[

d−i
j−i

]

q
for any two

vertices x, y ∈ X with ∂(x, y) = i. In particular, q is a positive integer.

Proof. Count in two ways the sequences (z1, . . . , zj−i, Y ) such that zl ∈ Γi+l(x) ∩ Γ(zl−1)
(1 6 l 6 j − i) and Y = Y (x, zj−i), where z0 = y.

(7.11) PY satisfies (UD)i in ΓY for all Y ∈ P and i.

Proof. Let x, y ∈ Y and set Z = Y (x, y) ∈ P. Then Y ∩ Z belongs to PY and contains
x and y, so that Z = Y ∩ Z ∈ PY .

(7.12) For 0 6 i 6 j 6 d, we have |{Z ∈ P : Y ⊆ Z, w(Z) = j}| =
[

d−i
j−i

]

q
for every

Y ∈ P with w(Y ) = i.

Proof. Pick x, y ∈ Y with ∂(x, y) = i and let Z ∈ P. Then by (7.11) we find x, y ∈ Z if
and only if Y ⊆ Z. Hence the result follows from (7.10).

(7.13) P satisfies (QM1) and rank(Y ) = w∗(Y ) for every Y ∈ P.

Proof. Pick Y, Z ∈ P with Y ⊆ Z. Applying (7.12) to (ΓZ ,PZ), we find Y covers Z
precisely when w(Z) = w(Y ) + 1, or equivalently, w∗(Z) = w∗(Y )− 1. Hence rank(Y ) is
well defined and equals w∗(Y ).

(7.14) P satisfies (QM2). Moreover, w(Y1 ∧ Y2) = w(Y1 ∪ Y2) for any Y1, Y2 ∈ P.

Proof. Let Y1, Y2 ∈ P and suppose Y1 6⊆ Y2, Y2 6⊆ Y1. Since Y1, Y2 are completely regular,
for every x ∈ X and i ∈ {1, 2} we have w({x} ∪ Yi) = ∂(x, Yi) + w(Yi). Hence there are
x1 ∈ Y1, x2 ∈ Y2 such that ∂(x1, x2) = w(Y1 ∪ Y2). Set Z = Y (x1, x2). Pick y1 ∈ Y1 with
∂(x2, y1) = ∂(x2, Y1) = ∂(x1, x2) − w(Y1). Then ∂(x1, y1) = w(Y1), so that y1 ∈ Z and
Y1 = Y (x1, y1) ⊆ Z by (7.11). Likewise, Y2 ⊆ Z. Hence Z is a lower bound for Y1, Y2.
Any lower bound for Y1, Y2 contains x1, x2, and thus Z by (7.11), whence Z = Y1∧Y2.
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(7.15) P satisfies (QM3).

Proof. Let Y ∈ P. Then the interval [X, Y ] is a lattice since P satisfies (QM2) by
(7.14). By (7.12), every Z ∈ [X, Y ] with w∗(Z) > 2 covers

[

w∗(Z)
1

]

q
> 2 elements in P,

so that [X, Y ] is atomic. Let Y1, Y2 ∈ [X, Y ] be distinct and suppose w∗(Y1) = w∗(Y2).
Set i = w(Y1), j = w∗(Y1) for brevity. We claim w∗(Y1 ∧ Y2) = j − 1 if and only if
w∗(Y1 ∩Y2) = j+1, where we recall Y1 ∨Y2 = Y1 ∩ Y2. First suppose w

∗(Y1 ∩Y2) = j+1.
Then w(Y1 ∩ Y2) = i − 1 and by (4.4), (2.8) we find Y1 ∩ Y2 has covering radius one in
each of ΓY1

, ΓY2
, so that w(Y1 ∪ Y2) 6 w(Y1 ∩ Y2) + 2 = i + 1. Since w(Y1 ∧ Y2) > i,

we find w(Y1 ∧ Y2) = i + 1 by (7.14) and thus w∗(Y1 ∧ Y2) = j − 1. Next suppose
w∗(Y1 ∧ Y2) = j − 1. Then by (7.12) and since

[

j
1

]

q
>

[

j−1
1

]

q
, there is C ∈ P such that

w∗(C) = 1, Y1 ⊆ C, Y1∧Y2 6⊆ C. We have Y1 = C ∩ (Y1∧Y2) and hence Y1∩Y2 = C ∩Y2.
Since Ĉ ◦ Ŷ2 ∈

∑j+1
l=0 ElC

X by virtue of (2.3), we find w∗(Y1 ∩ Y2) 6 j + 1. By (2.8) and
since w(Y1 ∩ Y2) < i, it follows that w∗(Y1 ∩ Y2) = j + 1. The claim now follows, and
therefore [X, Y ] is modular.

(7.16) P satisfies (QM4).

Proof. Let Y1, Y2 ∈ P and suppose w∗(Y1) < w∗(Y2). First assume Y1 ∩ Y2 6= ∅. Then by
(7.12) and since

[

w∗(Y2)
1

]

q
>

[

w∗(Y1)
1

]

q
, there is C ∈ P such that w∗(C) = 1, Y2 ⊆ C, Y1 6⊆

C. Since Y1∩C 6= ∅ we find Y1∨C = Y1∩C. Next assume Y1∩Y2 = ∅, and pick x1, y1 ∈ Y1

and x2 ∈ Y2 such that ∂(x1, x2) = w(Y1∪Y2) and ∂(x2, y1) = ∂(x2, Y1) = ∂(x1, x2)−w(Y1)
as in the proof of (7.14). Set Z1 = Y1 ∧ Y2, Z2 = {y1} ∧ Y2. Then Z2 ⊆ Z1, and since
w({y1} ∪ Y2) = ∂(y1, Y2) + w(Y2) 6 ∂(y1, x2) + w(Y2) = ∂(x1, x2) − w(Y1) + w(Y2) <
w(Y1∪Y2), it follows from (7.14) that w(Z1) > w(Z2), i.e., w

∗(Z1) < w∗(Z2). Again there
is C ∈ P such that w∗(C) = 1, Z2 ⊆ C, Z1 6⊆ C. Note that Y2 ⊆ C and Y1 6⊆ C. Since
y1 ∈ C, we find Y1 ∩ C 6= ∅ and Y1 ∨ C = Y1 ∩ C, as desired.

(7.17) P is q-line regular, β-dual-line regular and α-zig-zag regular.

Proof. By (7.12), P is q-line regular. Pick any Y ∈ P with w(Y ) = 1. Then |Y | = β+1
by (6.4), (2.5), so that P is β-dual-line regular. Let x ∈ X and suppose w({x}∧ Y ) = 2,
i.e., ∂(x, Y ) = 1. We count the pairs (y, Z) ∈ X × P such that w(Z) = 1, y ∈ Y ,
y ∈ Z, x ∈ Z. Note that x, y must be adjacent and Z = Y (x, y). Hence the number of
such pairs is |Γ(x) ∩ Y |. By (6.4), (2.5), the strongly regular graph ∆ = Γ{x}∧Y satisfies
k(∆) = β(q + 1), a1(∆) = β + αq − 1, c2(∆) = (α + 1)(q + 1), and hence ([3, Theorem
1.3.1]) has smallest eigenvalue θ2(∆) = −(q + 1), so that Y attains the Hoffman bound
1 − k(∆)/θ2(∆) = β + 1. By [3, Proposition 1.3.2], |Γ(x) ∩ Y | = −c2(∆)/θ2(∆) = α + 1
and therefore P is α-zig-zag regular.

To summarize:

(7.18) Proposition. Referring to (7.7)–(7.9), P is a nontrivial regular quantum matroid
with parameters (d, q, α, β).

Hence it follows from (7.6) that
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(7.19) Theorem. Referring to (7.7)–(7.9), suppose further d > 4. Then Γ is either a
Johnson, Hamming, Grassmann, bilinear forms, or dual polar graph.

One may wish to modify the conditions (7.7)–(7.9) so that we still obtain a charac-
terization similar to (7.19). For example, it seems natural to assume that P is the set of
all descendents of Γ. We now show that in this case (7.9) is redundant.

(7.20) Proposition. Suppose P is the set of descendents of Γ. Then (7.7), (7.8) together
imply (7.9).

Proof. Note that (7.10) holds without change. We next show (7.11). Let i be given.
By induction, assume that PZ satisfies (UD)l in ΓZ for all Z ∈ P and l > i. Let
Y ∈ P and pick any x, y ∈ Y with ∂(x, y) = i. Since PY satisfies (UD)i+1 in ΓY , for
any z ∈ Γi+1(x) ∩ Γ(y) ∩ Y we have x, y ∈ Y (x, z) ⊆ Y , so that by replacing Y with
Y (x, z) we may assume w(Y ) = i + 1. Since

[

d−i
1

]

q
>

[

d−i−1
1

]

q
, it follows from (7.10)

that there is C ∈ P with x, y ∈ C, Y 6⊆ C, w∗(C) = 1. Set Z = Y ∩ C. Suppose
w(Z) = i + 1 and pick u, v ∈ Z with ∂(u, v) = i + 1. Then Y = Y (u, v). But since
u, v ∈ C and PC satisfies (UD)i+1, we would have Y ⊆ C, a contradiction. Hence
w(Z) = i. Moreover, Ẑ = Ŷ ◦ Ĉ ∈

∑d−i
l=0 ElC

X by virtue of (2.3), whence w∗(Z) 6 d − i.
By (2.8) it follows that Z ∈ P and therefore Y (x, y) = Z ⊆ Y . Hence PY satisfies
(UD)i in ΓY . We have now shown (7.11). Finally, we show (7.9). Let Y1, Y2 ∈ P and
suppose N := Y1 ∩ Y2 6= ∅. Pick x, y ∈ N such that ∂(x, y) = w(N). Then Y (x, y) ⊆ N
by (7.11). Since Y (x, y) is completely regular and has width w(N), for every z ∈ N we
have w(N) > w({z} ∪ Y (x, y)) = ∂(z, Y (x, y)) + w(N), so that z ∈ Y (x, y) and thus
N = Y (x, y) ∈ P, as desired.

(7.21) Remark. It should be remarked that J(2d, d), Jq(2d, d), Bilq(d, d) are the only
examples among the graphs listed in (7.19) which do not possess the property that “the
set of all descendents satisfies (UD)i for all i.” This property seems particularly strong,
so that it is a reasonable guess that (7.7) would also be redundant.

8 Classifications

In §7, we focused on the 5 families of distance-regular graphs associated with short regular
semilattices (or nontrivial regular quantum matroids). In this section, we shall extend
the classification of descendents to all of the 15 known infinite families with classical
parameters and with unbounded diameter. We shall freely use (2.8), (6.3), (6.4).

(8.1) Throughout this section, Y shall always denote a nontrivial descendent of Γ with
width w. Descriptions of some of the graphs below involve n ∈ {2d, 2d + 1}, in which
cases we use the following notation:

m =

{

2d− 1 if n = 2d,

2d+ 1 if n = 2d+ 1.
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Doob graphs

Let d1, d2 be positive integers, and let Γ = Doob(d1, d2) := Γ1 × Γ2 × · · · × Γd1+d2 be
a Doob graph [3, §9.2B], where Γ1, . . . ,Γd1 are copies of the Shrikhande graph S on 16
vertices and Γd1+1, . . . ,Γd1+d2 are copies of the complete graph K4 on 4 vertices. Γ has
classical parameters (d, 1, 0, 3), where d = 2d1 + d2. In particular, ι(Γ) = ι(H(d, 4)).

ΓY has classical parameters (w, 1, 0, 3), so that |Y | = 4w. Observe that the convex
subsets of X are precisely the direct products Y 1 × Y 2 × · · · × Y d1+d2 where Y 1, . . . , Y d1

are convex subsets of VS and Y d1+1, . . . , Y d1+d2 are nonempty subsets of VK4 (cf. [22,
Proposition 5.11]). Since S has clique number three, it follows that

(8.2) Theorem. Every descendent of Doob(d1, d2) is of the form Y = Y 1 × Y 2 × · · · ×
Y d1+d2, where either Y i = V Γi or |Y i| = 1, for each i (1 6 i 6 d1 + d2).

Halved cubes

Let Γ = 1
2
H(n, 2) (n ∈ {2d, 2d+1}) be a halved cube [3, §9.2D] with vertex set X = Xε

n,
where ε ∈ F2 and X0

n (resp. X1
n) is the set of even- (resp. odd-)weight vectors of Fn

2 . Γ
has classical parameters (d, 1, 2, m).

For every x ∈ F
n
2 let wt(x) be its (Hamming) weight. First suppose w > 1. Fix

x, y ∈ Y with ∂(x, y) = w. For simplicity of notation, we assume x = (x1, t), y = (y1, t),
where x1, y1 ∈ Xε1

2w, t ∈ Xε2
n−2w (ε1, ε2 ∈ F2, ε1 + ε2 = ε) and wt(x1 − y1) = 2w. Note

that Xε1
2w × {t} ⊆ Y by convexity. Let z = (z1, z2) ∈ Y \(Xε1

2w × {t}). Then it follows that
wt(z2 − t) = 1. Moreover, for every u = (u1, u2) ∈ Y \(Xε1

2w × {t}) we have u2 = z2, for
otherwise by convexity and since w > 1 there would be a vector v = (v1, v2) ∈ Y such
that wt(v2 − t) = 2. It follows that ΓY has valency at most

(

2w+1
2

)

= w(2w+ 1); but this
is smaller than the expected valency wm except when n = 2d and w = d − 1, in which
case we must have Y = (Xε1

2w × {t}) ∪ (X1+ε1
2w × {z2}).

Next suppose w = 1. Then |Y | = m + 1. On the other hand, 1
2
H(n, 2) has maximal

clique sizes 4 and n [15, Theorem 14], from which it follows that n = 2d.

(8.3) Theorem. Let Y be a nontrivial descendent of 1
2
H(n, 2). Then n = 2d and one

of the following holds: (i) w = 1 and Y = {x ∈ X : wt(x − z) = 1} for some z ∈
X1+ε

n = Fn
2\X; (ii) w = d − 1 and there are a ∈ F2 and i ∈ {1, 2, . . . , n} such that

Y = {x = (ξ1, ξ2, . . . , ξn) ∈ X : ξi = a}.

Hemmeter graphs

Let q be an odd prime power and Σ the dual polar graph on [Cd−1(q)]. The Hemmeter
graph Γ = Hemd(q) [3, §9.4C] is the extended bipartite double of Σ, so that Γ has vertex
set X = X+ ∪ X−, where X± = {x± : x ∈ V Σ} are two copies of V Σ. Γ has classical
parameters (d, q, 0, 1), which coincide with those of the dual polar graph on [Dd(q)].

If w = 1 then Y is an edge. Suppose w > 1. Let Y̊ = {x ∈ V Σ : x+ ∈ Y or x− ∈ Y }.
Then Y̊ is a convex subset of V Σ with width ẘ ∈ {w,w − 1}. By [22, Proposition 5.19]
and [15, Lemma 10], there is an isotropic subspace u of [Cd−1(q)] with dim u = d− 1− ẘ
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such that Y̊ = I(u) := {x ∈ V Σ : u ⊆ x} if ẘ > 1, and Y̊ ⊆ I(u) if ẘ = 1. Note that
|Y | = 2

∏w−1
i=1 (q

i + 1) and |I(u)| =
∏ẘ

i=1(q
i + 1) (cf. [3, Lemma 9.4.1]). If ẘ = w(> 1)

then |Y | < |I(u)| = |Y̊ |, a contradiction. Hence ẘ = w − 1. It follows that

(8.4) Theorem. Let Y be a nontrivial descendent of Hemd(q). If w = 1 then Y is an
edge. If w > 1 then there is an isotropic subspace u of [Cd−1(q)] with dim u = w∗ such
that Y = {x+, x− : x ∈ V Σ, u ⊆ x}.

Hermitean forms graphs

In this subsection and the next, we realize Γ as “affine subspaces” of dual polar graphs.
See [3, §9.5E] for the details.

Let ℓ be a prime power and ∆ the dual polar graph on [2A2d−1(ℓ)]. Fix a vertex z of ∆.
The subgraph Γ = Her(d, ℓ) of ∆ induced on X := ∆d(z) is the Hermitean forms graph
[3, §9.5C]. Γ has classical parameters (d,−ℓ,−ℓ− 1,−(−ℓ)d − 1).

By [22, Proposition 5.30], every noncomplete convex subset of X is either of the form
I(u) = {x ∈ X : u ⊆ x} where u is an isotropic subspace of [2A2d−1(ℓ)] with dim u 6 d−2
and z ∩ u = 0, or isomorphic to the 4-cycle K2,2. The latter case occurs only when ℓ = 2.
Note that I(u) induces Her(d− dim u, ℓ). By [15, Theorem 21], the maximal cliques of Γ
are the I(u) with dim u = d− 1. Comparing the classical parameters it follows that

(8.5) Theorem. Her(d, ℓ) has no nontrivial descendent.

Alternating forms graphs

Let ℓ be a prime power and ∆ the dual polar graph on [Dn(ℓ)], where n ∈ {2d, 2d+ 1}.
Fix a vertex z of ∆. The subgraph Γ = Alt(n, ℓ) of the distance-2 graph of ∆ induced on
X := ∆n(z) is the alternating forms graph [3, §9.5B], i.e., Γ = ∆2

n(z) with the notation
of §5. Γ has classical parameters (d, ℓ2, ℓ2 − 1, ℓm − 1).

By [22, Proposition 5.26], every noncomplete convex subset of X is of the form I(u) =
{x ∈ X : u ⊆ x} where u is an isotropic subspace of [Dn(ℓ)] with dim u 6 n − 4 and
z ∩ u = 0. Note that I(u) induces Alt(n − dim u, ℓ). By [15, Lemma 19], Γ has clique
number ℓn−1 and the maximum cliques are of the form C(x, v) = {x}∪{y ∈ Γ(x) : x∩y ⊆
v} where x ∈ X and v is a subspace of x with dim v = n− 1. It follows that

(8.6) Theorem. Let Y be a nontrivial descendent of Alt(n, ℓ). Then n = 2d and Y takes
one of the following forms: (i) w = 1 and Y = C(x, v); (ii) w = d− 1 and Y = I(u) with
dim u = 1.

Quadratic forms graphs

Let ℓ be a prime power and X the set of quadratic forms on V = F
n−1
ℓ over Fℓ, where

n ∈ {2d, 2d+1}. For x ∈ X let Rad x = x−1(0)∩RadBx and rkx = dim(V/Radx), where
Bx is the symmetric bilinear form associated with x and RadBx denotes its radical. Let
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Γ = Quad(n− 1, ℓ) be the quadratic forms graph on V [3, §9.6]: x, y ∈ X are adjacent if
rk(x−y) = 1 or 2. Γ has classical parameters (d, ℓ2, ℓ2−1, ℓm−1). We remark that if ℓ is
odd then Γ is isomorphic to the subgraph of the distance 1-or-2 graph of the dual polar
graph Σ on [Cn−1(ℓ)] induced on Σn−1(z) with z ∈ V Σ, or equivalently, Γ is isomorphic
to ∆2

n(z), where ∆ = Hemn(ℓ) and z ∈ V∆; see [9].
By [22, Proposition 5.36], [25, Theorem 1.2], every noncomplete convex subset of X is

of the form8 I(x, u) = {y ∈ X : Rad(x− y) ⊇ u} where x ∈ X and u is a subspace of V
with dim u 6 n− 4. Note that I(x, u) induces Quad(n− 1− dim u, ℓ). By [16, Theorems
14, 24, 26], Γ has clique number ℓn−1 and there are two types of maximum cliques: A
type 1 clique is defined to be C(x) = {y ∈ X : rk(x − y) 6 1} where x ∈ X . If q is
odd then a type 2 clique is defined to be C(x, u) = {y ∈ X : By|u×u = Bx|u×u} where
x ∈ X and u is a subspace of V with dim u = n − 2. If q is even then it is defined to be
C(x, u, γ, a) = {y ∈ X : By|u×u = Bx|u×u, (x− y)(ξ) = a((Bx − By)(γ, ξ))

2 for all ξ ∈ u}
where x ∈ X , u a subspace of V with dim u = n−2, γ ∈ V \u and a ∈ Fℓ. See also [6, 17].
Cliques of types 1 and 2 are called grand cliques. It follows that

(8.7) Theorem. Let Y be a nontrivial descendent of Quad(n− 1, ℓ). Then n = 2d and Y
takes one of the following forms: (i) w = 1 and Y is a grand clique; (ii) w = d − 1 and
Y = I(x, u) with dim u = 1.

Unitary dual polar graphs with second Q-polynomial ordering

Let ℓ be a prime power and Γ = U(2d, ℓ) the dual polar graph on [2A2d−1(ℓ)]. Besides the
ordinary (d, ℓ2, 0, ℓ), Γ has another classical parameters (d,−ℓ, α, β), where α + 1 = 1+ℓ2

1−ℓ

and β + 1 = 1−(−ℓ)d+1

1−ℓ
[3, Corollary 6.2.2]. Here we consider the standard Q-polynomial

ordering with respect to the latter classical parameters; it is {E0, Ed, E1, Ed−1, . . . } in
terms of the ordinary ordering {Ei}

d
i=0.

By [22, Proposition 5.19], every noncomplete convex subset of X is of the form I(u) =
{x ∈ X : u ⊆ x} for some isotropic subspace u of [2A2d−1(ℓ)] with dim u = w∗. By [15,
Lemma 10], the maximal cliques of Γ are the I(u) with dim u = d− 1. It follows that

(8.8) Theorem. U(2d, ℓ) (with second Q-polynomial ordering) has no nontrivial descen-
dent.

Half dual polar graphs

Let ℓ be a prime power and ∆ the bipartite dual polar graph on [Dn(ℓ)] with V∆ =
X+∪X−, where n ∈ {2d, 2d+1} and X+, X− are bipartite halves of ∆. The path-length
distance for ∆ is denoted ∂∆. Let Γ = Dn,n(ℓ) be a halved graph of ∆ with vertex set
X = Xε where ε ∈ {+,−}, whence 2∂ = ∂∆|X×X [3, §9.4C]. Γ has classical parameters
(d, ℓ2, α, β), where α + 1 =

[

3
1

]

ℓ
and β + 1 =

[

m+1
1

]

ℓ
. Pepe, Storme and Vanhove [27, §5]

8If ℓ is odd, then in terms of the above identificationX = Σn−1(z), every noncomplete convex subgraph
of Γ is rewritten as I(u) = {y ∈ X : u ⊆ y} for some isotropic subspace of [Cn−1(ℓ)] with dimu 6 n− 4
and z ∩ u = 0.
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recently classified the descendents of Γ when n = 2d and w = d − 1, partly based on
the Erdős–Ko–Rado theorem for Grassmann graphs (cf. [29, Theorem 3]). Our approach
below uses (8.6) instead.

First suppose w > 1. Fix x ∈ Y and pick any z ∈ ∆n−2w(x) such that ∆n(z) ∩ Y 6= ∅.
By (5.2), (8.6) we find n = 2d, w = d− 1 and there is an isotropic subspace u of [D2d(ℓ)]
with dim u = 1 and z ∩ u = 0 such that Y0 := ∆2d(z) ∩ Y = {y ∈ ∆2d(z) : u ⊆ y}. Note
that z ∈ Γ(x)\Y and Y0 = Γd(z) ∩ Y ⊆ (ΓY )d−1(x). For convenience, let Ξ be the dual
polar graph on the residual polar space of u, so that V Ξ = {y ∈ V∆ : u ⊆ y}.

(8.9) x ∈ V Ξ.

Proof. Suppose u 6⊆ x. Let x† = u+ (x ∩ u⊥), z† = u+ (z ∩ u⊥) ∈ V Ξ. Then ∂∆(x, y) =
∂∆(x

†, y)+1 for any y ∈ V Ξ, and similarly for z†. Since Y0 ⊆ Ξ2d−3(x
†) we find x† ∈ ∆3(z),

i.e., x† ∈ Ξ2(z
†). But then Γd(x) ∩ Y0 = Ξ2d−1(x

†) ∩ Ξ2d−1(z
†) 6= ∅, a contradiction.

(8.10) (ΓY )d−1(x) ⊆ V Ξ.

Proof. Let z1 ∈ Γ(x)\Y . Since Y is completely regular in Γ, Y1 := Γd(z1)∩Y 6= ∅. Let u1

be the isotropic subspace of [D2d(ℓ)] with dim u1 = 1, z1 ∩ u1 = 0 and Y1 = {y ∈ Γd(z1) :
u1 ⊆ y}. Note that |Y0| = |Y1| = ℓ(d−1)(2d−1) and |(ΓY )d−1(x)| =

∏d−1
i=1 (bi−1(ΓY )/ci(ΓY )) =

ℓ(d−1)(2d−3)
[

2d−1
1

]

ℓ
. Suppose u 6= u1. Then u + u1 ⊆ x by (8.9), so that by looking at the

residual polar space of u + u1 we find |Y0 ∩ Y1| 6 |Alt(2d − 2, ℓ)| = ℓ(d−1)(2d−3). If ℓ > 2
then |Y0 ∩ Y1| > |Y0| + |Y1| − |(ΓY )d−1(x)| > ℓ(d−1)(2d−3), a contradiction. Hence ℓ = 2,
Y0∪Y1 = (ΓY )d−1(x) and Y0∩Y1 = {y ∈ (ΓY )d−1(x) : u+u1 ⊆ y}, from which it follows that
Y0 = {y ∈ (ΓY )d−1(x) : u ⊆ y}, Y1 = {y ∈ (ΓY )d−1(x) : u1 ⊆ y}. Pick v ∈ Y0 ∩ Y1. Since
ad−1(Γ) > ad−1(ΓY ) there is z2 ∈ Γ(x) ∩ Γd−1(v)\Y . Let u2 be the isotropic subspace of
[D2d(2)] with dim u2 = 1, z2 ∩u2 = 0 and Y2 := Γd(z2)∩Y = {y ∈ Γd(z2) : u2 ⊆ y}. Since
v 6∈ Y2 we find Y2 6= Y0, Y1, so that u2 6= u, u1, and thus |Y0∩Y2|, |Y1∩Y2| 6 2(d−1)(2d−3) by
the above argument. But max{|Y0 ∩ Y2|, |Y1 ∩ Y2|} > 1

2
|Y2| > 2(d−1)(2d−3), a contradiction.

Hence u = u1. Since (ΓY )d−1(x) =
⋃

z1∈Γ(x)\Y
Γd(z1) ∩ Y , the proof is complete.

It follows from (8.9), (8.10) that Y ⊆ V Ξ ∩X , so that ΓY is a subgraph of a halved
graph of Ξ. Since ι(ΓY ) = ι(D2d−1,2d−1(ℓ)) we conclude Y = V Ξ ∩X .

Next suppose w = 1. Then |Y | =
[

m+1
1

]

ℓ
. By [15, Lemma 12] or [5, Theorem 3.5], Γ

has clique number
[

2d
1

]

ℓ
and the maximum cliques are of the form ∆(z) where z ∈ V∆\X .

(8.11) Theorem. Let Y be a nontrivial descendent of Dn,n(ℓ). Then n = 2d and one of
the following holds: (i) w = 1 and Y = ∆(z) for some z ∈ V∆\X; (ii) w = d − 1 and
Y = {x ∈ X : u ⊆ x} for some isotropic subspace u of [D2d(ℓ)] with dim u = 1.

Ustimenko graphs

Let ℓ be an odd prime power and Σ the dual polar graph on [Cn−1(ℓ)] with vertex set
X = V Σ, where n ∈ {2d, 2d + 1}. The path-length distance for Σ is denoted ∂Σ. The
Ustimenko graph Γ = Ustn−1(ℓ) is the distance 1-or-2 graph of Σ, whence ∂ = ⌈1

2
∂Σ⌉ [3,
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§9.4C]. Γ has classical parameters (d, ℓ2, α, β), where α + 1 =
[

3
1

]

ℓ
and β + 1 =

[

m+1
1

]

ℓ
.

Note that Γ may also be viewed as a halved graph of ∆ = Hemn(ℓ). Pepe et al. [27, §7]
classified the descendents of Γ when n = 2d and w = d − 1 by a different approach from
the following.

First suppose w > 1. Fix x ∈ Y and pick any z ∈ ∆n−2w(x) such that ∆n(z) ∩ Y 6= ∅.
By (5.2), (8.7) we find n = 2d, w = d−1 and there is an isotropic subspace u of [C2d−1(ℓ)]
with dim u = 1 and z ∩ u = 0 such that Y0 := ∆2d(z) ∩ Y = {y ∈ ∆2d(z) : u ⊆ y}.9 Note
that z ∈ Γ(x)\Y and Y0 = Γd(z) ∩ Y = Σ2d−1(z) ∩ Y ⊆ (ΓY )d−1(x). Let Ξ be the dual
polar graph on the residual polar space of u, so that V Ξ = {y ∈ V Σ : u ⊆ y}.

(8.12) x ∈ V Ξ.

Proof. Suppose u 6⊆ x. Let x† = u+(x∩u⊥), z† = u+(z ∩u⊥) ∈ V Ξ. Then Γd(x)∩Y0 =
Ξ2d−2(x

†) ∩ Ξ2d−2(z
†) 6= ∅, a contradiction.

(8.13) (ΓY )d−1(x) ⊆ V Ξ.

Proof. Let z1 ∈ Γ(x)\Y . Since Y is completely regular in Γ, Y1 := Γd(z1) ∩ Y 6= ∅. Let
u1 be the isotropic subspace of [C2d−1(ℓ)] with dim u1 = 1, z1 ∩ u1 = 0 and Y1 = {y ∈
Γd(z1) : u1 ⊆ y}. Note that |Y0| = |Y1| = ℓ(d−1)(2d−1) and |(ΓY )d−1(x)| = ℓ(d−1)(2d−3)

[

2d−1
1

]

ℓ
.

Suppose u 6= u1. Then u + u1 ⊆ x by (8.12), so that |Y0 ∩ Y1| 6 |Quad(2d − 3, ℓ)| =
ℓ(d−1)(2d−3). But |Y0∩Y1| > |Y0|+ |Y1|−|(ΓY )d−1(x)| > ℓ(d−1)(2d−3), a contradiction. Hence
u = u1. Since (ΓY )d−1(x) =

⋃

z1∈Γ(x)\Y
Γd(z1) ∩ Y , the proof is complete.

(8.14) Y ⊆ V Ξ.

Proof. Suppose there is y ∈ Y \V Ξ. Pick v ∈ (ΓY )d−1(x) such that ∂(x, y)+∂(y, v) = d−1.
Set y† = u+ (y ∩ u⊥) ∈ V Ξ. Then by (8.12), (8.13) it follows that ∂Σ(x, v) 6 ∂Σ(x, y

†) +
∂Σ(y

†, v) = ∂Σ(x, y) + ∂Σ(y, v)− 2 6 2d− 4, a contradiction.

By (8.14) and since ι(ΓY ) = ι(Ust2d−2(ℓ)) we conclude Y = V Ξ.
Next suppose w = 1. Then |Y | =

[

m+1
1

]

ℓ
. By [5, Theorem 3.7], Γ has clique number

[

2d
1

]

ℓ
and the maximum cliques are of the form Σ(x) ∪ {x} where x ∈ X .

(8.15) Theorem. Let Y be a nontrivial descendent of Ustn−1(ℓ). Then n = 2d and one
of the following holds: (i) w = 1 and Y = Σ(x)∪{x} for some x ∈ X; (ii) w = d− 1 and
Y = {x ∈ X : u ⊆ x} for some isotropic subspace u of [C2d−1(ℓ)] with dim u = 1.

Twisted Grassmann graphs

Let q be a prime power and fix a hyperplane H of F2d+1
q . Let X1 be the set of (d + 1)-

dimensional subspaces of F2d+1
q not contained in H , and X2 the set of (d−1)-dimensional

subspaces of H . The twisted Grassmann graph Γ = J̃q(2d+1, d) [11, 13, 1, 26] has vertex
set X = X1 ∪ X2, and x, y ∈ X are adjacent if dim x + dim y − 2 dimx ∩ y = 2. Γ has

9See footnote 8.
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classical parameters (d, q, q, β), where β + 1 =
[

d+2
1

]

q
. Note that X2 is a descendent of Γ

and induces Jq(2d, d− 1). We observe

(8.16) 2∂(x, y) = dim x+ dim y − 2 dimx ∩ y (x, y ∈ X).

(8.17) For x, y, z ∈ X, we have ∂(x, z) + ∂(z, y) = ∂(x, y) if and only if x ∩ y ⊆ z =
(x ∩ z) + (y ∩ z).

Proof. Observe dim x ∩ z + dim y ∩ z 6 dim z + dim x ∩ y ∩ z 6 dim z + dim x ∩ y, and
equality holds if and only if x ∩ y ⊆ z = (x ∩ z) + (y ∩ z). Hence the result follows from
(8.16).

(8.18) Let Z be a nonempty subset of X1 such that {z ∈ X1 : x∩y ⊆ z = (x∩z)+(y∩z)} ⊆
Z for all x, y ∈ Z. Then at least one of the following holds: (i) there is a subspace u of
F2d+1
q with dim u = d− w(Z) + 1 such that u ⊆ z for all z ∈ Z; (ii) there is a subspace v

of F2d+1
q with dim v = d+w(Z)+ 1 and not contained in H such that z ⊆ v for all z ∈ Z.

Proof. Fix x, y ∈ Z with ∂(x, y) = w(Z) and recall dim x ∩ y = d − w(Z) + 1 by (8.16).
Let z ∈ X1. We claim that if x ∩ y 6⊆ z 6⊆ x + y then z 6∈ Z. Suppose z ∈ Z. Let
γ ∈ (x ∩ y)\z and σ ∈ z\((x+ y) ∪H). Let E be a complementary subspace of 〈γ〉 in x
such that x ∩ z ⊆ E. Set z† = E + 〈σ〉 ∈ X1. Since x ∩ z ⊆ z† = (x ∩ z†) + (z ∩ z†) we
find z† ∈ Z. But then γ 6∈ z† ∩ y(= E ∩ y) ⊆ x∩ y implies dim z† ∩ y < d−w(Z) + 1 and
thus ∂(z†, y) > w(Z) by (8.16), a contradiction. Hence the claim follows. It follows that
every z ∈ Z satisfies x∩ y ⊆ z or z ⊆ x+ y (or both). Next we claim that there is no pair
(z1, z2) of elements of Z such that x ∩ y 6⊆ z1 ⊆ x + y and x ∩ y ⊆ z2 6⊆ x + y. Suppose
such a pair (z1, z2) exists. Let ζ ∈ z2\((x + y) ∪ H). Let E be a hyperplane of z1 such
that z1 ∩ z2 ⊆ E. Set z‡ = E + 〈ζ〉 ∈ X1. Since z1 ∩ z2 ⊆ z‡ = (z1 ∩ z‡) + (z2 ∩ z‡) we find
z‡ ∈ Z. But this is absurd since x ∩ y 6⊆ z‡ 6⊆ x + y. Hence the claim follows. Setting
u = x ∩ y and v = x+ y, we find that at least one of (i), (ii) holds.

(8.19) Let Z be a nonempty convex subset of X. If there are vertices x ∈ Z∩X1, y ∈ Z∩X2

with ∂(x, y) = w(Z), then for each i = 1, 2 at least one of the following holds: (i) there is
a subspace u of H with dim u = d−w(Z) such that u ⊆ z for all z ∈ Z ∩Xi; (ii) there is
a subspace v of F2d+1

q with dim v = d+ w(Z) and not contained in H such that z ⊆ v for
all z ∈ Z ∩Xi.

Proof. Similar to the proof of (8.18), by virtue of (8.17).

(8.20) Theorem. Let Y be a nontrivial descendent of J̃q(2d+1, d). Then Y = {x ∈ X2 :
u ⊆ x} for some subspace u of H with dim u = d− w − 1.

Proof. Note that ι(ΓY ) = ι(Jq(d + w + 1, w)), whence |Y | =
[

d+w+1
w

]

q
. First suppose

Y ⊆ X1. Then in view of (8.17), if (8.18)(i) holds then |Y | 6
[

d+w
w

]

q
<

[

d+w+1
w

]

q
, and if

(8.18)(ii) holds then |Y | 6
[

d+w+1
d+1

]

q
−
[

d+w
d+1

]

q
<

[

d+w+1
w

]

q
, a contradiction. Hence Y 6⊆ X1.

Next suppose Y ∩X1, Y ∩X2 are nonempty. Let z ∈ Y ∩X1, y ∈ Y ∩X2, and pick any
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x ∈ Y with ∂(x, y) = w, ∂(x, z) = w − ∂(z, y). Since X2 is convex we find x ∈ Y ∩ X1.
Let w1 := w(Y ∩ X1) 6 w. By (8.17), Y ∩ X1 satisfies the assumptions of (8.18). If
Y ∩X1 satisfies (8.18)(i) then |Y ∩X1| 6

[

d+w1

w1

]

q
6

[

d+w
w

]

q
. If Y ∩X1 satisfies (8.19)(ii)

then |Y ∩ X1| 6
[

d+w
d+1

]

q
6

[

d+w
w

]

q
. If Y ∩ X1 satisfies both (8.18)(ii) and (8.19)(i) then

|Y ∩ X1| 6
[

w+w1+1
w+1

]

q
6

[

d+w
w

]

q
since w < d. Hence we always have |Y ∩ X1| 6

[

d+w
w

]

q
.

On the other hand, if Y ∩ X2 satisfies (8.19)(i) then |Y ∩ X2| 6
[

d+w
w−1

]

q
, and if Y ∩ X2

satisfies (8.19)(ii) then |Y ∩X2| 6
[

d+w−1
w

]

q
. Since qd+1

[

d+w
w−1

]

q
>

[

d+w−1
w

]

q
, it follows that

|Y | = |Y ∩ X1| + |Y ∩ X2| <
[

d+w
w

]

q
+ qd+1

[

d+w
w−1

]

q
=

[

d+w+1
w

]

q
, a contradiction. Hence

Y ⊆ X2, and by (4.4), (7.3), Y must be of the form as in (8.20).

Summary and remarks

Let P be the set of descendents of Γ and w(P) = {w(Y ) : Y ∈ P}. In the table below,
we list w(P) for each of the 15 families of graphs with classical parameters.

Γ # w(P)\{0, d}

J(ν, d) (ν > 2d) (7.1) {1, 2, . . . , d− 1}

H(d, ℓ) (ℓ > 2) (7.2) {1, 2, . . . , d− 1}

Jq(ν, d) (ν > 2d) (7.3) {1, 2, . . . , d− 1}

Bilq(d, e) (e > d) (7.4) {1, 2, . . . , d− 1}

Dual polar graph (7.5) {1, 2, . . . , d− 1}

Doob(d1, d2) (d = 2d1 + d2) (8.2) {1, 2, . . . , d− 1}

Hemd(q) (q : odd) (8.4) {1, 2, . . . , d− 1}

J̃q(2d+ 1, d) (8.20) {1, 2, . . . , d− 1}
1
2
H(n, 2) (8.3) {1, d− 1} (n = 2d), ∅ (n = 2d+ 1)

Her(d, ℓ) (8.5) ∅

Alt(n, ℓ) (8.6) {1, d− 1} (n = 2d), ∅ (n = 2d+ 1)

Quad(n− 1, ℓ) (8.7) {1, d− 1} (n = 2d), ∅ (n = 2d+ 1)

U(2d, ℓ) (8.8) ∅

Dn,n(ℓ) (8.11) {1, d− 1} (n = 2d), ∅ (n = 2d+ 1)

Ustn−1(ℓ) (ℓ : odd) (8.15) {1, d− 1} (n = 2d), ∅ (n = 2d+ 1)

Note that the 5 families of the first group in the table are associated with regular
semilattices, and that the 3 families of the second group have the classical parameters
of graphs belonging to the first group. It should be remarked however that, for every i
(0 < i < d), the graphs in the second group possess pairs of vertices at distance i which are
not contained in any descendent with width i, with the exception of (Γ, i) = (Hemd(q), 1).

In (4.5) we posed the problem of determining the filter V[Γ] of the poset L generated
by the isomorphism class [Γ]. We end this section with describing V[Γ] for some examples
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where Γ has classical parameters (d, q, α, β) with q = 1 or q < −1. The distance-regular
graphs with classical parameters (d, 1, α, β) (d > 3) are known: the Johnson graphs,
Hamming graphs, Doob graphs, halved cubes and the Gosset graph; see e.g., [3, Theorem
6.1.1]. By virtue of (6.4), (7.1), (7.2), (8.2) and (8.3), we have the following table:

Γ V[Γ]

J(ν, d) (ν > 2d) {[J(ν + i, d+ i)] : 0 6 i 6 ν − 2d}

H(d, ℓ) (ℓ 6= 4) {[H(e, ℓ)] : e > d}

H(d, 4) {[H(e, 4)] : e > d} ∪ {[Doob(d1, d2)] : d2 > d}

Doob(d1, d2) {[Doob(e1, e2)] : e1 > d1, e2 > d1}
1
2
H(2d, 2) {[1

2
H(2d, 2)]}

1
2
H(2d+ 1, 2) {[1

2
H(2d+ 1, 2)], [1

2
H(2d+ 2, 2)]}

Weng [41] showed that if a distance-regular graph ∆ having classical parameters
(d, q, α, β) satisfies d > 4, q < −1, a1 6= 0, c2 > 1 then either (i) ∆ = Her(d, ℓ) (q = −ℓ);
(ii) ∆ = U(2d, ℓ) (q = −ℓ); or (iii) α = (q − 1)/2, β = −(1 + qd)/2 and −q is a power
of an odd prime. Hence, by (6.4), (8.5), (8.8) it follows that [Her(d, ℓ)], [U(2d, ℓ)] are
maximal elements in L for all d > 3, so that the filter generated by any of them is a
singleton. It would be interesting if the poset L is of some use, e.g., in the classification
of distance-regular graphs Γ with ι(Γ) = ι(Jq(2d+ 1, d)) = ι(J̃q(2d+ 1, d)).

A The list of parameter arrays

We display the parameter arrays of Leonard systems. The data in (A.1) is taken from [38],
but the presentation is changed so as to be consistent with the notation in [2, 32, 33, 34].

(A.1) Theorem([38, Theorem 5.16]). Let Φ be the Leonard system from (3.1) and let
p(Φ) =

(

{θi}
d
i=0; {θ

∗
i }

d
i=0; {ϕi}

d
i=1; {φi}

d
i=1

)

be as in (3.7). Then at least one of the following
cases I, IA, II, IIA, IIB, IIC, III hold:

(I) p(Φ) = p(I; q, h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d) where r1r2 = ss∗qd+1,

θi = θ0 + h(1− qi)(1− sqi+1)q−i,

θ∗i = θ∗0 + h∗(1− qi)(1− s∗qi+1)q−i

for 0 6 i 6 d, and

ϕi = hh∗q1−2i(1− qi)(1− qi−d−1)(1− r1q
i)(1− r2q

i),

φi =

{

hh∗q1−2i(1− qi)(1− qi−d−1)(r1 − s∗qi)(r2 − s∗qi)/s∗ if s∗ 6= 0,

hh∗qd+2−2i(1− qi)(1− qi−d−1)(s− r1q
i−d−1 − r2q

i−d−1) if s∗ = 0

for 1 6 i 6 d.
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(IA) p(Φ) = p(IA; q, h∗, r, s, θ0, θ
∗
0, d) where

θi = θ0 − sq(1− qi),

θ∗i = θ∗0 + h∗(1− qi)q−i

for 0 6 i 6 d, and

ϕi = −rh∗q1−i(1− qi)(1− qi−d−1),

φi = h∗qd+2−2i(1− qi)(1− qi−d−1)(s− rqi−d−1)

for 1 6 i 6 d.

(II) p(Φ) = p(II; h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d) where r1 + r2 = s+ s∗ + d+ 1,

θi = θ0 + hi(i+ 1 + s),

θ∗i = θ∗0 + h∗i(i+ 1 + s∗)

for 0 6 i 6 d, and

ϕi = hh∗i(i− d− 1)(i+ r1)(i+ r2),

φi = hh∗i(i− d− 1)(i+ s∗ − r1)(i+ s∗ − r2)

for 1 6 i 6 d.

(IIA) p(Φ) = p(IIA; h, r, s, s∗, θ0, θ
∗
0, d) where

θi = θ0 + hi(i+ 1 + s),

θ∗i = θ∗0 + s∗i

for 0 6 i 6 d, and

ϕi = hs∗i(i− d− 1)(i+ r),

φi = hs∗i(i− d− 1)(i+ r − s− d− 1)

for 1 6 i 6 d.

(IIB) p(Φ) = p(IIB; h∗, r, s, s∗, θ0, θ
∗
0, d) where

θi = θ0 + si,

θ∗i = θ∗0 + h∗i(i+ 1 + s∗)

for 0 6 i 6 d, and

ϕi = h∗si(i− d− 1)(i+ r),

φi = −h∗si(i− d− 1)(i+ s∗ − r)

for 1 6 i 6 d.
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(IIC) p(Φ) = p(IIC; r, s, s∗, θ0, θ
∗
0, d) where

θi = θ0 + si,

θ∗i = θ∗0 + s∗i

for 0 6 i 6 d, and

ϕi = ri(i− d− 1),

φi = (r − ss∗)i(i− d− 1)

for 1 6 i 6 d.

(III) p(Φ) = p(III; h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d) where r1 + r2 = −s− s∗ + d+ 1,

θi = θ0 + h(s− 1 + (1− s+ 2i)(−1)i),

θ∗i = θ∗0 + h∗(s∗ − 1 + (1− s∗ + 2i)(−1)i)

for 0 6 i 6 d, and

ϕi =



















−4hh∗i(i+ r1) if i even, d even,

−4hh∗(i− d− 1)(i+ r2) if i odd, d even,

−4hh∗i(i− d− 1) if i even, d odd,

−4hh∗(i+ r1)(i+ r2) if i odd, d odd,

φi =



















4hh∗i(i− s∗ − r1) if i even, d even,

4hh∗(i− d− 1)(i− s∗ − r2) if i odd, d even,

−4hh∗i(i− d− 1) if i even, d odd,

−4hh∗(i− s∗ − r1)(i− s∗ − r2) if i odd, d odd

for 1 6 i 6 d.

We call an array p(·; · · · ) in (A.1) feasible if it is the parameter array of an actual
Leonard system. See [38, Examples 5.3–5.15] for the explicit feasibility conditions of
these arrays. The following is essentially10 given (without proof) in [32, Lemma 2.4] and
can be read off the proof of [38, Theorem 5.16]:

(A.2) Proposition. Referring to (A.1), (i)–(iv) hold below:

(i) The following arrays are equal:

p(I; q, h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d),

p(I; q, h, h∗, r2, r1, s, s
∗, θ0, θ

∗
0, d).

10The scalars ϕi, φi first appeared in [36]. Hence we reproduce [32, Lemma 2.4] in terms of p(Φ) for
accuracy purposes.
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(ii) If ss∗ 6= 0 then the following arrays are equal:

p(I; q, h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d),

p(I; q−1, hsq, h∗s∗q, r−1
1 , r−1

2 , s−1, s∗−1, θ0, θ
∗
0, d).

(iii) The following arrays are equal:

p(II; h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d),

p(II; h, h∗, r2, r1, s, s
∗, θ0, θ

∗
0, d).

(iv) If d is odd then the following arrays are equal:

p(III; h, h∗, r1, r2, s, s
∗, θ0, θ

∗
0, d),

p(III; h, h∗, r2, r1, s, s
∗, θ0, θ

∗
0, d).

Moreover, there is no equality among the feasible arrays p(·; · · · ) with d > 3, other than
(i)–(iv) above (and combinations of (i), (ii)).

Finally, we describe the parameter arrays of the ρ-descendents of Φ:

(A.3) Theorem([31, Theorem 6.9]). Let Φ be the Leonard system (3.1) and let p(Φ) be
given as in (A.1). Let Φ′ be a Leonard system with diameter d′ 6 d. Given an integer ρ
(0 6 ρ 6 d− d′), Φ′ is a ρ-descendent of Φ precisely when p(Φ′) takes the following form:

Case I:

p(Φ′) = p(I; q, h′, h∗′, r1q
ρ, r2q

ρ, sqd−d′ , s∗q2ρ, θ′0, θ
∗′
0 , d

′).

Case IA:

p(Φ′) = p(IA; q, h∗′, r′, s′, θ′0, θ
∗′
0 , d

′) where s′/r′ = qd−d′−ρs/r.

Case II:

p(Φ′) = p(II; h′, h∗′, r1 + ρ, r2 + ρ, s+ d− d′, s∗ + 2ρ, θ′0, θ
∗′
0 , d

′).

Case IIA:

p(Φ′) = p(IIA; h′, r + ρ, s+ d− d′, s∗′, θ′0, θ
∗′
0 , d

′).

Case IIB:

p(Φ′) = p(IIB; h∗′, r + ρ, s′, s∗ + 2ρ, θ′0, θ
∗′
0 , d

′).

Case IIC:

p(Φ′) = p(IIC; r′, s′, s∗′, θ′0, θ
∗′
0 , d

′) where s′s∗′/r′ = ss∗/r.
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Case III, d even, d′ even, ρ even; or Case III, d odd, d′ odd, ρ even:

p(Φ′) = p(III; h′, h∗′, r1 + ρ, r2 + ρ, s− d+ d′, s∗ − 2ρ, θ′0, θ
∗′
0 , d

′).

Case III, d even, d′ even, ρ odd:

p(Φ′) = p(III; h′, h∗′, r2 + ρ, r1 + ρ, s− d+ d′, s∗ − 2ρ, θ′0, θ
∗′
0 , d

′).

Case III, d even, d′ = 1:

p(Φ′) = p(IIC; r′, s′, s∗′, θ′0, θ
∗′
0 , 1) where s′s∗′/r′ = 1− φρ+1/ϕρ+1.

Case III, d even, d′ odd > 3; or Case III, d odd, either d′ even or ρ odd: Does not occur.
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