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#### Abstract

We study on what conditions on $B_{k}$, a linear transformation of rank $r$ $$
\begin{equation*} T(A)=\sum_{k=1}^{r} \operatorname{tr}\left(A B_{k}\right) U_{k} \tag{1} \end{equation*}
$$ where $U_{k}, k=1,2, \ldots, r$ are linear independent and all positive definite; is positive definite preserving. We give some first results for this question. For the case of rank one and two, the necessary and sufficient conditions are given. We also give some sufficient conditions for the case of rank $r$.
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## 1 Introduction

One of active topics in linear algebra is the linear preserver problems (LPPs) involving linear transformations on matrix space that have special properties: leaving some functions, subsets, relations ... invariant. For more details about LPPs: the history, the results and open problems we refer the reader to [2], [4], [5], [8], and references therein.

On real symmetric or complex Hermitian matrices, the LPP of positive definiteness is still open and seems to be complicated. In [10], we solved this problem on real symmetric matrices with some additional assumptions.

In this paper, we consider this problem on real symmetric matrices based on the rank of linear transformations. It is showed that a linear transformation $T$ of rank $r$ preserving positive definiteness can be expressed in the following form

$$
T(A)=\sum_{k=1}^{r} \operatorname{tr}\left(A B_{k}\right) U_{k}
$$

where $U_{k}, k=1,2, \ldots, r$ are linear independent and all positive definite.
Of course, any linear transformation of form (1) may be not positive definite preserving in general. We address the question on what conditions on $B_{k}, T$ of form (11) is positive definite preserving and give some first results. For the case of rank one and two, the necessary and sufficient conditions are given. We also give some sufficient conditions for the case of rank $r$.

## 2 Some basic lemmas

Lemma 1 For any $A \in S_{n}(\mathbb{R})$ of rank $r$, there exists linear independent (pairwise orthogonal) vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{r}$ such that $A=\sum_{i=1}^{r} k_{i} \mathbf{x}_{i} \mathbf{x}_{i}^{t}, k_{i} \in\{-1,1\}$. Moreover if $A$ is positive semi-definite, then $A=\sum_{i=1}^{r} \mathbf{x}_{i} \mathbf{x}_{i}^{t}$.

Lemma 2 Let $B \in S_{n}(\mathbb{R})$.

1. If $B$ is positive semi-definite, then for every positive definite matrix $A \in S_{n}(\mathbb{R})$, we have $\operatorname{tr}(A B)>0$.
2. If $B$ is not positive semi-definite, then there exists positive definite matrix $A \in S_{n}(\mathbb{R})$, such that $\operatorname{tr}(A B)<0$.

## Proof.

1. By Lemma1, $A=\sum_{i=1}^{n} x_{i} x_{i}^{t}, B=\sum_{i=1}^{r} y_{i} y_{i}^{t}$, where $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, y_{2}, \ldots, y_{r}\right\}$ are systems of linear independent vectors. Then, $A B=\sum_{i=1}^{n} x_{i} x_{i}^{t} \sum_{i=1}^{r} y_{i} y_{i}^{t}=$ $\sum_{i, j} x_{i} x_{i}^{t} y_{j} y_{j}^{t}$. It is not hard to check that

$$
\operatorname{tr}(A B)=\sum_{i, j} \operatorname{tr}\left(x_{i} x_{i}^{t} y_{j} y_{j}^{t}\right)=\sum_{i, j}\left\langle x_{i}, y_{j}\right\rangle^{2} \geq 0
$$

Since $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a basis of $\mathbb{R}^{n}$, we have $\operatorname{tr}(A B)>0$.
2. Suppose $Q B Q^{t}=D=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$, where $Q$ is an orthogonal matrix. Since $B$ is not positive semi-definite, there exists a diagonal matrix $C>0$, such that $\operatorname{tr}(C D)<0$ and let $A=Q^{t} C Q$. Obviously, $A>0$ and $\operatorname{tr}(A B)=\operatorname{tr}(D C)<0$.

The following lemma is well-known in the literature of the theory of quadratic forms.
Lemma 3 Let $A \in S_{n}(\mathbb{R})$ be positive definite and $B \in S_{n}(\mathbb{R})$. Then there exists an invertible matrix $W$, such that $W A W^{t}=I_{n}$ and $W B W^{t}=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$.

Remark 4 Since $W A=\left(W^{t}\right)^{-1},\left(W^{t}\right)^{-1}\left(A^{-1} B\right) W^{t}=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$. Thus, $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ are eigenvalues of $A^{-1} B$.

## 3 Positive definite preserving linear transformations of rank $r$

Let $T: S_{n}(\mathbb{R}) \longrightarrow S_{n}(\mathbb{R})$ be a linear transformation of rank $r$ and $\left\{U_{1}, U_{2}, \ldots, U_{r}\right\}$ is a basis of $\operatorname{Im} T$. Suppose $T\left(E_{i i}\right)=\sum_{k=1}^{r} b_{i i}^{k} U_{k}$ and $T\left(E_{i j}+E_{j i}\right)=\sum_{k=1}^{r}\left(b_{i j}^{k}+b_{j i}^{k}\right) U_{k}, b_{i j}^{k}=$ $b_{j i}^{k}, k=1,2, \ldots r ; i, j=1,2, \cdots, n$. Let $B_{k}=\left(b_{i j}^{k}\right)_{n \times n}$, then for every $A \in S_{n}(\mathbb{R})$ we can verify

$$
T(A)=\sum_{k=1}^{r} \operatorname{tr}\left(A B_{k}\right) U_{k} .
$$

Of course, a transformation of form (1) is linear. Moreover, if $T$ is positive definite preserving, then $U_{k}, k=1,2, \ldots, r$ can be chosen to be positive definite.

### 3.1 The case of rank one and two

By virtue of Lemma 2, the case of rank 1 is easy to prove.
Theorem 5 A linear transformation $T$ of rank 1 is positive definite preserving if and only if for every $A \in S_{n}(\mathbb{R})$, $T$ has the form.

$$
\begin{equation*}
T(A)=\operatorname{tr}(A B) U, \tag{2}
\end{equation*}
$$

where $U>0$ and $B \geq 0$.
In the rest of this subsection, we give the necessary and sufficient condition for the case $T$ is of rank 2 .

Consider a linear transformation of rank 2 on $S_{n}(\mathbb{R})$

$$
\begin{equation*}
T(A)=\operatorname{tr}\left(A B_{1}\right) U_{1}+\operatorname{tr}\left(A B_{2}\right) U_{2}, \tag{3}
\end{equation*}
$$

where $U_{1}, U_{2}$ are linear independent and positive definite. By virtue of Lemma 3, there exists an invertible matrix $W$ such that $W U_{1} W^{t}=I_{n}$ and $W U_{2} W^{t}=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right) ; \mu_{i}>$ $0, i=1,2, \ldots, n$. Let $\mu_{\text {min }}=\min \left\{\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right\}$ and $\mu_{\max }=\max \left\{\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right\}$, then we have

Theorem 6 The linear transformation (3) is positive definite preserving if and only if $B_{1}+\mu_{\min } B_{2}$ and $B_{1}+\mu_{\max } B_{2}$ are positive semi-definite.

Proof. Consider the linear transformation $T_{1}(A)=W T(A) W^{t}$. It is easy to see that

$$
T_{1}(A)=\operatorname{tr}\left(A B_{1}\right) I_{n}+\operatorname{tr}\left(A B_{2}\right) \operatorname{diag}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)
$$

and $T$ is positive definite preserving if and only if $T_{1}$ is. Thus, we need only to prove the theorem for $T_{1}$. First we observe that

$$
\begin{align*}
& \operatorname{tr}\left(A B_{1}\right) I_{n}+\operatorname{tr}\left(A B_{2}\right) \operatorname{diag}\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)>0 \\
\Leftrightarrow & \operatorname{tr}\left(A B_{1}\right)+\operatorname{tr}\left(A B_{2}\right) \mu_{i}>0, \forall i=1,2, \ldots, n \\
\Leftrightarrow & \operatorname{tr}\left(A B_{1}\right)+\operatorname{tr}\left(A B_{2}\right) \mu_{\min }>0, \operatorname{tr}\left(A B_{1}\right)+\operatorname{tr}\left(A B_{2}\right) \mu_{\max }>0 . \tag{4}
\end{align*}
$$

But, the fact that (4) is equivalent to $B_{1}+\mu_{\min } B_{2}>0$ and $B_{1}+\mu_{\max } B_{2}>0$, is followed by Lemma 2 .

### 3.2 The case of rank r

With a proof similar to the above, we have the following
Theorem 7 Let $T$ be the linear transformation of form 园, where $U_{i}, i=1,2, \ldots, U_{r}$ are linear independent and positive definite. Furthermore, suppose that there exists an invertible matrix $W$, such that $W U_{k} W^{t}=\operatorname{diag}\left(\lambda_{1 k}, \lambda_{2 k} \ldots, \lambda_{n k}\right), i=1,2, \ldots r$, then $T$ is positive definite preserving if and only if $\sum_{k=1}^{r} \lambda_{i k} B_{k}, i=1, \cdots, n$ are positive semidefinite.

By virtue of Lemma 2, we have
Theorem 8 Consider a linear transformation of form (11), where $U_{k}>0$. If $B_{k} \geq 0, i=$ $1,2, \ldots, r$; then $T$ is positive definite preserving.

For a matrix $X \in S_{n}(\mathbb{R})$, denote by $\lambda_{\min }(X), \lambda_{\max }(X)$ the smallest and largest eigenvalues of $X$, respectively while $\lambda_{\mathrm{m}-\mathrm{m}}(X)$ can be $\lambda_{\min }(X)$ or $\lambda_{\max }(X)$. The following is a sufficient condition for a linear transformation of form 1 to be positive definite preserving.

Theorem 9 Let $T$ be the linear transformation of form (1), where $U_{i}, i=1,2, \ldots, U_{r}$ are linear independent and positive definite. If $\sum_{k=1}^{r} \lambda_{\mathrm{m}-\mathrm{m}}\left(U_{k}\right) B_{k}$ are all non-zero and positive semi-definite, then $T$ is positive definite preserving.

Proof. By the assumption and Lemma 2, we have $\sum_{k=1}^{r} \operatorname{tr}\left(A B_{k}\right) \lambda_{\mathrm{m}-\mathrm{m}}\left(U_{k}\right)>0$ for any psitive definite matrix $A$. But,

$$
\begin{align*}
\lambda_{\text {min }}\left[\sum_{k=1}^{r} \operatorname{tr}\left(A B_{k}\right) U_{k}\right] & \geq \sum_{k=1}^{r} \lambda_{\min }\left[\operatorname{tr}\left(A B_{k}\right) U_{k}\right]  \tag{5}\\
& \geq \min \left\{\sum_{k=1}^{r} \operatorname{tr}\left(A B_{k}\right) \lambda_{\mathrm{m}-\mathrm{m}}\left(U_{k}\right)\right\}>0 . \tag{6}
\end{align*}
$$

The theorem is proved.
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