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WELL-POSEDNESS FOR THE FIFTH ORDER KDV EQUATION

Takamori Kato

Graduate School of Mathematics, Nagoya University

Chikusa-ku, Nagoya, 464-8602, Japan

Abstract. We consider the Cauchy problem of the fifth order KdV equation

with low regularity initial data. We cannot apply the iteration argument to this

problem when initial data is given in the Sobolev space Hs for any s ∈ R. So we

give initial data in Hs,a equipped with the norm

‖ε‖Hs,a := ‖〈ξ〉s−a|ξ|aϕ̂‖L2

ξ
.

Then we recover derivatives of the nonlinear term to be able to use the itera-

tion method. Therefore we obtain the local well-posedness in Hs,a with s ≥
max{−1/4,−2a− 2}, −3/2 < a ≤ −1/4 and (s, a) 6= (−1/4,−7/8). Moreover,

we obtain ill-posedness in some sense when s < max{−1/4,−2a− 2}, a ≤ −3/2

or a > −1/4. The main tool is a variant of the Fourier restriction norm method,

which is based on Kishimoto’s work (2009).

1. Introduction

We consider the Cauchy problem of the following fifth order KdV equation:




∂tu− ∂5xu+ c1∂x(u
3) + c2∂x(∂xu)

2 + c3∂x(u∂
2
xu) = 0, in [0, T ]× R,

u(0, x) = u0(x), x ∈ R,
(1.1)

where c1, c2, c3 ∈ R with c3 6= 0. Here the given data u0 and the unknown function

u are real-valued or complex-valued. The Lax equation,

∂tu− ∂5xu− 10∂x(u
3) + 5∂x(∂xu)

2 + 10∂x(u∂
2
xu) = 0, (1.2)

is one of the KdV hierarchies. The equation is completely integrable and has an

infinite number of conservation laws as follows:
∫
u2dx,

∫
(∂xu)

2 + 2u3dx,

∫
(∂2xu)

2 + 5∂x(∂xu)
2 +

5

2
u4dx, etc.
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The fifth order KdV equation models several water wave physics (see, for instance,

[2], [3], [20]). Our main aim is to prove the local well-posedness (LWP for short) for

(1.1) with low regularity data.

By using the theory of complete integrability, we obtain global solutions of (1.2)

with Schwartz initial data. But this method does not work for the well-posedness

problem of (1.1) generalizing (1.2) to non-integrable case. So the theory of dispersive

PDEs is required. The main tool is the Fourier restriction norm method introduced

by Bourgain [4].

We recall some known results for (1.1) with data given in the Sobolev spaceHs(R).

Here this space is defined by the norm

‖ϕ‖Hs := ‖〈ξ〉sϕ̂‖L2
ξ
,

where 〈ξ〉s := (1 + |ξ|2)1/2 and ϕ̂ is the Fourier transform of ϕ. Ponce [22] proved

LWP in Hs for s ≥ 4 by the compactness argument, which was improved to s > 5/2

by Kwon [16]. Kenig, Ponce and Vega [12] studied the Cauchy problem for the

higher order dispersive equation:

∂tu+ ∂2j+1
x u+ P (u, ∂xu, · · · , ∂2jx u) = 0,

where P is a polynomial having no constant and linear term. Using the local smooth-

ing estimates established in [11], they showed LWP in the weighted Sobolev space

L2(|x|mdx) ∩ Hs where s > 0 and m ∈ N ∪ {0} are some large numbers (see also

[21]). When s > j− 3
2
− 1

2j
+ 2j−1

2r′
and 1 < r′ ≤ 2j

2j−1
with j ≥ 2, Grönrock [8] proved

LWP for the Cauchy problem of the 2j + 1th order KdV equation in Ĥr
s equipped

with the norm

‖ϕ‖Ĥr
s
:= ‖〈ξ〉sϕ̂‖Lr′

ξ
, where

1

r
+

1

r′
= 1.

Namely, he obtained LWP for (1.1) in Ĥr
s when s > 1

4
+ 3

2r′
and 1 < r ≤ 4

3
.

Moreover, Kwon [16] proved LWP for the Cauchy problem of the modified fifth

order KdV equation,

∂tu− ∂5xu− 6∂x(u
5) + 10∂x(u(∂xu)

2) + 10∂x(u
2∂2xu) = 0, (1.3)

at critical case H3/4, which is proven by using the [k,Z]-multiplier norm method

and the block estimates established by Tao [23].

The difficult point in this problem is that the nonlinear term ∂x(u∂
2
xu) has more

derivatives than can be recovered by the smoothing effects Lemma 2.1–2.3 below.

Precisely speaking, we only recover two derivatives by these effects. From this

fact, the data-to solution map for (1.1) is not C2 from Hs to C([0, T ] : Hs) for any
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s ∈ R. This causes a strong interaction between high and low frequencies data. This

type of phenomenon is observed in the Benjamin-Ono equation and the Kadomtsev-

Petviashvili-I equation. In [17] and [18], Molinet, Saut and Tzvetkov showed the

data-to-solution maps of these equations are not C2. Using their argument, we prove

that (1.1) cannot have its data-to-solution map C2. We first define the quadratic

term of the Taylor expansion of the data-to-solution map as

A2(u0)(t) = −c2
∫ t

0

U(t− s)∂x(∂xu1(s))
2ds− c3

∫ t

0

U(t− s)∂x(u1(s)∂
2
xu1(s))ds.

(1.4)

where U(t) := et∂
5
x and u1(t) := U(t)u0. Next, we put the sequence of initial data

{φN}∞N=1 ∈ H∞ as follows:

φ̂N(ξ) = N−s+2 χ[N−N−4,N+N−4](ξ) +N2χ[N−4/2,N−4](ξ), (1.5)

for N ≫ 1. Clearly, ‖φN‖Hs ∼ 1. Substituting (1.5) into (1.4), we obtain, for |t|
bounded,

‖A2(φN)(t)‖Hs ≥ CN,

which implies the claim by the general argument in [9]. This implies that the

Picard iteration is not available if the data-to-solution would be real-analytic. The

modified fifth order KdV equation (1.3) is linked with the fifth order KdV equation

(1.2) through the Miura transform v 7→ u = α∂xv + βv2 for some constants α, β.

If v is a smooth solution of (1.3), then u solves (1.2). But (1.1) is a non-integrable

equation so that it seems unable to apply the Miura transform.

To avoid this difficulty, we change the space in which initial data is given as

follows:

Hs,a(R) :=
{
u ∈ Z ′(R) ; ‖u‖Hs,a := ‖〈ξ〉s−a|ξ|aû‖L2

ξ
<∞

}
,

where Z ′(Rn) denotes the dual space of

Z(Rn) :=
{
u ∈ S(Rn) ; DαFu(0) = 0 for every multi-index α

}
.

For the details of Z(R), see e.g. pp. 237 in [24].

We remark that we can recover derivatives of the nonlinear term ∂x(u∂
2
xu) in

the interaction between high and low frequencies data when a < 0. Therefore the

iteration method works in the case

s ≥ max
{
−1

4
,−2a− 2

}
, −3

2
< a ≤ −1

4
and (s, a) 6= (−1

4
,−7

8
), (1.6)

and we obtain the well-posedness results in Hs,a as follows.
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Theorem 1.1. Let s, a satisfy (1.6). Then (1.1) is locally well-posed in Hs,a(R).

We obtain a priori estimate by using two conserved quantities
∫
u2dx,

∫
(∂xu)

2 +
2

5
αu3dx,

where α ∈ R \ {0} when

c1 = −2

5
α2, c2 = α and c3 = 2α. (1.7)

Proposition 1.2. Let u be a solution to (1.1) with (1.7). Then, for −1 ≤ a ≤ −1/4,

we obtain

sup
0≤t≤T

‖u(t, ·)‖2H1,a ≤ C
{
‖u0‖2H1,a + ‖u0‖10/3L2 + T 4/3

(
‖u0‖10/3H1 + ‖u0‖5L2

)}
. (1.8)

By this proposition, we extend the time local solutions obtained by Theorem 1.1

to time global ones.

Theorem 1.3. Let s ≥ 1 and −1 ≤ a ≤ −1/4. Then (1.1) with (1.7) is globally

well-posed in Hs,a(R).

We put sa = −2a − 2 and Br(X ) := {u ∈ X ; ‖u‖X ≤ r} for a Banach space

X . We prove ill-posedness in the following sense when s < max{−1/4,−2a − 2},
a ≤ −3/2 or a > −1/4.

Theorem 1.4. (i) Let r > 1, −3/2 < a < −7/8 and c2 6= c3. Then, from Propo-

sition 5.1 below, there exist T > 0 and the flow map for (1.1) Br(H
sa,a) ∋ u0 7→

u(t) ∈ Hsa,a for any t ∈ (0, T ]. Then the flow map is discontinuous on Br(H
sa,a)

(with Hs,a topology) to Hsa,a (with Hs,a topology) for any s < sa.

(ii) Let s < −2a − 2, a ≤ −3/2 or a > −1/4. Then there is no T > 0 such that

for (1.1) with c2 6= c3 , u0 7→ u(t), is C2 as a map from Br(H
s,a) to Hs,a for any

t ∈ (0, T ] .

(iii) Let s < −1/4, a ∈ R and c1 6= 1
5
c3(c3 − c2). Then there is no T > 0 such that

the flow map for (1.1), u0 7→ u(t), is C3 as a map from Br(H
s,a) to Hs,a for any

t ∈ (0, T ].

Remark. (i) We do not know weather LWP for (1.1) holds or not in H−1/4,−7/8.

(ii) From Theorems 1.1 and 1.4, (1.1) is locally well-posed in Ḣ−1/4 and ill-posed in

Ḣs in some sense when s 6= −1/4.

The main idea is how to define the function space to construct the solution of

(1.1). The bilinear estimates of the nonlinear term ∂x(u∂
2
xu) plays an important
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role to prove Theorem 1.1. We introduce the Bourgain space X̂s,a,b corresponding

to Hs,a as follows:

X̂s,a,b := {f ∈ Z ′(R2) ; ‖f‖X̂s,a,b := ‖〈ξ〉s−a|ξ|a〈τ − ξ5〉bf‖L2
τ,ξ
<∞}.

We consider the bilinear estimate of the nonlinear term ∂x(u∂
2
xu) in the Bourgain

space X̂s,a,b as follows:

‖ξ(ξ2f) ∗ g‖X̂s,a,b−1 ≤ C‖f‖X̂s,a,b‖g‖X̂s,a,b. (1.9)

But, from Examples 1–3 in Appendix, (1.9) fails for any b ∈ R when

s = −1

4
, −7

8
< a ≤ −1

4
, (1.10)

s = −1

4
+ ε1, a = −7

8
and s = −2a− 2, −27

28
< a < −7

8
. (1.11)

where ε1 is a sufficiently small number such that 0 < ε1 ≤ s + 1/4. Therefore the

standard argument of the Fourier restriction norm method does not work for (1.10)–

(1.11). To overcome this difficulty, we make a modification on the Bourgain space

to establish the bilinear estimates when (1.10)–(1.11). An idea of a modification

of the Bourgain space is used by Bejenaru-Tao [1] in which they prove LWP at

critical regularity s = −1 for the quadratic Schrödinger equation with the nonlinear

term u2. We consider the typical counterexamples of the bilinear estimate to find a

suitable function space.

From Example 3 in Appendix, we have to take b = 1/2 in the neighborhood of

the curve
{
τ =

ξ5

16
and |ξ| ≥ 1

}
to obtain (1.9) for (1.10). Thus we modify the

Bourgian norm in the high frequency part {|ξ| ≥ 1} as follow:

‖f‖
X̂

s,1/2
(2,1)

:=
∥∥{‖〈ξ〉s〈τ − ξ5〉1/2f‖L2

τ,ξ(Aj∩Bk)

}
j,k≥0

∥∥
l2j l

1
k

.

where Aj , Bk are two dyadic decompositions as follows:

Aj :=
{
(τ, ξ) ∈ R

2 ; 2j ≤ 〈ξ〉 < 2j+1
}
,

Bk :=
{
(τ, ξ) ∈ R

2 ; 2k ≤ 〈τ − ξ5〉 < 2k+1
}
,

for j, k ∈ N ∪ {0}. For a Banach space X and a set Ω ⊂ Rn, ‖ · ‖X (Ω) denotes

‖f‖X (Ω) = ‖χΩf‖X where χΩ is the characteristic function of Ω.

From Examples 1 and 2 in Appendix, we need to take b = 3a/5+10 on the domain

D0 :=
{
(τ, ξ) ∈ R

2 ; |ξ| ≤ 1 and |τ | ∼ |ξ|−5/3
}
,
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so that (1.9) holds for (1.10). Thus we modify the Bourgain norm in the low fre-

quency part {|ξ| ≤ 1} as follows:

‖f‖X̂a
L
:=





‖f‖
X̂

−1/4,3/4
L (D1)

+ ‖f‖
X̂

−1/4,3/4,1
L (D2)

for a = −1/4,

‖f‖
X̂

a,5a/3+9/10,1
L (A0)

for − 7/8 < a < −1/4,

‖f‖
X̂

−7/8,3/8+ε1/2
L (A0)

for a = −7/8,

‖f‖
X̂

a,3/8+ε2/2
L (A0)

for − 3/2 < a < −7/8.

where

D1 :=
{
(τ, ξ) ∈ R

2 ; |ξ| ≤ 1 and |τ | ≥ |ξ|−5/3
}
,

D2 :=
{
(τ, ξ) ∈ R

2 ; |ξ| ≤ 1 and |τ | ≤ |ξ|−5/3
}
,

and ε2 is a sufficiently small number such that 0 < ε2 ≤ −(a+7/8). Here X̂a,b
L , X̂a,b,1

L

are defined by the norm

‖f‖X̂a,b
L

:= ‖|ξ|a〈τ − ξ5〉bf‖L2
τ,ξ(A0),

‖f‖X̂a,b,1
L

:=
∑

k≥0

2bk‖|ξ|af‖L2
τ,ξ(A0∩Bk).

This idea of a modification of the Bourgain norm in the low frequency part is

based on Kishimoto’s work [13] which proved LWP and global well-posedness for

the Cauchy problem of the KdV equation at the critical case H−3/4 (see also [10]).

From the above argument, we define the function space Ẑs,a as follows:

Ẑs,a :=
{
f ∈ Z ′(R2) ; ‖f‖Ẑs,a := ‖phf‖X̂s,1/2

(2,1)

+ ‖plf‖X̂a
L
<∞

}
.

where ph, pl are projection operators such that (phf)(ξ) := f(ξ)||ξ|≥1, (plf)(ξ) :=

f(ξ)||ξ|≤1. Using the function space above, we obtain the following nonlinear esti-

mates which are the main ones in this paper.

Proposition 1.5. Let s, a satisfy (1.6). Then the following estimates hold.

‖〈τ − ξ5〉−1ξ(ξf) ∗ (ξg)‖Ẑs,a

+ ‖〈ξ〉s−a|ξ|a〈τ − ξ5〉−1ξ(ξf) ∗ (ξg)‖L2
ξL

1
τ
≤ C‖f‖Ẑs,a‖g‖Ẑs,a (1.12)

‖〈τ − ξ5〉−1ξ(ξ2f) ∗ g‖Ẑs,a

+ ‖〈ξ〉s−a|ξ|a〈τ − ξ5〉−1ξ(ξ2f) ∗ g‖L2
ξL

1
τ
≤ C‖f‖Ẑs,a‖g‖Ẑs,a, (1.13)

‖〈τ − ξ5〉−1ξ f ∗ g ∗ h‖Ẑs,a

+ ‖〈ξ〉s−a|ξ|a〈τ − ξ5〉−1ξ f ∗ g ∗ h‖L2
ξL

1
τ
≤ C‖f‖Ẑs,a‖g‖Ẑs,a‖h‖Ẑs,a. (1.14)
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We omit the proof of (1.12) because we immediately obtain (1.12) from (1.13).

Therefore we only prove (1.13) and (1.14).

We use A . B to denote A ≤ CB for some positive constant C and write A ∼ B

to mean A . B and B . A. The rest of this paper is planned as follows. In Section

2, we give some preliminary lemmas. By using these lemmas, we prove the bilinear

estimate (1.13) in Section 3 and the trilinear estimate (1.14) in Section 4. In Section

5, we give the proofs of Theorem 1.1, Proposition 1.2 and Theorem 1.4.

Acknowledgement. The author would like to appreciate his adviser Kotaro Tsug-

awa for many helpful conversation and encouragement and thank Dr. Kishimoto for

helpful comments.

2. Preliminaries

In this section, we prepare the smoothing effects and linear estimates to show

the main theorems and the nonlinear estimates. When we use the variables (τ, ξ),

(τ1, ξ1) and (τ2, ξ2), we always assume the relation

(τ, ξ) = (τ1, ξ1) + (τ2, ξ2).

We mention the smoothing effects for the operator e−t∂5
x .

Lemma 2.1. Suppose that f, g is supported on a single Aj for j ≥ 0. Then

‖|ξ|3/4f ∗ g‖L2
τ,ξ

. ‖f‖
X̂

0,1/2
(2,1)

‖g‖
X̂

0,1/2
(2,1)

. (2.1)

Moreover if

K := inf{|ξ1 − ξ2| ; ∃τ1, τ2 s.t. (τ1, ξ1) ∈ supp f, (τ2, ξ2) ∈ supp g} > 0,

then we have

‖|ξ|1/2 f ∗ g‖L2
τ,ξ

. K−3/2‖f‖
X̂

0,1/2
(2,1)

‖g‖
X̂

0,1/2
(2,1)

. (2.2)

Proof. It suffices to show that
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτ1dξ1dτdξ
∣∣∣

. 2k1/22k2/2‖f‖L2
τ,ξ
‖g‖L2

τ,ξ
‖|ξ|−3/4h‖L2

τ,ξ
(2.3)

and
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτ1dξ1dτdξ
∣∣∣

. K−3/2 2k1/22k2/2‖f‖L2
τ,ξ
‖g‖L2

τ,ξ
‖|ξ|−1/2h‖L2

τ,ξ
, (2.4)
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when f , g are restricted to Bk1, Bk2 for k1, k2 ≥ 0. That is the reason why we use

(2.3) and the triangle inequality to have
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτ1dξ1dτdξ
∣∣∣

.
∑

k1

∑

k2

∣∣∣
∫

R2

∫

R2

(χBk1
f)(τ1, ξ1)(χBk2

g)(τ − τ1, ξ − ξ1)dτ1dξ1h(τ, ξ)dτdξ
∣∣∣

.
∑

k1

2k1/2‖f‖L2
τ,ξ(Bk1

)

∑

k2

2k2/2‖g‖L2
τ,ξ(Bk2

)‖|ξ|−3/4h‖L2
τ,ξ
,

which implies (2.1). Moreover, if we assume (2.4), we obtain (2.2) in the same

manner as above.

We prove (2.3) and (2.4). We use Schwarz’s inequality twice and Fubini’s theorem

to have
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτ1dξ1dτdξ
∣∣∣

. sup
(τ,ξ)∈R2

m(τ, ξ)1/2‖f‖L2
τ,ξ
‖g‖L2

τ,ξ
‖h‖L2

τ,ξ
,

where

m(τ, ξ) =

∫
χΛ1(τ, ξ, τ1, ξ1)dτ1dξ1,

and

Λ1 :=
{
(τ, ξ, τ1, ξ1) ∈ R

4 ; (τ1, ξ1) ∈ supp f, (τ − τ1, ξ − ξ1) ∈ supp g
}
.

Therefore (2.3) and (2.4) are reduced to the estimate

m(τ, ξ) . min
{
K−3 2k1+k2|ξ|−1, 2k1+k2 |ξ|−3/2

}
, (2.5)

and we estimate m. Here we fix τ , ξ 6= 0 and consider the variation of ξ1. The

identity

(τ − ξ5

16
)− (τ1 − ξ51)−

{
(τ − τ1)− (ξ − ξ1)

5
}
=

5

16
ξ(2ξ1 − ξ)2

{
(2ξ1 − ξ)2 + 2ξ2

}

implies

max

{{16

5

|M − C(2k1 + 2k2)|
|ξ| + ξ4

}1/2

− ξ2, K2

}

≤ |2ξ1 − ξ|2 ≤
{16

5

M + C(2k1 + 2k2)

|ξ| + ξ4
}1/2

− ξ2. (2.6)

where M = |τ − ξ5/16| and C is some positive constant. If

K ≥
{{16

5

|M − C(2K1 + 2K2)|
+ ξ4

}1/2

− ξ2
}1/2

,
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then the variation of |2ξ1 − ξ| is bounded by

[{16

5

M + C(2k1 + 2k2)

|ξ| + ξ4
}1/2

− ξ2
]1/2

−K =
M

1/2
τ,ξ − (K2 + ξ2)

(M
1/2
τ,ξ − ξ2)1/2 +K

≤
32C
5|ξ|

(2k1 + 2k2)
{
(M

1/2
τ,ξ − ξ2)1/2 +K

}{
M

1/2
τ,ξ + (K2 + ξ2)

} , (2.7)

where

Mτ,ξ :=
16

5

M + C(2k1 + 2k2)

|ξ| + ξ4.

We note that there exists δ1 > 0 such that

(M
1/2
τ,ξ − ξ2)1/2 ≥ δ1|ξ|−3(2k1/2 + 2k2/2). (2.8)

Following (2.7) and (2.8), the variation of ξ1 is at most

O
(
min

{
|ξ|−1K−3(2k1 + 2k2), |ξ|−3/2(23k1/4 + 23k2/4)

})
. (2.9)

When

K ≤
[{16

5

|M − C(2k1 + 2k2)|
|ξ| + ξ4

}1/2

− ξ2
]1/2

,

the variation of ξ1 is bounded by (2.9) in the same manner as above. Next we also

fix ξ1. Then

|τ1 − ξ51| . 2k1 and |(τ − τ1)− (ξ − ξ1)
5| . 2k2

imply that the variation of τ1 is at most O
(
min{2k1, 2k2}

)
. Combining this and

(2.9), we obtain

m(τ, ξ) .
{
|ξ|−1K−32k1+k2 , |ξ|−3/2max{23k1/4, 23k2/4}min{2k1, 2k2}

}
,

which shows (2.5). �

Lemma 2.2. Assume that g is supported on a single Aj for j ≥ 0 and g is an

arbitrary test function. Then

‖f ∗ g‖L2
τ,ξ(Bk) . 23k/8 ‖|ξ|−3/4f‖L2

τ,ξ
‖g‖

X̂
0,1/2
(2,1)

. (2.10)

Moreover if a non-empty set Ω ⊂ R2 satisfies

K1 := inf{|ξ + ξ2| ; ∃τ, τ2 s.t. (τ, ξ) ∈ Ω, (τ2, ξ2) ∈ supp g} > 0,

then we have

‖f ∗ g‖L2
τ,ξ(Ω∩Bk) . 2k/2 K

−3/2
1 ‖|ξ|−1/2f‖L2

τ,ξ
‖g‖

X̂
0,1/2
(2,1)

. (2.11)
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Proof. If g is restricted to Bk2 for k2 ≥ 0, it suffices to show
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτdξdτ1dξ1

∣∣∣

. 23k/82k2/2‖|ξ|−3/4f‖L2
τ,ξ
‖g‖L2

τ,ξ
‖h‖L2

τ,ξ
(2.12)

for h ∈ L2
τ,ξ(Bk) and

∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτdξdτ1dξ1

∣∣∣

. K
−3/2
1 2k/2+k2/2‖|ξ|−1/2f‖L2

τ,ξ
‖g‖L2

τ,ξ
‖h‖L2

τ,ξ
(2.13)

for h ∈ L2
τ,ξ(Bk∩Ω). That is the reason why we use (2.12) and the triangle inequality

to have
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτdξdτ1dξ1

∣∣∣

.
∑

k2

∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)(χBk2
g)(τ − τ1, ξ − ξ1)h(τ, ξ)dτdξdτ1dξ1

∣∣∣

.23k/8‖|ξ|−3/4f‖L2
τ,ξ

∑

k2

2k2/2‖g‖L2
τ,ξ(Bk2

)‖h‖L2
τ,ξ
,

which implies (2.10). Moreover, if we assume (2.13), we use the triangle inequality

to obtain (2.11) in the same manner as above.

We prove (2.12) and (2.13). We use Schwarz’s inequality twice and Fubini’s

theorem to have
∣∣∣
∫

R2

∫

R2

f(τ1, ξ1)g(τ − τ1, ξ − ξ1)h(τ, ξ)dτdξdτ1dξ1

∣∣∣

. sup
(τ1,ξ1)∈R2

m1(τ1, ξ1)
1/2‖f‖L2

τ,ξ
‖g‖L2

τ,ξ
‖h‖L2

τ,ξ
,

where

m1(τ1, ξ1) :=

∫

R2

χΛ2(τ, ξ, τ1, ξ1)dτdξ

and

Λ2 :=
{
(τ, ξ, τ1, ξ1) ∈ R

4 ; (τ − τ1, ξ − ξ1) ∈ supp f, (τ, ξ) ∈ supp h
}
.

Therefore (2.12) and (2.13) are reduced to the estimate.

m1(τ1, ξ1) . min
{
K−3

1 |ξ1|−12k+k2, |ξ1|−3/223k/42k2
}
. (2.14)

Now we fix τ1 and ξ1 6= 0 and estimate m1. We use the identity

(τ1 −
ξ51
16

)− (τ − ξ5) +
{
(τ − τ1)− (ξ − ξ1)

5
}
=

5

16
ξ1(2ξ − ξ1)

2
{
(2ξ − ξ1)

2 + 2ξ21
}
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to have

max

{{16

5

|M1 − C(2k + 2k2)|
|ξ1|

+ ξ41

}1/2

− ξ21 , K
2
1

}

≤ |2ξ − ξ1|2 ≤
{16

5

M1 + C(2k + 2k2)

|ξ1|
+ ξ41

}1/2

− ξ21 ,

where M1 := |τ1 − ξ51/16|. This estimate shows (2.14) by following the proof of

Lemma 2.1. �

Lemma 2.3. Assume that f is supported on a single Aj for j ≥ 0 and g is an

arbitrary test function. Then

‖f ∗ g‖L2
τ,ξ(Bk) . 23k/8 ‖f‖

X̂
0,1/2
(2,1)

‖|ξ|−3/4 g‖L2
τ,ξ
. (2.15)

Moreover if a non-empty set Ω ⊂ R2 satisfies

K2 := inf{|ξ + ξ1| ; ∃τ, τ1 s.t. (τ, ξ) ∈ Ω, (τ1, ξ1) ∈ supp f} > 0,

then we have

‖f ∗ g‖L2
τ,ξ(Ω∩Bk) . 2k/2 K

−3/2
2 ‖f‖

X̂
0,1/2
(2,1)

‖|ξ|−1/2 g‖L2
τ,ξ
. (2.16)

In the same manner as the proof of Lemma 2.2, we immediately obtain (2.15)

and (2.16) by symmetry. We put a smooth cut-off function ϕ(t) satisfying ϕ(t) =

1 for |t| < 1 and = 0 for |t| > 2 and define ‖ · ‖Zs,a as ‖u‖Zs,a := ‖û‖Ẑs,a . We

mention the linear estimates below.

Proposition 2.4. Let s, a ∈ R and u(t) = ϕ(t)U(t)u0. Then the following estimate

holds.

‖u‖Zs,a + ‖u‖L∞
t (R;Hs,a

x ) . ‖u0‖Hs,a .

Proposition 2.5. Let s, a ∈ R and

u(t) = ϕ(t)

∫ t

0

U(t− s)F (s)ds.

Then the following estimate holds.

‖u‖Zs,a + ‖u‖L∞
t (R;Hs,a

x ) . ‖F−1
τ,ξ 〈τ − ξ5〉−1F̂‖Zs,a + ‖〈ξ〉s−a |ξ|a 〈τ − ξ5〉−1F̂‖L2

ξL
1
τ
.

The proofs of these propositions are given in [7].
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3. Proof of the bilinear estimates

In this section, we prove the bilinear estimate (1.13). We use the following notation

for simplicity,

A<j1 :=
⋃

j<j1

Aj, B[k1,k2) :=
⋃

k1≤k<k2

Bk, etc.

Here we state the key bilinear estimates as follows.

Proposition 3.1. Let s, a satisfy (1.6). Suppose that f and g are restricted on Aj1

and Aj2 for j1, j2 ∈ N ∪ {0}. For j ≥ 0, we obtain

‖〈τ − ξ5〉−1 ξ (ξ2f) ∗ g‖Ẑs,a(Aj)
. C(j, j1, j2)‖f‖Ẑs,a‖g‖Ẑs,a, (3.1)

∥∥ 〈ξ〉s−a |ξ|a+1 〈τ − ξ5〉−1 (ξ2f) ∗ g
∥∥
L2
ξL

1
τ (Aj)

. C(j, j1, j2)‖f‖Ẑs,a‖g‖Ẑs,a, (3.2)

in the following eight cases.

(i) At least two of j, j1, j2 are less than 30 and C(j, j1, j2) ∼ 1.

(ii) j1, j2 ≥ 30, |j1 − j2| ≤ 1, 0 < j < j1 − 9 and C(j, j1, j2) ∼ 2−δj for some

δ > 0.

(iii) j, j2 ≥ 30, |j − j2| ≤ 10, 0 < j1 < j − 10 and C(j, j1, j2) ∼ 2−δj1 + 2−δ(j−j1)

for some δ > 0.

(iv) j, j1 ≥ 30, |j − j1| ≤ 10, 0 < j2 < j − 10 and C(j, j1, j2) ∼ 2−δj2 + 2−δ(j−j2)

for some δ > 0.

(v) j, j1, j2 ≥ 30, |j − j1| ≤ 10, |j − j2| ≤ 10 and C(j, j1, j2) ∼ 1.

(vi) j1, j2 ≥ 30, j = 0 and C(j, j1j2) ∼ 1.

(vii) j, j2 ≥ 30, j1 = 0 and C(j, j1, j2) ∼ 1.

(viii) j, j1 ≥ 30, j2 = 0 and C(j, j1, j2) ∼ 1.

Combining this proposition and the L2
ξ-property of Ẑs,a, namely

‖f‖2
Ẑs,a =

∑
j ‖f‖2Ẑs,a(Aj)

, we obtain (1.13).

Proof. We put 2kmax := max{2k, 2k1, 2k2}. Then we have

2kmax &
∣∣ξξ1(ξ − ξ1)

{
ξ2 + ξ21 + (ξ − ξ1)

2
}∣∣.

From the definition, we easily obtain

X̂s,a,3/4+ε →֒ Ẑs,a →֒ X̂s,a,3/8. (3.3)

where ε > 0 is sufficiently small.

(I) Estimate for (i). In this case, we can assume j, j1, j2 ≤ 40. The left hand sides

of (3.1) and (3.2) is bounded by C‖|ξ|a+1〈τ − ξ5〉−1/4+εf ∗ g‖L2
τ,ξ

from (3.3). We use
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the Hölder inequality and the Young inequality to obtain

‖|ξ|a+1〈τ − ξ5〉−1/4+εf ∗ g‖L2
τ,ξ

. ‖f ∗ g‖L∞
ξ L2

τ

. ‖f‖
L2
ξL

4/3
τ

‖g‖
L2
ξL

4/3
τ

. ‖f‖X̂0,a,3/8‖g‖X̂0,a,3/8,

which implies the desired estimate from (3.3).

From the estimate in the cases (iv) and (viii), we easily obtain (3.1) in the cases

(iii) and (vii) because we recover derivative losses in these cases. Therefore we omit

the proof in the cases (iii) and (vii). We first prove (3.1) in other cases.

(II) Estimate for (ii). We prove

2(s+1)j 22j1
∑

k≥0

2−k/2‖f ∗ g‖L2
τ,ξ(Aj∩Bk) . 2−δj‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.4)

(IIa) We consider (3.4) in the case 2kmax = 2k. From 2k & 24j1+j, we use (2.2)

with K ∼ 2j1 to have

(L.H.S.) ∼ 2(s+1)j 2(−2s+2)j1
∑

k≥4j1+j+O(1)

2−k/2‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk)

. 2(s+1/2)j 2−2sj1‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

. 2sj 2(−2s−3/2)j1‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

which is bounded by 2−5j/4‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

for s ≥ −1/4.

(IIb) We consider (3.4) in the case 2kmax = 2k2. From 2−k2/2 . 2−k/82−3j1/22−3j/8,

we use (2.16) with K2 ∼ 2j1 to obtain

(L.H.S.) . 2(s+5/8)j 2(−2s+1/2)j1
∑

k≥0

2−5k/8‖(〈ξ〉sf) ∗ (〈ξ〉s〈τ − ξ5〉1/2g)‖L2
τ,ξ(Bk)

. 2(s+5/8)j 2(−2s−3/2)j1
∑

k≥0

2−k/8‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

,

which shows the required estimate for s ≥ −1/4.

In the same manner as above, we obtain the desired estimate in the case 2kmax =

2k1 by symmetry.

(III) Estimate for (iii). We prove

2(s+3)j
∑

k≥0

2−k/2‖f ∗ g‖L2
τ,ξ(Bk) .

(
2−δj1 + 2−δ(j−j1)

)
‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.5)
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(IIIa) We consider (3.5) in the case 2kmax = 2k. Since 2k & 24j+j2, we use (2.2)

with K ∼ 2j to have

(L.H.S.) ∼2−sj2 23j
∑

k≥4j+j2+O(1)

2−k/2‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk)

.2(−s−1/2)j2 2j‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

.2(−s−1/2)j2 2−j‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

(IIIb) We consider (3.5) in the case 2kmax = 2k1. From 2k1 & 24j+j2, we have

2−k1/2 . 2−k/82−3j/22−3j2/8. Then we use (2.11) with K1 ∼ 2j to have

(L.H.S.) .2(−s−3/8)j2 23j/2
∑

k≥0

2−5k/8‖(〈ξ〉s〈τ − ξ5〉1/2f) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk)

.2(−s−3/8)j2 2−j/2
∑

k≥0

2−k/8‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

,

which implies the desired estimate for s ≥ −1/4.

(IIIc) We consider (3.5) in the case 2kmax = 2k2. Since 2−k2/2 . 2−k/82−3j/22−3j2/8,

we use (2.16) with K2 ∼ 2j to have

(L.H.S.) .2(−s−3/8)j223j/2
∑

k≥0

2−5k/8‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk)

.2(−s−7/8)j2
∑

k≥0

2−k/8‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

,

which shows the required estimate.

(VI) Estimate for (v). We prove

2(s+3)j
∑

k≥0

2−k/2‖f ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.6)

(VIa) We consider (3.6) in the case 2kmax = 2k. Since 2k & 25j, we have

(L.H.S.) ∼2(−s+3)j
∑

k≥5j+O(1)

2−k/2‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk)

.2(−s+1/2)j‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ
,

which shows the desired estimate by using (2.1).
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(VIb) We consider (3.6) in the case 2kmax = 2k1 . Since 2k1 & 25j1, we use (2.10)

with K1 ∼ 2j1 to have

(L.H.S.) ∼2(−s+3)j1
∑

k≥0

2−k/2‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖Lτ,ξ(Bk)

.2(−s+1/2)j1
∑

k≥0

2−k/2‖(〈ξ〉s〈τ − ξ5〉1/2f) ∗ (〈ξ〉sg)‖L2
τ,ξ

.2(−s−1/4)j1
∑

k≥0

2−k/8‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

In the same manner as above, we obtain the desired estimate in the case 2kmax =

2k2 by symmetry.

(V) Estimate of (v). We prove

22j1‖〈τ − ξ5〉−1ξf ∗ g‖X̂a
L
. ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.7)

We remark that

‖f‖
X̂

a,3/8
L

≤ ‖f‖X̂a
L
≤ ‖f‖

X̂
a,3/4,1
L

. (3.8)

In the case |ξ| ≤ 2−4j1, from (3.8), it suffices show to

22j1‖|ξ|a+1〈τ〉−1/4+εf ∗ g‖L2
τ,ξ

. ‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

We use the Hölder inequality and Young inequality to have

(L.H.S.) .2(−2s+2)j1‖|ξ|a+1〈τ〉−1/4+ε(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

.2(−2s+2)j1‖|ξ|a+1‖L2
ξ(|ξ|≤2−4j1 )‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L∞

ξ L2
τ

.2−2(s+2a+2)j1‖〈ξ〉sf‖
L2
ξL

4/3
τ

‖〈ξ〉sg‖
L2
ξL

4/3
τ
,

which implies the required estimate since ‖f‖L2
ξL

p
τ
. ‖f‖

X̂
0,1/2
(2,1)

when 1 ≤ p ≤ 2.

Therefore we only consider the case 2−4j1 ≤ |ξ| ≤ 1.

(Va) We consider (3.7) in the case 2kmax = 2k2. Note that the left hand side of

(3.7) is bounded by

2(−2s+2)j1
∑

k≥0

2−k/4‖|ξ|a+1(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk) (3.9)

Since −s/2 ≤ a+ 1 and 2k2 & |ξ|24j1, we have

2−2sj1|ξ|a+1 . (|ξ|24j1)−s/2 . 2k2/8 . 2k2/22−3k/8.
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Then we use (2.16) with K2 ∼ 2j1 to obtain

(3.9) .22j1
∑

k≥0

2−5k/8‖(〈ξ〉sf) ∗ (〈ξ〉s〈τ − ξ5〉1/2g)‖L2
τ,ξ(Bk)

.
∑

k≥0

2−k/8‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

In the same manner as above, we obtain the desired estimate in the case 2kmax =

2k2 by symmetry.

(Vb) We consider (3.7) in the case 2kmax = 2k. If 2k ≫ |ξ|24j1, then we have

2kmax ∼ 2k1 or 2k2. Thus we only prove (3.7) in the case 2kmax ∼ |ξ|24j1.
(Vb-1) Firstly, we prove (3.7) in the case −7/8 < a < −1/4.

(i) We first consider (3.7) when f ∗ g is restricted to D1. In this case, we have

2−3j1/2 . |ξ| ≤ 1 and 25j1/2 . |τ | . 24j1.

(ia) In the case a = −1/4, we prove

22j1‖|ξ|3/4〈τ〉−1/4f ∗ g‖L2
τ,ξ

. ‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.10)

Since |τ | ∼ |ξ|24j1, we use (2.2) with K ∼ 2j1 to have

(L.H.S.) ∼2−2sj1+j1‖|ξ|1/2(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

.2−2(s+1/4)j1‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

(ib) In the case −7/8 ≤ a < 1/4, we prove

22j1
∑

k≥5j1/2+O(1)

2(3a/5−1/10)k‖|ξ|a+1f ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.11)

Since |ξ|a+1/2 ∼ 2(a+1/2)k2−4aj1−2j1, we use (2.2) with K ∼ 2j1 to obtain

(L.H.S.) ∼2−2sj1−4aj1
∑

k≥5j1/2+O(1)

2
8
5
(a+ 1

4
)k‖|ξ|1/2(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2

τ,ξ(Bk)

.2−2sj1+j1‖|ξ|1/2(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

.2−2(s+1/4)j1‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

(ii) We next consider (3.7) when f ∗ g is restricted to D2. In the present case, we

have 2−4j1 ≤ |ξ| . 2−3j1/2 and 1 . |τ | . 25j1/2.

In the case −7/8 < a ≤ −1/4, we prove

22j1
∑

k≤5j1/2+O(1)

2(3a/5−1/10)k‖|ξ|a+1f ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.12)
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Since |ξ| ∼ 2k−4j1, we use the Hölder inequality and the Young inequality to have

(L.H.S.) ∼2−2sj1+2j1
∑

k≤5j1/2+O(1)

2(3a/5−1/10)k‖|ξ|a+1(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ(Bk)

.2−2sj1+2j1
∑

k≤5j1/2+O(1)

2(3a/5−1/10)k

× ‖|ξ|a+1‖L2
ξ(|ξ|∼2k−4j1 )‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L∞

ξ L2
τ

∼2−2sj1−4aj1−4j1
∑

k≤5j1/2+O(1)

2
8
5
(a+ 7

8
)k‖〈ξ〉sf‖L2

ξL
1
τ
‖〈ξ〉sg‖L2

τ,ξ

.2−2(s+1/4)j1‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

(Vb-2) Secondly, when a = −7/8, we prove

22j1‖|ξ|1/8〈τ〉−5/8+ε1/2f ∗ g‖L2
τ,ξ

. ‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

Since 2k ∼ |ξ|24j1 and s ≥ −1/4 + ε2, we use the Hölder inequality and the Young

inequality to obtain

(L.H.S.) ∼2(−2s−1/2+2ε1)‖|ξ|−1/2+ε1/2(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

.‖|ξ|−1/2+ε1/2‖L2
ξ(|ξ|≤1)‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L∞

ξ L2
τ

.‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

(Vb-3) Finally, when −3/2 < a < −7/8, we prove

22j1‖|ξ|a+1〈τ〉−5/8+ε1/2f ∗ g‖L2
τ,ξ

. ‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.13)

Since |ξ|a+1 ≤ |ξ|−s/2 and s ≥ −1/4 + 2ε1, we have

|ξ|a+1〈τ〉−5/8+ε1/2 . |ξ|−1/2−ε1/22(2s−2−2ε1)j1 .

From this, we use the Hölder inequality and the Young inequality to obtain

(L.H.S.) .2−2ε1j1‖〈τ〉−1/2−ε1/2(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
τ,ξ

.2−2ε1j1‖|ξ|−1/2−ε1/2‖L2
ξ(2

−4j1≤|ξ|)‖〈ξ〉sf‖L2
ξL

1
τ
‖〈ξ〉sg‖L2

τ,ξ

.‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

(VI) Estimate for (viii). We prove

23j
∑

k≥0

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖X̂a
L
. (3.14)

In the case |ξ2| ≤ 2−4j , we easily obtain the desired estimate for a ≤ −1/4. Hence

we only consider the case 24j ≤ |ξ2| ≤ 1.
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(VIa) We consider (3.14) in the case 2kmax = 2k. From (3.8), it suffices to show

that

23j‖〈τ − ξ5〉−1/2+ε(〈ξ〉sf) ∗ g‖L2
τ,ξ

. ‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

a,3/8
L

.

Since 2(−1/2+ε)k . |ξ2|−1/42−j2(−1/4+ε)k2 , we use (2.2) with K ∼ 2j to have

23j‖〈τ − ξ5〉−1/2+ε(〈ξ〉sf) ∗ g‖L2
τ,ξ

.22j‖(〈ξ〉sf) ∗ (|ξ|−1/4〈τ〉−1/4+εg)‖L2
τ,ξ

.‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

−1/4,3/8
L

,

which implies the desired estimate for a ≤ −1/4.

(VIb) We consider (3.14) in the case 2kmax = 2k1. Similar to above, it suffices to

show

23j
∑

k≥0

‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3/8
L

.

Since 2−k1/2 . 2−k/12|ξ2|−1/42−j2−k2/6, we use (2.11) with K1 ∼ 2j to obtain

(L.H.S.) .22j
∑

k≥0

2−7k/12‖(〈ξ〉s〈τ − ξ5〉1/2f) ∗ (|ξ|−1/4〈τ〉−1/6g)‖L2
τ,ξ(Bk)

.
∑

k≥0

2−k/12‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

−1/4,3/8
L

,

which shows the required estimate.

(VIc) We consider (3.14) in the case 2kmax = 2k2. If 2kmax ≫ |ξ2|24j, we have

2kmax ∼ 2k or 2kmax ∼ 2k1. We only prove the case 2kmax ∼ |ξ2|24j.
(VIc-1) Firstly, we prove the following estimate in the case a = −7/8.

23j
∑

k≥0

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

−7/8,3/8+ε1/2
L

.

From |ξ2|3/8〈τ2〉−3/8−ε1/2 . 2−ε1k/22−3j/2, we use (2.16) with K2 ∼ 2j to obtain

(L.H.S.) .23j/2
∑

k≥0

2(−1/2−ε1/2)k ‖(〈ξ〉sf) ∗ (|ξ|−3/8〈τ〉3/8+ε1/2g)‖L2
τ,ξ(Bk)

.
∑

k≥0

2−ε1k/2‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

−7/8,3/8+ε1/2
L

.

(VIc-2) Secondly, we prove the following estimate in the case −3/2 < a < −7/8.

23j
∑

k≥0

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3/8+ε2/2
L

.

We use (2.16) with K2 ∼ 2j to obtain

(L.H.S.) . 23j/2
∑

k≥0

1 ‖f‖
X̂

s,1/2
(2,1)

‖|ξ|−1/2g‖L2
τ,ξ
.
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Following

|ξ2|−a−1/2〈τ2〉−3/8−ε2/2 . |ξ2|−a−7/8 2−3j/2 2−ε2k/2 . 2−3j/2 2−ε2k/2,

the right hand side is bounded by C
∑

k≥0

2−ε2k/2‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

a,3/8+ε2/2
L

.

(VIc-3) Finally, we prove (3.14) in the case −7/8 < a < −1/4. We consider (3.14)

when g is restricted to D2. In the present case, we have 2−4j ≤ |ξ2| . 2−3j/2 and

1 . |τ2| . 25j/2.

(ia) In the case a = −1/4, we prove

23j
∑

k≥0

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

−1/4,3/4,1
L

. (3.15)

Since |ξ2| ∼ 2k2−4j, We use Hölder’s inequality, Young’s inequality and the triangle

inequality to have

(L.H.S.) .23j‖〈ξ〉sf‖L2
ξL

1
τ
‖g‖L1

ξL
2
τ

.23j‖f‖
X̂

s,1/2
(2,1)

‖|ξ|1/4‖L2
ξ2

(|ξ2|∼2k2−4j)‖|ξ|−1/4g‖L2
τ,ξ

.23j‖f‖
X̂

s,1/2
(2,1)

23k2/4−3j
∑

k2

‖|ξ|−1/4g‖Lτ,ξ(Bk2
)

.‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

−1/4,3/4,1
L

.

(ib) In the case −7/8 ≤ a < −1/4, we prove

23j
∑

k≥0

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

. (3.16)

Since 2k2 ∼ |ξ2|24j, we use the Hölder inequality and Young inequality to have

(L.H.S.) .23j‖〈ξ〉sf‖L2
ξL

1
τ
‖g‖L1

ξL
2
τ

.2−
12
5
(a+ 1

4
)j‖f‖

X̂
s,1/2
(2,1)

‖|ξ|−8a/5−9/10‖L2
ξ(|ξ|.2−3j/2)‖g‖X̂a,3a/5+9/10

L
,

which shows the desired estimate since ‖|ξ|−8a/5−9/10‖L2
ξ(|ξ|.2−3j/2) . 2

12
5
(a+ 1

4
)j .

(ii) We consider (3.14) when g is restricted to D1. In this case, 2−3j/2 . |ξ2| ≤ 1

and 25j/2 . |τ2| . 24j.
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(iia) Firstly, g is restricted to B[5j/2,5j/2+α] with 0 ≤ α ≤ 3j/2. From 2−3j/2 .

|ξ| . 2−3j/2+α, we use the Hölder inequality and Young inequality to obtain

‖ξ(ξ2f) ∗ g‖
X̂

s,−1/2
(2,1)

(B≥2α)
∼ 23j

∑

k≥2α

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk)

. 23j 2−α‖〈ξ〉sf‖L2
ξL

1
τ
‖g‖L1

ξL
2
τ

. 2−
12
5
(a+ 1

4
)j 2−α‖f‖

X̂
s,1/2
(2,1)

‖|ξ|−8a/5−9/10‖L2
ξ(2

−3j/2.|ξ|.2−3j/2+α)‖g‖X̂a,3a/5+9/10
L

.

In the case a = −1/4, the right hand side is bounded by
√
α 2−α‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

−1/4,3/4
L

because

‖|ξ2|−1/2‖
L2
ξ2

(2−3j/2.|ξ2|.22
−3j/2+α

)
.

√
α.

In the case −7/8 < a < −1/4, that is bounded by 2−
8
5
(a+ 7

8
)α‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

since

‖|ξ|−8a/5−9/10‖L2
ξ(|ξ|.2−3j/2+α) . 2

12
5
(a+ 1

4
)j 2−

8
5
(a+ 1

4
)α.

We put a sufficiently small number ε3 such that 0 < ε3 ≤ 8(a + 7/8)/5. Then we

obtain, for −7/8 < a ≤ −1/4,

‖ξ(ξ2f) ∗ g‖
X̂

s,−1/2
(2,1)

(B≥2α)
. 2−ε3α‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

. (3.17)

(iib) Secondly, g is restricted to B[5j/2+γ,4j] with 0 ≤ γ ≤ 23j/2. Then we use (2.16)

with 2k2 ∼ 2j to have

‖ξ(ξ2f) ∗ g‖
X̂

s,−1/2
(2,1)

(B≤2α)
∼23j

∑

k≤2α

2−k/2‖(〈ξ〉sf) ∗ g‖L2
τ,ξ(Bk)

.23j/2
∑

k≤2α

1 ‖f‖
X̂

s,1/2
(2,1)

‖|ξ|−1/2g‖L2
τ,ξ(2

−3j/2+γ.|ξ|)

.α23j/2‖f‖
X̂

s,1/2
(2,1)

‖|ξ|−1/2g‖L2
τ,ξ(2

−3j/2+γ.|ξ|),

which is bounded by

α2−
8
5
(a+ 7

8
)γ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

,

since 2−3j/2+γ . |ξ2| ≤ 1 and

|ξ2|−a−1/2〈τ2〉−3a/5−9/10 ∼|ξ2|−
8
5
(a+ 7

8
)2(−

12
5
a− 18

5
)j . 2−3j/2 2−

8
5
(a+ 7

8
)γ.

Therefore we obtain

‖ξ(ξ2f) ∗ g‖
X̂

s,−1/2
(2,1)

(B≤2α)
. α2−ε3γ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

. (3.18)
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If g is restricted to B[5j/2+γ,5j/2+α] with γ < α, from (3.17) and (3.18), we have

‖ξ(ξ2f) ∗ g‖
X̂

s,−1/2
(2,1)

.
(
2−ε3α + α2−ε3γ

)
‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

. (3.19)

Let {an}Nn=0 be the decreasing sequence defined by

a0 =
3

2
j, an+1 =

1

2
an, 0 < aN ≤ 3

2
,

where N is a minimum integer such that N ≥ log2 j. We first apply with α = a0

and γ = a1 and next apply with α = a1 and γ = a2. Repeating this procedure at

the end we apply with α = aN and γ = 0. From (3.19), we obtain

‖ξ(ξ2f) ∗ g‖
X̂

s,−1/2
(2,1)

.
(
1 +

N∑

n=0

1

an

)
‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

a,3a/5+9/10
L

,

which shows the claim since

N∑

n=0

1

an
is bounded uniformly in j.

Next, we prove (3.2) except the case (i). We use the triangle inequality and the

Schwarz inequality to have

‖f‖L1
τ
.

∑

k≥0

‖f‖L1
τ (Bk) .

∑

k≥0

2k/2 ‖f‖L2
τ (Bk). (3.20)

From (3.20), we have, for all j 6= 0,

‖〈ξ〉s−a |ξ|a+1〈τ − ξ5〉−1(ξ2f) ∗ g‖L2
ξL

1
τ (Aj) . ‖ξ(ξ2f) ∗ g‖

X̂
s,−1/2
(2,1)

(Aj)
.

Therefore we obtain (3.2) for j 6= 0 from the proof of (3.1). Here we only prove (3.2)

in the case (vi).

(VII) Estimate for (vi). We prove

22j1 ‖|ξ|a+1 f ∗ g‖L2
ξL

1
τ (A0) . ‖f‖

X̂
s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

. (3.21)

We consider (3.21) in the case |ξ| ≤ 2−4j1 . Since the left hand side of (3.21) is

bounded by C‖|ξ|a+1〈τ〉−1/4+εf ∗ g‖L2
τ,ξ
, we obtain the desired estimate in the same

manner as (V). Thus we only consider the case 2−4j1 ≤ |ξ| ≤ 1 below.

If 2kmax = 2k1 or 2k2, the left hand side of (3.21) is bounded by

C22j1
∑

k≥0

2−k/4‖|ξ|a+1f ∗ g‖L2
τ,ξ(Bk). In the same manner as (V), we obtain (3.21) in

this case. We consider the case 2kmax = 2k. Since |ξ|a+12−2sj1 . (|ξ|24j1)−s/2 . 2k/8,
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we use the Höler inequality and the Young inequality to have

(L.H.S) . 2−2sj1+2j1‖|ξ|a+1〈τ〉−1(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
ξL

1
τ

. 22j1‖〈τ〉−7/8(〈ξ〉sf) ∗ (〈ξ〉sg)‖L2
ξL

1
τ

. 2−3j1/2‖|ξ|−7/8‖L2
ξ(2

−4j1≤|ξ|)‖(〈ξ〉sf) ∗ (〈ξ〉sg)‖L∞
ξ L1

τ

. ‖f‖
X̂

s,1/2
(2,1)

‖g‖
X̂

s,1/2
(2,1)

.

�

4. Proof of the trilinear estimates

In this section, we prove the trilinear estimate (1.14). This estimate is reduced

to some bilinear estimates by using [k;Z]- multiplier norm method introduced by

Tao [23]. Here we recall notations and general frame work of [k;Z]-multiplier norm

method. For the details, see [23].

Let Z be an abelian additive group with an invariant measure dξ (for instance

R
n, Tn). For any integer k ≥ 2, we let Γk(Z) denote the hyperplane

Γk(Z) :=
{
(ξ1, · · · , ξk) ∈ Zk ; ξ1 + · · ·+ ξk = 0

}
.

A [k;Z]−multiplier is defined to be any function m ; Γk(Z) → C. Then we define

the multiplier norm ‖m‖[k;Z] to be the best constant such that the inequality

∣∣∣
∫

Γk(Z)

m(ξ)

k∏

i=1

fi(ξi)dξi

∣∣∣ ≤ C

k∏

i=1

‖fi‖L2(Z),

for all functions fi on Z. This multiplier norm has the composition rule and the

TT ∗ identity as follows.

Lemma 4.1. If k1, k2 ≥ 1 and m1, m2 are functions on Zk1 and Zk2 respectively,

then

‖m1(ξ1, · · · , ξk1)m2(ξk1+1, · · · , ξk1+k2)‖[k1+k2;Z]

≤ ‖m1(ξ1, · · · , ξk1)‖[k1+1;Z]‖m2(ξ1, · · · , ξk2)‖[k2+1,Z]. (4.1)

As a special case we have the TT ∗ identity

‖m(ξ1, · · · , ξk)m(−ξk+1, · · · ,−ξ2k)‖[2k;Z] = ‖m(ξ1, · · · , ξk)‖2[k+1;Z]. (4.2)

for all functions m ; Zk → R.
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For the details, Lemma 3.7 in [23].

We estimate (1.14). Schwarz’s inequality implies

‖〈ξ〉s−a|ξ|af‖L2
ξL

1
τ
. ‖〈ξ〉s−a|ξ|a〈τ − ξ5〉1/2+εf‖L2

τ,ξ
,

where ε > 0 is sufficiently small. Therefore it suffices to show
∥∥∥|ξ4|〈τ4 − ξ54〉−1

∫

R4

f(τ1, ξ1)g(τ2, ξ2)h(τ3, ξ3)dτ1dξ1dτ2dξ2

∥∥∥
Ẑs,a

+
∥∥∥〈ξ4〉s−a|ξ4|a+1〈τ4 − ξ54〉−1/2+ε

∫

R4

f(τ1, ξ1)g(τ2, ξ2)h(τ3, ξ3)dτ1dξ1dτ2dξ2

∥∥∥
L2
τ4,ξ4

.‖f‖Ẑs,a‖g‖Ẑs,a‖h‖Ẑs,a,

where τ1 + τ2 + τ3 + τ4 = 0 and ξ1 + ξ2 + ξ3 + ξ4 = 0. By symmetry, without loss of

generality, we can assume that |ξ3| ≤ |ξ2| ≤ |ξ1|. We put

Ω0 :=
{
(~τ , ~ξ) ∈ R

6 ; |ξ1| ≤ 100 or |ξ2|, |ξ4| ≤ 100
}
,

where ~τ = (τ1, τ2, τ3) and ~ξ = (ξ1, ξ2, ξ3). Combining the Hölder inequality and the

Young inequality, we easily obtain (1.14) in Ω0. Thus we only consider (1.14) in

R
6 \ Ω0. We divide R

6 \ Ω0 into five parts as follows.

Ω1 :=
{
(~τ , ~ξ) ∈ R

6 \ Ω0 ; |ξ3| ≥ 1 and |ξ4| ≥ 1
}
,

Ω2 :=
{
(~τ , ~ξ) ∈ R

6 \ Ω0 ; |ξ3| ≥ 1 and |ξ4| ≤ 1
}
,

Ω3 :=
{
(~τ , ~ξ) ∈ R

6 \ Ω0 ; |ξ2|, |ξ4| ≥ 1 and |ξ3| ≤ 1
}
,

Ω4 :=
{
(~τ , ~ξ) ∈ R

6 \ Ω0 ; |ξ2| ≥ 1 and |ξ3|, |ξ4| ≤ 1
}
,

Ω5 :=
{
(~τ , ~ξ) ∈ R

6 \ Ω0 ; |ξ1|, |ξ4| ≥ 1 and |ξ2| ≤ 1
}
.

We reduce the trilinear inequality by using the composition rule (4.1) and the TT ∗

identity (4.2).

(A) Estimate in Ω1. It suffices to show that

∥∥∥χΩ1

〈ξ4〉s+1

〈τ4 − ξ54〉1/2−ε

3∏

i=1

〈ξi〉−s

〈τi − ξ5i 〉1/2
∥∥∥
[4;R2]

. 1,

where ε > 0 is sufficiently small. Following 〈ξ4〉s+1 . 〈ξ4〉1/2〈ξ1〉s+1/2 for s ≥ −1/2,

we use the TT ∗ identity (4.2) to have

(L.H.S.) .
∥∥∥χΩ1

〈ξ4〉1/2〈ξ1〉1/2
〈τ4 − ξ54〉1/2−ε〈τ1 − ξ51〉1/2

3∏

i=2

〈ξi〉−s

〈τi − ξ5i 〉1/2
∥∥∥
[4;R2]

.
∥∥∥χ{|ξ1|, |ξ2|≥1}(ξ1, ξ2)

〈ξ1〉−s〈ξ2〉1/2
〈τ1 − ξ51〉1/2〈τ2 − ξ52〉1/2−ε

∥∥∥
2

[3;R2]
.
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Therefore the trilinear estimate in Ω1 is reduced to the bilinear estimate

‖f ∗ g‖L2
τ,ξ

. ‖phf‖X̂s,1/2
(2,2)

‖phg‖X̂−1/2,1/2−ε
(2,2)

, (4.3)

where X̂s,b
(2,2) is defined by the norm

‖f‖X̂s,b
(2,2)

:= ‖〈ξ〉s〈τ − ξ5〉bf‖L2
τ,ξ

for s, b ∈ R.

(B) Estimate in Ω2. It suffices to show that

∥∥∥χΩ2

|ξ4|a+1

〈τ4 − ξ54〉1/4
3∏

i=1

〈ξi〉−s

〈τi − ξ5i 〉1/2
∥∥∥
[4;R2]

. 1.

We use the composition rule (4.1) to have

(L.H.S.) .
∥∥∥χ{|ξ1|≤1,|ξ2|≥1}(ξ1, ξ2)

|ξ1|a+1〈ξ2〉−s

〈τ1 − ξ51〉1/4〈τ2 − ξ52〉1/2
∥∥∥
[3;R2]

×
∥∥∥χ{|ξ1|,|ξ2|≥1}(ξ1, ξ2)

2∏

i=1

〈ξi〉−s

〈τi − ξ5i 〉1/2
∥∥∥
[3;R2]

,

which shows that the trilinear estimate in Ω2 is reduced to

‖f ∗ g‖L2
τ,ξ

. ‖plf‖X̂−a−1,1/4
L

‖phg‖X̂s,1/2
(2,2)

(4.4)

and

‖f ∗ g‖L2
τ,ξ

. ‖phf‖X̂s,1/2
(2,2)

‖phg‖X̂s,1/2
(2,2)

.

(C) Estimate in Ω3. It suffices to show that

∥∥∥χΩ3

〈ξ4〉s+1

〈τ4 − ξ54〉1/2−ε

2∏

i=1

〈ξi〉−s

〈τi − ξ5i 〉1/2
|ξ3|−a

〈τ3 − ξ53〉3/8
∥∥∥
[4;R2]

. 1.

Following 〈ξ4〉s+1 . 〈ξ4〉1/2〈ξ1〉s+1/2 for s ≥ −1/2, we use the composition rule (4.1)

to obtain

(L.H.S.) .
∥∥∥χΩ3

〈ξ4〉1/2〈ξ1〉1/2〈ξ2〉−s|ξ3|−a

〈τ4 − ξ54〉1/2−ε〈τ1 − ξ51〉1/2〈τ2 − ξ52〉1/2〈τ3 − ξ53〉3/8
∥∥∥
[4;R2]

.
∥∥∥χ{|ξ1|≤1,|ξ2|≥1}(ξ1, ξ2)

|ξ1|−a〈ξ2〉1/2
〈τ1 − ξ51〉3/8〈τ2 − ξ52〉1/2−ε

∥∥∥
[3;R2]

×
∥∥∥χ{|ξ1|,|ξ2|≥1}(ξ1, ξ2)

〈ξ1〉1/2〈ξ2〉−s

〈τ1 − ξ51〉1/2−ε〈τ2 − ξ52〉1/2
∥∥∥
[3;R2]

,

which implies that the trilinear estimate in Ω3 is reduced to (4.3) and

‖f ∗ g‖L2
τ,ξ

. ‖plf‖X̂a,3/8
L

‖phg‖X̂−1/2,1/2−ε
(2,2)

. (4.5)

Similar to above, the trilinear estimate in other cases is reduced to the bilinear

estimates (4.3), (4.4) and (4.5). We remark that Chen, Li, Miao and Wu [6] proved
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(4.3) for s ≥ −1/4 by using the block estimates established by Tao [23]. For the

details, see Lemma 5.2 in [6]. Thus we omit the proof of (4.3) and give the proofs of

(4.4) and (4.5). From L2
ξ-property of X̂s,b

(2,2) and X̂
a,b
L , it suffices to show two lemmas

as follows.

Lemma 4.2. Let s ≥ −1/4 and −3/2 < a ≤ −1/4. Suppose that f is supported on

A0 and g is supported on Aj2 with j2 > 0. For j ≥ 0, we obtain

‖f ∗ g‖L2
τ,ξ(Aj) . C(j, j1, j2)‖plf‖X̂−a−1,1/4

(2,2)

‖phg‖X̂s,1/2
(2,2)

, (4.6)

in the cases (i) and (vii) of Proposition 3.1.

Lemma 4.3. Let s ≥ −1/4 and −3/2 < a ≤ −1/4. Suppose that f is supported on

A0 and g is supported on Aj2 for j2 > 0. For j ≥ 0, we obtain

‖f ∗ g‖L2
τ,ξ(Aj) . C(j, j1, j2)‖plf‖X̂a,3/8

(2,2)

‖phg‖X̂−1/2,1/2−ε
(2,2)

, (4.7)

in the cases (i) and (vii) of Proposition 3.1.

Here we define 2kmax ≥ 2kmed ≥ 2kmin to be the maximum, median and minimum

of 2k, 2k1, 2k2 respectively.

Proof of Lemma 4.2. (I) Estimate for (i). We use the Hölder inequality and the

Young inequality to have

‖f ∗ g‖L2
τ,ξ

. ‖f‖
L1
ξL

3/2
τ

‖g‖
L2
ξL

6/5
τ

.‖|ξ1|a+1‖L2
ξ1

(|ξ1|≤1)‖|ξ|−a−1f‖
L2
ξL

3/2
τ

‖g‖
L2
ξL

6/5
τ

.‖f‖
X̂

a,1/6+ε
L

‖g‖
X̂

0,1/3+ε
(2,2)

,

which shows the required estimate.

(II) Estimate for (vii). We prove

‖ph(f ∗ g)‖L2
τ,ξ(Aj) . ‖plf‖X̂−a−1,1/4‖phg‖X̂s,1/2−ε

(2,2)

. (4.8)

(IIa) We consider (4.8) when f is restricted to {(τ, ξ) ; |ξ| ≤ 2−2j1}. We use the

Hölder inequality and the Young inequality to have

‖f ∗ g‖L2
τ,ξ(Aj) ∼2−sj‖f ∗ (〈ξ〉sg)‖L2

τ,ξ

.2−sj‖f‖
L1
ξL

3/2
τ

‖〈ξ〉sg‖
L2
ξL

6/5
τ

.2−sj‖|ξ1|a+1‖L2
ξ1

(|ξ1|≤2−2j1 )‖|ξ|−a−1f‖
L2
ξL

3/2
τ

‖g‖
X̂

s,1/2
(2,2)

.2−(s+2a+3)j‖f‖
X̂

−a−1,1/4
L

‖g‖
X̂

s,1/2
(2,2)

,

which implies the desired estimate.

(IIb) We prove (4.8) when f is restricted to {(τ, ξ) ; 2−2j ≤ |ξ| ≤ 1}.
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(IIb-1) We consider the case 2kmax ∼ |ξ1|24j. From a + 1 ≥ −s/2 and s ≥ −1/4,

we have

|ξ1|a+12−sj . (|ξ1|22j)−s/2 . 2j/4|ξ1|1/8 . 22j2−7kmax/16|ξ1|9/16.

Then we obtain

‖f ∗ g‖L2
τ,ξ(Aj) .2−sj‖|ξ1|a+1(|ξ|−a−1f) ∗ (〈ξ〉sg)‖L2

τ,ξ

.22j2−7kmax/16‖(|ξ|−a−1f) ∗ (〈ξ〉sg)‖L2
τ,ξ

.22j‖(|ξ|−a−1〈τ〉−5/16f) ∗ (〈ξ〉s〈τ − ξ5〉−1/8g)‖L2
τ,ξ
,

which shows the required estimate by using (2.2) with K ∼ 2j.

(IIb-2) We consider in other cases, namely 2kmax ∼ 2kmed ≫ |ξ1|24j . We only prove

(4.8) in the most difficult case 2kmax = 2k and 2kmed = 2k1. Following

|ξ1|a+12−sj ∼ (|ξ1|22j)−s/2−1/8|ξ1|1/82j/4 . (|ξ1|24j)1/16|ξ1|1/8 . 2k1/16,

we use the Hölder inequality and the Young inequality to have

‖f ∗ g‖L2
τ,ξ(Aj) ∼2−sj‖|ξ1|a+1(|ξ|−a−1f) ∗ (〈ξ〉sg)‖L2

τ,ξ

.‖(|ξ|−a−1〈τ〉1/16f) ∗ (〈ξ〉sg)‖L2
τ,ξ

.‖|ξ|−a−1〈τ〉1/16f‖
L1
ξL

3/2
τ

‖〈ξ〉sg‖
L2
ξL

6/5
τ

.‖f‖
X̂

−a−1,1/4
L

‖g‖
X̂

s,1/2
(2,2)

.

�

Proof of Lemma 4.3. (I) Estimate for (i). We use the Hölder inequality and the

Young inequality to have

‖f ∗ g‖L2
τ,ξ

. ‖f‖
L1
ξL

3/2
τ

‖g‖
L2
ξL

6/5
τ

. ‖f‖
X̂

0,1/6+ε
L

‖g‖
X̂

0,1/3+ε
(2,2)

,

which shows the desired estimate.

(II) Estimate for (vii). We prove

‖ph(f ∗ g)‖L2
τ,ξ(Aj) . ‖plf‖X̂a,3/8

L
‖phg‖X̂−1/2,1/2−ε

(2,2)

. (4.9)

(IIa) We consider (4.9) when 2kmax ∼ |ξ1|24j . Following

|ξ1|−a2j/2 ∼ 22j(|ξ1|24j)−3/8|ξ1|−a+3/8 . 22j2−3kmax/8,
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we use (2.2) with K ∼ 2j to have

‖f ∗ g‖L2
τ,ξ(Aj) ∼2j/2‖f ∗ (〈ξ〉−1/2g)‖L2

τ,ξ

.22j2−3kmax/8‖(|ξ|af) ∗ (〈ξ〉−1/2g)‖L2
τ,ξ

.22j‖(|ξ|a〈τ〉−1/4f) ∗ (〈ξ〉−1/2〈τ − ξ5〉−1/8g)‖L2
τ,ξ

.‖f‖
X̂

a,3/8
L

‖g‖
X̂

−1/2,1/2+ε
(2,2)

.

(IIb) We prove (4.9) in the case 2kmax ∼ 2kmed ≫ |ξ1|24j. It suffices to show (4.7)

in the case 2kmax = 2k and 2kmed = 2k1. Following

2j/2 ∼ (|ξ1|24j)1/8|ξ1|−1/8 . |ξ1|−1/82k1/8,

we use the Hölder inequality and the Young inequality to have

‖f ∗ g‖L2
τ,ξ(Aj) .‖(|ξ|−1/8〈τ〉1/8f) ∗ (〈ξ〉sg)‖L2

τ,ξ

.‖|ξ|−1/8〈τ〉1/8f‖
L1
ξL

3/2
τ

‖〈ξ〉−1/2g‖
L2
ξL

6/5
τ

.‖|ξ1|−a−1/8‖L2
ξ1

(|ξ1|≤1)‖|ξ|a〈τ〉1/8f‖L2
ξL

3/2
τ

‖g‖
X̂

−1/2,1/2−ε
(2,2)

.‖f‖
X̂

a,3/8
L

‖g‖
X̂

−1/2,1/2−ε
(2,2)

.

�

5. Proof of the main results

In this section, we give the proof of the main theorems. The space Zs,a
T is defined

by the norm

‖u‖Zs,a
T

:= inf
{
‖v‖Zs,a ; u(t) = v(t) on t ∈ [0, T ]

}
.

We obtain the following well-posedness result.

Proposition 5.1. Let s, a satisfy (1.6) and r > 1.

(Existence) For any u0 ∈ Br(H
s,a), there exist T ∼ r−10/(3+2a) and

u ∈ C([0, T ];Hs,a) ∩ Zs,a
T satisfying the following integral form for (1.1);

u(t) =U(t)u0 − c1

∫ t

0

U(t− s)∂x(u(s))
3ds

−c2
∫ t

0

U(t− s)∂x(∂xu(s))
2ds− c3

∫ t

0

U(t− s)∂x(u∂
2
xu(s))ds (5.1)

Moreover the data-to-solution map Br(H
s,a) ∋ u0 7→ u ∈ C([0, T ];Hs,a) ∩ Zs,a

T is

Lipschitz continuous.

(Uniqueness) Assume that u, v ∈ C([0, T ];Hs,a) ∩ Zs,a
T satisfy (5.1). Then u(t) =

v(t) on t ∈ [0, T ].
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Proof. We first prove the existence of the solution of (5.1). This equation is the

scale invariant with respect to the following scaling.

u(t, x) 7→ uλ(t, x) := λ−2u(λ−5t, λ−1x), λ ≥ 1.

A direct calculation shows

‖uλ(0, ·)‖Hs,a ≤ λ−3/2−a‖u0‖Hs,a . (5.2)

Therefore we can assume that initial data is small enough. Here we use proposi-

tions 1.5, 2.4 and 2.5 to construct the solution by the fixed point argument. For

details, see the proof of Proposition 4.1 in [14].

We next prove the uniqueness of solutions by the argument in [19]. We define the

space W s,a with the norm

‖u‖W s,a := ‖u‖Zs,a + ‖u‖L∞
t (R;Hs,a).

In the same manner as the proof of Theorem 2.5 in [19], we obtain, for 1/2 < b < 1,

w ∈ Xs,a,b
(1,1),Tλ

, w(0, x) = 0 ⇒ lim
δ→+0

‖w|[0,δ]‖Xs,a,b
(1,1),δ

= 0, (5.3)

where Tλ := λ5T , λ ≥ 1 and the space Xs,a,b
(1,1) defined by

‖u‖Xs,a,b
(1,1)

:=
∥∥{‖〈ξ〉s−a|ξ|a〈τ − ξ5〉bû‖L2

τ,ξ(Aj∩Bk)

}
j,k≥0

∥∥
l1j,k
.

Let u ∈ W s,a and u(0, x) = 0. Since W s,a contains Z(R2) densely, We can choose

v ∈ Z satisfying ‖u − v‖W s,a < ε where ε is an arbitrary positive number. Now we

have

‖v(0)‖Hs,a = ‖(u− v)(0)‖Hs,a . ‖u− v‖W s,a < ε.

Note that

sup
t∈R

‖u(t)‖Hs,a . ‖u‖W s,a . ‖u‖Xs,a,b (5.4)

for any 3/4 < b < 1. From the above argument, we obtain

‖u‖W s,a
T

.‖u− v‖W s,a + ‖v − U(t)v(0)‖W s,a
T

+ ‖U(t)v(0)‖Xs,a,b

.ε+ ‖v − U(t)v(0)‖Xs,a,b
(1,1),T

+ ‖v(0)‖Hs,a

.ε+ ‖v − U(t)v(0)‖Xs,a,b
(1,1),T

.

The second term tends to 0 as T → 0 from (5.3), which shows that

lim
T→0

‖u‖W s,a
T

= 0. (5.5)
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Combining Propositions 1.5, 2.4 and 2.5 and (5.5), we have the uniqueness. For the

details, see [13]. �

We next prove a priori estimate (1.8).

Proof of Proposition 1.2. By the density argument, without loss of generality, we

can assume u ∈ Z. We put the Fourier multiplier P defined by

Pu := F−1
ξ |ξ|a χ{|ξ|≤1}(ξ)Fxu.

Calculating
∫
P
(
∂tu− ∂5xu−

2

5
α2∂x(u)

3 + α∂x(∂xu)
2 + 2α∂x(u∂

2
xu)

)
· Pudx = 0,

we have
∫
∂tPu · Pudx−

∫
P∂5xu · Pudx−

2

5
α2

∫
P∂x(u)

3 · Pudx

−α
∫
P∂x(∂xu)

2 · Pudx+ α

∫
P∂3x(u)

2 · Pudx = 0.

The second term of the right hand side vanishes. We note

P̂ ∂x ≤ |ξ|a+1||ξ|≤1 ≤ 1. (5.6)

for a ≥ −1. By the Sobolev inequality and (5.6), the third term is bounded by

‖u2‖L1‖u‖L∞‖P 2∂xu‖L∞ .‖u‖5/2L2 ‖∂xu‖1/2L2 ‖P 2∂xu‖1/2L2 ‖(P∂x)2u‖1/2L2

.‖u‖3L2‖∂xu‖1/2L2 ‖Pu‖1/2L2 .

Similarly, the fourth term is bounded by

‖(∂xu)2‖L1‖P 2∂xu‖L∞ . ‖∂xu‖2L2‖u‖1/2L2 ‖Pu‖1/2L2 ,

and the fifth term is bounded by

‖u2‖L1‖P 2∂3xu‖L∞ . ‖u2‖5/2L2 ‖Pu‖1/2L2 .

Following the above estimates, we obtain

∂t‖Pu‖3/2L2 . ‖u‖3L2‖∂xu‖1/2L2 + ‖u‖1/2L2 ‖∂xu‖2L2 + ‖u‖5/2L2 .

Therefore we have

sup
0≤t≤T

‖Pu(t, ·)‖3/2L2 ≤ ‖Pu0‖3/2L2 + CT
(
‖u‖3L2‖∂xu‖1/2L2 + ‖u‖1/2L2 ‖∂xu‖2L2 + ‖u‖5/2L2

)
.

(5.7)
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In the case c1 = −2α2/5, c2 = α and c3 = 2α with α ∈ R \ {0}, (1.1) is complete

integrable. So this equation particularly has the conserved quantities as follows:

‖u(t, ·)‖L2 = ‖u0‖L2, (5.8)
∫

(∂xu)
2 +

2

5
αu3dx =

∫
(∂xu0)

2 +
2

5
αu30dx. (5.9)

Using the Sobolev inequality and (5.8) to (5.9), we have

‖∂xu(t, ·)‖L2 . ‖∂xu0‖2L2 + ‖u0‖10/3L2 . (5.10)

Substituting (5.8) and (5.10) into (5.7), we have

sup
0≤t≤T

‖Pu(t, ·)‖3/2L2 ≤ ‖Pu0‖3/2L2 + CT
(
‖u0‖15/4L2 + ‖u0‖5/2L2 + ‖∂xu0‖5/2L2

)
. (5.11)

Since

‖u(t, ·)‖2H1.a ≤ ‖Pu(t, ·)‖2L2 + ‖u(t, ·)‖2L2 + ‖∂xu(t, ·)‖2L2,

we obtain (1.8) from (5.8), (5.10) and (5.11). �

Finally, we prove Theorem 1.4. We first prove (i) in Theorem 1.4. In [1], Bejenaru

and Tao, for the quadratic Schrödinger equation with nonlinear term u2, proved the

discontinuity of the data-to-solution map for any s < −1. We essentially follow their

argument to obtain the following proposition.

Proposition 5.2. Let s < sa := −2a−2, −3/2 < a < −7/8, c2 6= c3 and 0 < δ ≪ 1.

Then there exist T = T (δ) > 0 and a sequence of initial data {φN,δ}∞N=1 ∈ H∞

satisfying the following three conditions for any t ∈ (0, T ],

(1) ‖φN,δ‖Hsa,a ∼ δ,

(2) ‖φN,δ‖Hs,a → 0 as N → ∞,

(3) ‖uN,δ(t)‖Hs,a & δ2,

where uN,δ(t) is the solution to (1.1) obtained in Proposition 5.1 with the initial data

φN,δ.

Proof. Let N ≫ 1. We put the initial data φN,δ as follows:

φN,δ(x) = δN2a+4 cos(Nx)

∫ γ

−γ

eiξxdξ.

where γ := N−4. A simple calculation shows that

φ̂N,δ(ξ) ∼ δN2a+4χB+(ξ) + δN2a+4χB−(ξ), (5.12)

where

B± := [±N − γ, ±N + γ].
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Thus we have

‖φN,δ‖Hs,a ∼ δN s+2a+2, ‖U(t)φN,δ‖Hs,a = ‖φN,δ‖Hs ∼ δN s+2a+2. (5.13)

Since ‖φN,δ‖Hsa,a ∼ δ, we have T = T (δ) > 0 and the solution uN,δ to (1.1) with the

initial data φN,δ by Proposition 5.1. Let t ∈ (0, T ]. A direct calculation shows that

Â2(u0)(t) =(c2 − c3) exp(iξ
5t)

∫
1− exp(−iq1t)

q1
ξξ1(ξ − ξ1) û0(ξ1)û0(ξ − ξ1)dξ1

+
c3
2
exp(iξ5t)

∫
1− exp(−iq1t)

q1
ξ3û0(ξ1)û0(ξ − ξ1)dξ1

:=Â2,1(u0)(t) + Â2,2(u0)(t), (5.14)

where

q1 :=
5

2
ξξ1(ξ − ξ1)

{
ξ2 + ξ21 + (ξ − ξ1)

2
}
.

By similarly argument to the proof of Theorem 1.2 in [14], substituting (5.12) into

(5.14), we obtain for c2 6= c3

‖A2(φN,δ)(t)‖Hs,a & δ2. (5.15)

Now we put vN,δ(t) := uN,δ(t) − U(t)φN,δ − A2(φN,δ)(t). Since the data-to-solution

map is Lipschitz continuous with s = sa, we obtain

‖vN,δ(t)‖Hsa,a . δ3 (5.16)

by Propositions 1.5, 2.4 and 2.5. From (5.13), (5.15) and (5.16), we obtain

‖uN,δ(t)‖Hs,a ≥ ‖A2(φN,δ)(t)‖Hs,a − ‖vN,δ(t)‖Hs,a − ‖U(t)φN,δ‖Hs,a & δ2,

for all N ≫ 1. Since ‖φN,δ‖Hs,a → 0 as N → ∞, this shows the discontinuity of the

flow map. �

Secondly, we prove Theorem 1.4 (ii). By the general argument in [9], it suffices

to show the following estimate fails for |t| bounded.

‖A2(u0)(t)‖2Hs,a . ‖u0‖2Hs,a .

We put the initial data {ψN}∞N=1 ∈ H∞ as follows:

ψN(x) := N−s+2 cos(Nx)

∫ γ

−γ

eiξxdξ +N4a+2 cos(N−4x)

∫ γ/2

−γ/2

eiξxdξ.

A direct computation shows that

ψ̂N (ξ) = N−s+2
(
χB+(ξ) + χB−(ξ)

)
+N4a+2χ[γ/2,3γ/2](ξ). (5.17)
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Clearly ‖ψN‖Hs,a ∼ 1. Note c2 6= c3 and c3 6= 0. Inserting (5.17) into (5.14), we have

|Â2,1(ψN )(t)| & N−2s+2|ξ|χ[0,γ](ξ) + (remainder terms),

and

|Â2,2(ψN )(t)| & N−s+4a+2|ξ|χ[N,N+γ](ξ) + (remainder terms).

Therefore we obtain

‖A2(ψN)(t)‖Hs,a & N−2s+2
(∫ γ

0

|ξ|2a+2dξ
)1/2

+N−s+4a+2
(∫ N+γ

N

|ξ|2s+2dξ
)1/2

.

(5.18)

If a ≤ −3/2, the first term of the right hand side of (5.18) diverges. When we

assume a > −3/2, ‖A2(ψN )(t)‖Hs,a is greater than C(N−2(s+2a+2) + N4(a+1/4)). If

s < −2a − 2 or a > −1/4, ‖A2(ψN )(t)‖Hs,a → ∞ as N → ∞, which implies the

claim since ‖ψN‖Hs,a ∼ 1.

Finally, we prove Theorem 1.4 (iii). Similar to above, we seek for the initial data

such that, for |t| bounded,

‖A3(φN)(t)‖Hs,a . ‖u0‖3Hs,a (5.19)

fails. By using the similar argument to [5], we prove that (5.19) fails for s < −1/4.

A3(u0) is the cubic term of the Taylor expansion of the flow map as follows:

A3(u0)(t) = A3,1(u0)(t) + A3,2(u0)(t) + (remainder terms),

where

A3,1(u0)(t) := −c1
∫ t

0

U(t− s)∂x(u1(s))
3ds,

and

A3,2(u0)(t) := −c3
∫ t

0

U(t− s)∂3x(u1(s)A2(u0)(s))ds.

We put the initial data {φN}∞N=1 ∈ H∞ as follows:

φN(x) := N−s+3/4 cos(Nx)

∫ N−3/2

−N−3/2

eiξxdξ.

A simple calculation shows that

φ̂N(ξ) = N−s+3/4
(
χC+(ξ) + χC−(ξ)

)
, (5.20)
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where C± := [±N −N−3/2,±N +N−3/2]. Clearly ‖φN‖Hs,a ∼ 1. A straightforward

computation shows that

A3,1(u0)(t) = −c1
∫

exp(i(ξ1 + ξ2 + ξ3)x+ i(ξ1 + ξ2 + ξ3)
5t)

× 1− exp(−iq2t)
q2

(ξ1 + ξ2 + ξ3)û0(ξ1)û0(ξ2)û0(ξ3)dξ1dξ2dξ3, (5.21)

where

q2 :=
5

2
(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1)

{
(ξ1 + ξ2)

2 + (ξ2 + ξ3)
2 + (ξ3 + ξ1)

2
}
.

Next we calculate A3,2(u0). From the definition of the quadratic term A2,

Â2(u0)(t) =
2

5
(c3 − c2)

∫
exp(iξ51t+ i(ξ − ξ1)

5t)

ξ2 + ξ21 + (ξ − ξ1)2
û0(ξ1)û0(ξ − ξ1)dξ1

− 2

5
(c3 − c2)

∫
exp(iξ5t)

ξ2 + ξ21 + (ξ − ξ1)2
û0(ξ1)û0(ξ − ξ1)dξ1 + (remainder terms).

(5.22)

Substituting (5.22) into A3,2(u0), we have

A3,2(u0)(t) =
2

5
c3(c3 − c2)

∫
exp(i(ξ1 + ξ2 + ξ3)x+ i(ξ1 + ξ2 + ξ3)

5t)
1− exp(−iq2t)

q2

× (ξ1 + ξ2 + ξ3)
3

ξ22 + ξ23 + (ξ2 + ξ3)2
û0(ξ1)û0(ξ2)û0(ξ3)dξ1dξ2dξ3

− 2

5
c3(c3 − c2)

∫
exp(i(ξ1 + ξ2 + ξ3)x+ i(ξ1 + ξ2 + ξ3)

5t)
1− exp(−iq3t)

q3

× (ξ1 + ξ2 + ξ3)
3

ξ22 + ξ23 + (ξ2 + ξ3)2
û0(ξ1)û0(ξ2)û0(ξ3)dξ1dξ2dξ3 + (remainder terms). (5.23)

We assume that ξ1 ∈ C+, ξ2 ∈ C− and ξ3 ∈ C+. Following (5.21) and (5.23), we

have

|Â3(φN)(t)| ≥
∣∣∣exp(iξ5t)ξ

×
∫ {(1

5
c3(c3 − c2)− c1

)1− exp(−iq2t)
q2

− 1

5
(c3 − c2)

1− exp(−iq3t)
q3

}

× φ̂N(ξ1)φ̂N(ξ2)φ̂N(ξ − ξ1 − ξ2)dξ1dξ2

∣∣∣+ (remainder terms). (5.24)

Here we used the change variables from ξ3 to ξ = ξ1+ξ2+ξ3. From c1 6= 1
5
c3(c3−c2)

and (5.24), we obtain

∣∣Â3(φN)(t)
∣∣ ≥|t|

2

∣∣∣c1 −
1

5
c3(c3 − c2)

∣∣∣ N−3s−3/4 |ξ|χ[N−N−3/2,N+N−3/2](ξ)

−CN−3s−9/4 |ξ|χ[N−N−3/2,N+N−3/2](ξ),
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where C ≥ 0 is some constant. Thus there exists a constant C ′ > 0 such that

‖A3(φN)(t)‖Hs,a ≥ C ′N−2s−1/2 − 2CN−2s−3.

Therefore, when s < −1/4 and a ∈ R, there is no positive constant C such that, for

bounded |t|,

‖A3(φN)(t)‖Hs,a ≤ C‖φN‖3Hs,a .

6. Appendix

We mention the typical counterexamples of (1.9) for (1.10).

Example 1. (high× high→ low interaction)

We define the rectangles P1, P2 as follows:

P1 :=
{
(τ, ξ) ∈ R

2 ; |ξ −N | ≤ N−3/2, |τ − (5N4ξ − 4N5)| ≤ 1/2
}
,

P2 :=
{
(τ, ξ) ∈ R

2 ; (−τ,−ξ) ∈ A1

}
.

Here we put

f(τ, ξ) := χP1(τ, ξ), g(τ, ξ) := χP2(τ, ξ). (6.1)

Then we have

f ∗ g(τ, ξ) & N−3/2 χR1(τ, ξ), (6.2)

where

R1 :=
{
(τ, ξ) ∈ R

2 ; ξ ∈ [1/2N−3/2, 3/4N−3/2], |τ − 5N4ξ| ≤ 1/2
}
.

Inserting (6.1) and (6.2) into (1.9), the necessary condition for (1.9) is b ≤ 3a/5 +

4s/5 + 11/10. Thus b ≤ 3a/5 + 9/10 if (1.9) for s = −1/4.

Example 2. (high× low → high interaction)

We define the rectangle Q as follows:

Q :=
{
(τ, ξ) ∈ R

2 ; |ξ − 2N−3/2| ≤ N−3/2, |τ − (5N4ξ)| ≤ 1/2
}
.

Here we put

f(τ, ξ) = χP1(τ, ξ), g(τ, ξ) = χQ(τ, ξ). (6.3)

Then we have

f ∗ g(τ, ξ) & N−3/2 χR2(τ, ξ), (6.4)
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where

R2 :=
{
(τ, ξ) ∈ R

2 ; |ξ −N | ≤ N−3/2/4, |τ − (5N4ξ − 4N5)| ≤ 1/2
}
.

Substituting (6.3) and (6.4) into (1.9), the necessary condition for (1.9) is b ≥
3a/5 + 9/10.

Example 3. (high× high→ high interaction)

We put

f(τ, ξ) = χP1(τ, ξ), g(τ, ξ) = χP1(τ, ξ). (6.5)

Then we have

f ∗ g(τ, ξ) & N−3/2 χR3(τ, ξ), (6.6)

where

R3 :=
{
(τ, ξ) ∈ R

2 ; |ξ − 2N | ≤ N−3/2/2, |τ − (5N4ξ − 8N5)| ≤ 1/2
}
.

Inserting (6.5) and (6.6) into (1.9), the necessary condition for (1.9) is b ≤ s/5+11/20

for s = −1/4.

On the other hand, we put

f(τ, ξ) = χR3(τ, ξ), g(τ, ξ) = χP2(τ, ξ). (6.7)

Then we have

f ∗ g(τ, ξ) & N−3/2 χR2(τ, ξ). (6.8)

Substituting (6.7) and (6.8) into (1.9), the necessary condition for (1.9) is b ≥ 1/2

for s = −1/4.
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