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Abstract

Lowest weight modules, in particular, Verma modules over theN = 1, 2 super Schrödinger
algebras in (1+ 1) dimensional spacetime are investigated. The reducibility of the Verma
modules is analyzed via explicitly constructed singular vectors. The classification of the
irreducible lowest weight modules is given for both massive and massless representations.
A vector field realization of the N = 1, 2 super Schrödinger algebras is also presented.
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1 Introduction

Conformal symmetry and conformal supersymmetry are one of the fundamental concept in rel-

ativistic field theories. However, importance of conformal invariance in nonrelativistic physics

has been recognized since early 70’s (see for example [1–7] and references therein). Nonrelativis-

tic counterpart of the conformal group is the Schrödinger group [1,2]. Recently, the Schrödinger

group attracts very much attention in the context of nonrelativistic conformal field theory [7]

and nonrelativistic version of AdS/CFT correspondence [8, 9]. Supersymmetric extensions of

the Schrödinger group and its Lie algebra have also been discussed in connection with vari-

ous physical systems such as fermionic oscillator [10,11], spinning particles [12], nonrelativistic

Chern-Simons matter [13–15], Dirac monopole and magnetic vortex [14] and so on. Some su-

per Schrödinger algebras were constructed from the viewpoint of infinite dimensional Lie super

algebra [16] or by embedding them to conformal superalgebras [17, 18].

However, it seems that the representation theories of the Schrödinger group/algebra and

their supersymmetric extensions are not studied well. There are a few works that were based

on representation theoretic viewpoint. We mention the followings: Projective representations

of the Schrödinger group in 3 spatial dimension were constructed in [19]. Irreducible repre-

sentations of the Schrödinger algebras up to 3 spatial dimension were investigated in [20–22].

The author of [23] studied the highest weight representations of the N = 2 super Schrödinger

algebra in 2 spatial dimension (”exotic” algebra in the terminology of [14]).

In a series of paper, we try to classify irreducible representations of the super Schrödinger

algebras. This is motivated by the physical importance of the superalgebras mentioned above.

We believe that the super Schrödinger algebra has a lot of potential applications in both classical

and quantum physics. In the present paper, the first one of the series, we study the simplest case,

that is, the super Schrödinger algebra in (1+1) dimensional spacetime withN = 1, 2 extensions.

In general, the Schrödinger algebra of fixed spacetime dimension has some supersymmetric

extension even for fixed value of N . A systematic method to extend the Schrödinger algebra

in (1 + n) dimensional spacetime to arbitrary N has developed in [14]. We study the super

Schrödinger algebras introduced in [14] throughout the present paper. We denote the centrally

extended Schrödinger algebra in (1+n) dimensional spacetime by s(n). The N = 1, 2 extension

of s(1) are denoted by s(1/1) and s(1/2), respectively. The superalgebra s(1/2) corresponds to

the one with N+ = 1, N− = 0 extension in [14].

The plan of this paper is as follows: We give the definitions of s(1/1) and s(1/2) in the

next section. Two types of algebraic anti-automorphisms are also presented. In section 3 the

lowest weight modules (Verma modules) of s(1/1) are defined. To analyze the reducibility of

the Verma modules we determine the singular vectors and give their explicit formula. Using the

singular vectors the irreducible modules over s(1/1) are classified for both massive and massless

representations. The same analysis is repeated for s(1/2) in section 4 and classification of the



irreducible modules over s(1/2) is presented. In section 5 vector field realizations of s(1/1) and

s(1/2) are introduced. Section 6 is devoted to concluding remarks.

2 N = 1, 2 extensions of s(1)

The algebra s(1) has six elements, i.e., time translation H, space translation P, Galilei boost G,

dilatation D, conformal transformation K and central element M corresponding to the mass.

The nonvanishing commutation relations of s(1) are given by:

[H,D] = 2H, [H,K] = D, [D,K] = 2K, [P,G] = M,

[H,G] = P, [D,G] = G, [P,D] = P, [P,K] = G.
(2.1)

N = 1 extension of s(1) is defined by adding three odd elements Q,S ,X to s(1). They enjoy

the anti-commutation relations given below

{Q,Q} = −2H, {S ,S } = −2K, {X ,X } = −M,

{Q,X } = −P, {S ,X } = −G, {Q,S } = −D,
(2.2)

and satisfy the nontrivial commutation relations with s(1):

[Q, D] = Q, [Q, K] = S , [D,S ] = S , [H,S ] = Q,

[Q, G] = X , [P,S ] = X .
(2.3)

The subset {H,D,K, T,Q} forms a subalgebra of s(1/1) isomorphic to osp(1/2).

N = 2 extension of s(1) has six odd elements Qi,Si,Xi (i = 1, 2). In addition to these,

there exist another even element, denoted by R12, which commutes with all the generators of

s(1) so that N = 2 extended s(1) has 13 generators. Nontrivial relations of the generators

newly added are listed below. The anti-commutators of odd elements:

{Qj,Qk} = −2δjkH, {Sj ,Sk} = −2δjkK {Xj,Xk} = −δjkM,

{Qj,Xk} = −δjkP, {Sj ,Xk} = −δjkG, {Qj,Sk} = −δjkD +Rjk,
(2.4)

and the commutators between odd and even elements:

[Qj, D] = Qj, [Qj , K] = Sj , [D,Sj] = Sj , [H,Sj ] = Qj ,

[Qj, G] = Xj , [P,Sj] = Xj, [Qj, Rkℓ] = δjℓQk − δjkQℓ,

[Sj , Rkℓ] = δjℓSk − δjkSℓ, [Xj , Rkℓ] = δjℓXk − δjkXℓ,

(2.5)

where j, k ∈ {1, 2} and we impose Rij = −Rji.

The defining relations of s(1/2) given above are not appropriate to study lowest or highest

weight representations. We thus take a linear combination of the odd generators:

R = iR12, A± =
1√
2
(A1 ± iA2), (2.6)



where Aj = Qj ,Sj,Xj . Then the elements A± enjoy the fermionic property: A 2
± = 0. With

the new generators, the counterpart of the relations (2.4) reads

{Q±,Q∓} = −2H, {S±,S∓} = −2K, {X±,X∓} = −M,

{Q±,X∓} = −P, {S±,X∓} = −G, {Q±,S∓} = −D ∓ R,
(2.7)

and that of (2.5) is given by

[Q±, D] = Q±, [Q±, K] = S±, [D,S±] = S±, [H,S±] = Q±

[Q±, G] = X±, [P,S±] = X±, [R,A±] = ±A±.
(2.8)

The subset {H,D,K,R,Q±,S±} forms a subalgebra of s(1/2) isomorphic to osp(2/2).

One can define two types of adjoint operations (algebra anti-automorphism) [24] to the

super Schrödinger algebras introduced above. The first one maps even elements as follows:

ω1(P ) = (−1)ǫG, ω1(H) = K, ω1(D) = D, ω1(M) = M, ω1(R) = R, (2.9)

where ǫ ∈ { 0, 1 }. The mapping of the odd elements of s(1/1) is given by

ω1(Q) = (−1)λS , ω1(X ) = (−1)ǫ+λ
X , (2.10)

and of s(1/2) by

ω1(Qa) = (−1)λS−a, ω1(Xa) = (−1)ǫ+λ
X−a, (2.11)

where λ ∈ { 0, 1 } and a = ±. The second one is defined by

ω2(P ) = (−1)ǫP, ω2(G) = (−1)ǫG, ω2(X) = −X (X = H,K,D,M), ω2(R) = R, (2.12)

together with for N = 1

ω2(Q) = i(−1)λQ, ω2(S ) = i(−1)λS , ω2(X ) = i(−1)λ+ǫ+1
X , (2.13)

and for N = 2

ω2(Qa) = i(−1)λQ−a, ω2(Sa) = i(−1)λS−a, ω2(Xa) = i(−1)λ+ǫ+1
X−a. (2.14)

Both adjoint operations are idempotent: ω2
j = id.

On the contrary, there is no grade adjoint operation (another algebra anti-automorphism)

[24] for s(1/1) although s(1/1) has osp(1/2) as a subalgebra. To see this fact, we note that the

grade adjoint operation σ preserves the parity of an element. For instance, σ(Q) is a linear

combination of Q,S and X . We thus write the mapping in a matrix form:

σ





Q

S

X



 = A





Q

S

X



 ,



where A is a 3 × 3 complex matrix. By the definition of the grade adjoint operation σ2(A ) =

−A for an odd element A . Therefore the matrix A has to satisfy ĀA = −13. This yields a

contradictory result: |detA|2 = −1.

The superalgebra s(1/2) admits two types of grade adjoint operations. The first one is given

by

σ1(Q±) = ±(−1)ǫS∓, σ1(X±) = ±(−1)ǫX∓, σ1(K) = H, σ1(P ) = G,

σ1(X) = X (X = D,R,M), (2.15)

where ǫ ∈ { 0, 1 }. The second one looks as follows:

σ2(A±) = ±(−1)ǫiA∓, σ2(R) = R, σ2(X) = −X (X = H,K,D,M, P,G). (2.16)

3 Lowest weight representations of s(1/1)

3.1 Verma modules and singular vectors

The superalgebra s(1/1) is graded, in addition to the Z2 grading of Lie superalgebra, if we

define

degK = 2, degG = degS = 1, degD = degM = degX = 0,

degP = degQ = −1, degH = −2. (3.1)

The grading operator is D. The Z grading defined above can be viewed as an analogue of

the triangular decomposition of semisimple Lie algebra. Namely, one has the vector space

decomposition defined by s(1/1) = s(1/1)+ ⊕ s(1/1)0 ⊕ s(1/1)− where s(1/1)+(s(1/1)−) is

spanned by the generators of positive (negative) degree and s(1/1)0 is by zero degree. We

remark that each subset s(1/1)±, s(1/1)0 forms an abelian subalgebra. We also remark that

the adjoint operation ω1 introduced in the previous section exchanges s(1/1)+ and s(1/1)−,

while ω2 preserves the triangular structure of s(1/1).

The triangular decomposition enables us to define lowest weight modules of s(1/1), in

particular, Verma modules. The lowest weight vector v0 is defined by

Q v0 = P v0 = 0,

Dv0 = −dv0, Mv0 = mv0, X v0 = χv0, (3.2)

where d ∈ R is the conformal weight and the minus sign is for later convenience. The variable

χ is of odd parity relating to the mass eigenvalue by the relation m = 2χ2. The Verma module

V d is defined as the lowest weight module with the lowest weight d : V d = U(s(1/1)+) ⊗ v0,

where U(s(1/1)+) denotes the universal enveloping algebra of s(1/1)+. More explicitly,

V d = { GkKℓv0, GkKℓ
S v0 }, (3.3)



where k, ℓ are non-negative integers. Note that the subset { GkKℓv0 } is a Verma module of

the non-super Schrödinger algebra s(1). It is an easy exercise to compute the action of s(1/1)

on the basis of V d. Denoting vk,ℓ = GkKℓv0 and νk,ℓ = GkKℓS v0, one finds the followings:

Kvk,ℓ = vk,ℓ+1, Kνk,ℓ = νk,ℓ+1, G vk,ℓ = vk+1,ℓ, G νk,ℓ = νk+1,ℓ,

D vk,ℓ = (k + 2ℓ− d) vk,ℓ, D νk,ℓ = (k + 2ℓ+ 1− d) νk,ℓ, (3.4)

Mvk,ℓ = mvk,ℓ, Mνk,ℓ = mνk,ℓ, X vk,ℓ = χ vk,ℓ, X νk,ℓ = χ νk,ℓ − vk+1,ℓ,

P vk,ℓ = ℓvk+1,ℓ−1 +mk vk−1,ℓ, P νk,ℓ = ℓνk+1,ℓ−1 + χvk,ℓ +mk νk−1,ℓ,

Q vk,ℓ = χk vk−1,ℓ + ℓνk,ℓ−1, Q νk,ℓ = χk νk−1,ℓ + (d− ℓ− k)vk,ℓ,

Hvk,ℓ = ℓ(k + ℓ− d− 1)vk,ℓ−1 +
1

2
mk(k − 1)vk−2,ℓ,

Hνk,ℓ = ℓ(k + ℓ− d)νk,ℓ−1 + χk vk−1,ℓ +
1

2
mk(k − 1)νk−2,ℓ.

It follows that the Verma module V d can be decomposed into homogeneous subspaces with

respect to D:

V d =
∞
⊕

n=0

V d
n , V d

n = lin.span.{vk,ℓ, νk,ℓ | Dvk,ℓ = nvk,ℓ, Dνk,ℓ = nνk,ℓ}. (3.5)

To analyse the reducibility of V d, one can use the singular vectors [20, 21, 23] although the

superalgebra s(1/1) is not semisimple. A singular vector vs is defined as a homogeneous element

of V d such that vs 6= Cv0 and

Q vs = P vs = 0. (3.6)

We give all the possible singular vectors explicitly. To this end, the following proposition on

non-super case is helpful [20, 21].

Proposition 1 The singular vectors of the Verma module over s(1) are given as follows:

i) For m 6= 0, a singular vector exists for d = p− 3/2 which is given by (G2 − 2mk)pw0.

ii) For m = 0, infinitely many singular vectors exist for each value of d which are given by

Gpw0.

In both cases, p ∈ N and w0 denotes a lowest weight vector of s(1) defined by Hw0 = Pw0 = 0.

Since a singular vector of s(1/1) is a homogeneous element in V d, it may have the form of

vs = f(G,K)u0, u0 = (αG+ βS )v0, (3.7)

where f(G,K) is a homogeneous polynomial in G,K and α, β are constant of party even and

odd, respectively. Assuming the degree of f(G,K) is n, the general expression of f(G,K) is

f(G,K) =
∑

ℓ

aℓG
n−2ℓKℓ. (3.8)



The action of P on vs is computed as follows:

Pvs = ([P, f(G,K)] + f(G,K)P )u0

=
∑

ℓ

{m(n− 2ℓ)aℓ + (ℓ+ 1)aℓ+1}Gn−2ℓ−1Kℓu0 + f(G,K)Pu0.

Since Pu0 = (αm + βχ)v0, P vs = 0 implies that Pu0 = 0. Clearly, Hu0 = 0 and Du0 =

−(d− 1)u0. Thus the vector u0 is a lowest weight vector of the non-super Schrödinger algebra

s(1) with the conformal weight d− 1.

One can determine the singular vectors of s(1/1) applying Proposition 1. If m 6= 0, then

Pu0 = 0 yields β = −2αχ. One see from Proposition 1 that if d = p − 1/2, then vps =

(G2 − 2mK)p(G− 2χS )v0 is the only vector annihilated by P and H. It is verified by direct

computation that Qvps = 0. Thus vps is a singular vector of s(1/1) for m 6= 0. If m = 0, then

χ becomes a Grassmann number (χ2 = 0) and Pu0 = 0 yields β = 0. In this case, there are

infinite number of vectors vps = Gpv0 (p ∈ N) for each value of d. It is straightforward to see

that Q vps = 0. Therefore we have proved the following proposition.

Proposition 2 The singular vectors of the Verma module V d over s(1/1) are given as follows:

i) For m 6= 0, a singular vector exists for d = p− 1/2 which is

vps = (G2 − 2mK)p(G− 2χS )v0, p ∈ Z≥0 (3.9)

ii) For m = 0, infinitely many singular vector exist for each value of d which are

vps = Gpv0, p ∈ N (3.10)

We remark that the case of m = 0 corresponds to the super Schrödinger algebra without

central extension. Proposition 2 tells that the representations of the centrally extended super

Schrödinger algebra is very different from the unextended one as in the non-super algebra

[20, 21].

3.2 Irreducible modules

Let us consider the reducibility of the Verma modules V d. We start with m 6= 0. If d 6= p−1/2,

there is no singular vectors in V d so that the module is irreducible. In the case of d = p− 1/2,

there is one singular vector (3.9) in V d. The submodule Id = U(s(1/1)+)⊗vps is invariant under

the action of s(1/1). This means that the Verma module V d with d = p−1/2 is not irreducible.

Furthermore, the submodule Id is isomorphic to V d′ with shifted weight d′ = d − 2p − 1 =

−p− 3/2. This Verma module V d′ with the shifted weight does not have singular vectors since

its weight has upper bound d′ < −3/2, while Proposition 2 shows that the Verma module has

a singular vector provided that its weight is d > −1/2.



We now consider the factor module V d/Id with d = p − 1/2. Its lowest weight vector is

denoted by wp
0. It satisfies the conditions:

Qwp
0 = Pwp

0 = (G2 − 2mK)p(G− 2χS )wp
0 = 0. (3.11)

The vectors GkKℓwp
0, GkKℓSwp

0 with k, ℓ non-negative integers span V d/Id. By the relation

obtained from (3.11) one can get rid of all powers of G greater than 2p:

G2p+1w0 = 2χG2p
Swp

0 −
p−1
∑

j=0

(

p
j

)

(−2m)p−jG2jKp−j(G− 2χS )wp
0. (3.12)

Hence the basis of V d/Id is given by

wk,ℓ = GkKℓwp
0, ωk,ℓ = GkKℓ

Swp
0, k ≤ 2p (3.13)

Search for the singular vectors in V d/Id is straightforward but requires lengthy computation.

We omit the computation but the result is that there are no singular vectors in V d/Id. We thus

conclude that V d/Id is irreducible.

Next we investigate the case of m = 0. All Verma modules in this case are reducible, since

they contain infinitely many singular vectors. For a fixed value of d, the Verma module contains

infinite submodules Ip = U(s(1/1)+)⊗ vps which are invariant under the action of s(1/1). Since

the singular vector vps (p > 1) is related to v1s by the relation vps = Gp−1v1s , the corresponding

submodules satisfy the inclusion relation Ip ⊂ I1. It follows that

V d/I1 ⊂ V d/Ip.

Therefore it is sufficient to examine the factor module V d/I1. We denote the lowest weight

vector of V d/I1 by w0. It satisfies the conditions:

Qw0 = Pw0 = Gw0 = 0. (3.14)

The basis of V d/I1 is given by

wℓ = Kℓw0, ωℓ = Kℓ
Sw0.

It is easy to see the action of Q and P on the basis:

Qwℓ = ℓωℓ−1, Qωℓ = (d− ℓ)wℓ, Pwℓ = Pωℓ = 0. (3.15)

It follows that if d /∈ N there is no singular vector in V d/I1, therefore the module V d/I1 is

irreducible. If d = p ∈ N there is one singular vector: wp
s = ωp. It produces the submodule

Ip = U(s(1/1)+)⊗wp
s invariant under the action of s(1/1). The lowest weight vector |0〉 of the

factor module (V p/I1)/Ip satisfies the condition

Q |0〉 = P |0〉 = G |0〉 = Kp
S |0〉 = 0. (3.16)



The basis of (V p/I1)/Ip is given by

Kℓ |0〉 , Kℓ
S |0〉 (ℓ = 0, 1, · · · , p− 1), Kp |0〉 .

It is clear that there is no singular vector in the factor module (V p/I1)/Ip thus the module is

irreducible and is of dimension 2p+1. The generators P,G,M and X are represented trivially in

V d/I1 and (V p/I1)/Ip if we set χ = 0. One may identify V d/I1 and (V p/I1)/Ip as infinite and

finite dimensional representations of the subalgebra osp(1/2). Now we summarize our results

in the following proposition.

Proposition 3 The irreducible lowest weight modules over the Lie superalgebra s(1/1) are

classified as follows:

i) m 6= 0

• V d when d 6= p− 1/2, p ∈ Z≥0. dim V d = ∞
• V d/Id when d = p− 1/2, p ∈ Z≥0. dim V d/Id = ∞

ii) m = 0

• V d/I1 when d /∈ N. dim V d/I1 = ∞
• (V p/I1)/Ip when p ∈ N. dim (V p/I1)/Ip = 2p+ 1

The representations for m = 0 are also irreps of the subalgebra osp(1/2).

4 Lowest weight representations of s(1/2)

4.1 Verma modules and singular vectors

The Lie superalgebra s(1/2) has Z× Z grading structure if we define

degK = (2, 0), degG = (1, 0), degD = degR = degM = (0, 0),

degH = (−2, 0), degP = (−1, 0), (4.1)

degS± = (1,±1), degX± = (0,±1), degQ± = (−1,±1).

The grading operators are D and R. The grading enable us to introduce a triangular decom-

position of s(1/2). Reading the degree of an element from left to right if the first encountered

non-zero entry is positive (negative), then we say that the element has positive (negative) de-

gree. We define the following vector space decomposition according to the degree of elements:

s(1/2) = s(1/2)+ ⊕ s(1/2)0 ⊕ s(1/2)−,

s(1/2)+ = { K,G,S±,X+ }, s(1/2)0 = { D,R,M },
s(1/2)− = { H,P,Q±,X− }.



In contrast to s(1/1), the subsets s(1/2)± form subalgebras but they are not abelian.

We define the lowest weight vector v0 by

Q±v0 = Pv0 = X−v0 = 0, (4.2)

Dv0 = −dv0, Mv0 = mv0, Rv0 = rv0.

The Verma modules over s(1/2) are defined by

V d,r = { GkKℓ
S

a
+S

b
−X

c
+v0 | k, ℓ ∈ Z≥0, a, b, c ∈ {0, 1} }. (4.3)

The action of the grading operators on the basis vk,ℓ,a,b,c = GkKℓ
S

a
+S

b
−X

c
+v0 is easily com-

puted:

Dvk,ℓ,a,b,c = (k + 2ℓ+ a + b− d)vk,ℓ,a,b,c, R vk,ℓ,a,b,c = (a− b+ c + r)vk,ℓ,a,b,c. (4.4)

It follows that the Verma module V d,r can be decomposed into homogeneous subspaces with

respect to D and R:

V d,r =
∞
⊕

n1,n2=0

V d,r
n1,n2

, (4.5)

V d,r
n1,n2

= lin.span.{vk,ℓ,a,b,c, | Dvk,ℓ,a,b,c = n1vk,ℓ,a,b,c, Rvk,ℓ,a,b,c = n2vk,ℓ,a,b,c}.

Since a singular vector of s(1/2) is a homogeneous element in V d,r and S±,X+ are nilpotent,

it may have the factorized form:

vs = f(G,K)u0, (4.6)

where f(G,K) is a homogeneous polynomial in G,K and u0 is a homogeneous element of

V d,r containing fermionic generators. We note that X− commutes with f(G,K). This gives a

necessary condition for u0 :

X−u0 = 0. (4.7)

There are eight possible u0 according to the values of a, b and c. It is seen from (4.4) that they

are specified by the pair of integers (a+ b, a− b+ c). We call this degree of u0. All possible u0

are listed in Table 1. We examine the eight cases to seek possible singular vectors.

i) deg u0 = (0, 0) : Since Pv0 = Hv0 = 0, u0 is the lowest weight vector of non-super

s(1). From Proposition 1 a candidate of the singular vector for m 6= 0 is given by

vs = (G2−2mK)pv0 and for m = 0 by vs = Gpv0. It is however easy to see that Q+vs 6= 0

for both cases. Thus there is no singular vector.

ii) deg u0 = (0, 1) : One readily see that X−u0 = −mv0. Thus there is no singular vector for

m 6= 0. Noting that Pu0 = Hu0 = 0, one can apply Proposition 1 for m = 0 and obtain

vs = Gpu0 (p ∈ Z≥0) as candidates for singular vectors. It is easy to verify that Q±vs = 0

so that vs are indeed singular vectors.



a b c (a+ b, a− b+ c) u0

i) 0 0 0 (0, 0) v0

ii) 0 0 1 (0, 1) X+v0

iii) 0 1 0 (1, -1) S−v0

iv) 1 0 0 (1, 1) (αS+ + βGX+)v0

v) 0 1 1 (1, 0) (αS−X+ + βG)v0

vi) 1 0 1 (1, 2) S+X+v0

vii) 1 1 0 (2, 0) see text

viii) 1 1 1 (2, 1) see text

Table 1: List of u0 and its degree

iii) deg u0 = (1,−1) : One readily see that X−u0 = Pu0 = Hu0 = 0. However, there is no

singular vector in this case because of the same reason as the case i).

iv) deg u0 = (1, 1) : The condition (4.7) yields X−u0 = −(α + mβ)Gv0. If m 6= 0, then

α = −mβ and Pu0 = Hu0 = 0. A candidate of the singular vector is given by vs =

(G2 − 2mK)pu0, but one readily see that Q−vs 6= 0. Thus there is no singular vector for

m 6= 0. If m = 0, then the condition (4.7) yields α = 0. Therefore u0 is reduced to the

one of the case ii).

v) deg u0 = (1, 0) : The condition (4.7) yields X−u0 = αmS−v0. Ifm 6= 0, then α = 0 so that

u0 is reduced to the one of the case i). If m = 0 then α, β are arbitrary. Furthermore one

verifies that Pu0 = Hu0 = 0. Setting β = 0, it is verified that vs = GpS−X+v0 (p ∈ Z≥0)

satisfy Q±vs = 0 if r = d− p− 1. Therefore they are singular vectors.

vi) deg u0 = (1, 2) : It is immediate to see that X−u0 = (mS+ − GX+)v0 6= 0. Thus no

singular vectors.

vii) deg u0 = (2, 0) : The vector u0 is given by

u0 = (αGS−X+ + βS+S− + γ G2 + δK)v0. (4.8)

It follows that X−u0 = (αm − β)GS−v0. If m 6= 0 then β = αm. Furthermore both P

and H does not annihilate u0 :

Pu0 = {−2m(α− γ) + δ}Gv0, Hu0 = {m(d− r − 1)α +mγ − dδ}v0. (4.9)

The singular vectors may have the form of

vs =
∑

ℓ

aℓG
n−2ℓKℓu0, n = k + 2ℓ (4.10)



The condition Q±vs = 0 yields the following four recurrence relations:

{(d− r − n+ 2ℓ)α + kγ}aℓ+1 + (n− 2ℓ)δaℓ = 0, (4.11)

(ℓ+ 1)γaℓ+1 + {(−d+ r + n− 2ℓ)mα + (ℓ+ 1)δ}aℓ = 0, (4.12)

(ℓ+ 1)aℓ+1 + (n− 2ℓ)maℓ = 0, (4.13)

(ℓ+ 1)γaℓ+1 + {(d+ r − 2ℓ− 1)mα + (ℓ+ 1)δ}aℓ = 0. (4.14)

The condition Pvs = 0 yields the recurrence relation below in addition to (4.13):

{−2mα + (n− 2ℓ)mγ + (ℓ+ 2)δ}aℓ+1 + (n− 2ℓ)mδaℓ + (ℓ+ 2)γaℓ+2 = 0. (4.15)

In the derivation of (4.11)-(4.15) we used α 6= 0, since if α = 0 then u0 is reduced to the

one of the case i). Substitution of (4.13) into others and after some algebra we obtain

d =
1

2
(n+ 1), γ =

d+ r + 1

2d+ 1
α, δ = 2m(α− γ). (4.16)

The relation (4.13) is identical to the non-super case [20]. By solving it we obtain for

n = 2p the expression f(G,K) = (G2 − 2mK)p. We thus obtain a singular vector for

d = p + 1/2 (p ∈ N) and arbitrary value of r. We remark that the u0 with the condition

(4.16) is annihilated by P and H but not by Q±.

If m = 0 we see that the condition (4.7) is equivalent to β = 0. The vector (4.8) with

β = 0 is not annihilated by both P and H. We thus use the expression (4.10) again. It

is then easy to see that Pvs = 0 yields α = 0. Thus our u0 is reduced to the one on the

case i).

viii) deg u0 = (2, 1) : The vector u0 is given by

u0 = (αS+S−X+ + βGS+ + γ G2
X+ + δKX+)v0. (4.17)

It is immediate to verify that

X−u0 = −α(GS−X+ +mS+S−)v0 − (β +mγ)G2v0 −mδKv0.

It follows that if m 6= 0 then α = δ = 0 thus u0 is reduced to the case iv). If m = 0 then

α = β = 0. Thus our u0 is reduced to the case ii).

Now our investigation is summarized in the next proposition:

Proposition 4 The singular vectors of the Verma module V d,r over s(1/2) are given as follows:

i) For m 6= 0, a singular vector exist for d = p+ 1/2 (p ∈ N) and arbitrary value of r :

vps = (G2 − 2mK)pu0,

u0 = (GS−X+ +mS+S− + 2mK)v0 +
d+ r + 1

2d+ 1
(G2 − 2mK)v0. (4.18)



ii) For m = 0, infinitely many singular vector exist for each value of d and r :

vps = Gp
X+v0, p ∈ Z≥0. (4.19)

In addition to this, if r = d− p− 1 (p ∈ Z≥0) then infinitely many extra singular vectors

exits:

ṽps = Gp
S−X+v0. (4.20)

4.2 Irreducible modules

In this subsection we examine the reducibility of the Verma module V d,r. We first consider

the case of m 6= 0. If d 6= p + 1/2 for p ∈ Z≥0, there is no singular vector in V d,r. Thus the

Verma module is irreducible. For d = p+1/2 there is a singular vector (4.18). The submodule

Id,r = U(s(1/2)+)⊗vps is invariant under the action of s(1/2) and Id,r ≃ V d′,r with d′ = −p−3/2.

From the same discussion as section 3.2 it can be seen that Id,r does not have singular vectors.

Search for the singular vectors in the factor module V d,r/Id,r can be carried out by the same

way as section 3.2. After some work one may conclude that no singular vectors are found in

V d,r/Id,r. Thus the module is irreducible.

Next we study the case of m = 0. Since all V d,r contain infinitely many singular vectors,

they are reducible. One see from (4.19) and (4.20) that vps = Gpv0s , ṽps = GpS−v
0
s . Hence, in

order to find the irreducible modules, we need only consider the factor module

V d,r/I0, I0 = U(s(1/2)+)⊗ v0s . (4.21)

The lowest weight vector w0 of the factor module V d,r/I0 satisfies the condition

Q±w0 = X±w0 = Pw0 = 0, (4.22)

and the basis of V d,r/I0 is given by

GkKℓ
S

a
+S

b
−w0, k, ℓ ∈ Z≥0, a, b ∈ {0, 1} (4.23)

The singular vectors may have the same form as (4.6) provided that u0 containing only S± as

fermionic generators. All possible u0 are listed in Table 2. Each u0 is specified by the pair of

integers (a+ b, a− b). The necessary condition for the singular vectors in this case is

X±u0 = 0, (4.24)

since X± commute with G and K. It is immediate to see that the cases ii) iii) do not satisfy

the condition. For the u0 of the case iv) one has X±u0 = ±αGS±w0 = 0 which means α = 0.

Thus the case iv) is reduced to the case i). Clearly, the vector u0 of the case i) is a lowest weight

vector of the non-super s(1). Hence, from Proposition 1 a candidate of the singular vector is



a b (a+ b, a− b) u0

i) 0 0 (0,0) w0

ii) 0 1 (1,-1) S−w0

iii) 1 0 (1,1) S+w0

iv) 1 1 (2,0) (αS+S− + βG2 + γK)w0

Table 2: List of u0 for m = 0

given by wp
s = Gpw0 (p ∈ N). It is also easy to see that these wp

s are annihilated by Q± and P.

Thus these wp
s are singular vectors in V d,r/I0, namely, the module V d,r/I0 is reducible.

Because we have the relation wp
s = Gp−1w1

s , the factor module we need to investigate next

is given by

Ld,r ≡ (V d,r/I0)/I1, I1 = U(s(1/2)+)⊗ w1

s . (4.25)

The lowest weight vector z0 of Ld,r satisfies the condition

Q±z0 = X±z0 = Pz0 = Gz0 = 0. (4.26)

The basis of Ld,r is

Kℓ
S

a
+S

b
−z0, ℓ ∈ Z≥0, a, b ∈ {0, 1} (4.27)

We remark that P,G,M and X± are represented trivially on the basis, that is, the module Ld,r

is also the one of the subalgebra osp(2/2). A singular vector in Ld,r may have the form

zℓs = Kℓu0, (4.28)

where u0 is a homogeneous element of Ld,r containing each S± at most once. Thus the vector

u0 is specified by the pair of integer (a + b, a − b). This means that possible u0 is identical to

the ones given in Table 2 provided that w0 is replaced with z0 and that the terms having G2

disappears from u0 for the case iv). Because P,G,X± have a trivial representation, zℓs is a

singular vector if Q±z
ℓ
s = 0. We examine this condition for possible u0 according to Table 2.

i) u0 = z0 : For this case we have Q±z
ℓ
s = ℓKℓ−1

S±z0. Thus the condition requires ℓ = 0 which

is trivial. Thus there is no singular vector for this case.

ii) u0 = S−z0 : One verifies easily that Q−z
ℓ
s = 0 and

Q+z
ℓ
s = {(d− r)kℓ + ℓKℓ−1

S+S−}z0.

It follows that z0s = S−z0 is a singular vector if d = r.

iii) u = S+z0 : One readily see that Q+z
ℓ
s = 0 and

Q−z
ℓ
s = {(d+ r)Kℓ + ℓKℓ−1

S−S+}z0.



It follows that z0s = S+z0 is a singular vector if d = −r.

iv) u = (αS+S− + βK)z0 : The condition yields the following relations:

−(d− r)α+ (ℓ+ 1)β = 0,

(d+ r − 2ℓ− 2)α+ (ℓ+ 1)β = 0.

It turns out by solving these relations (α 6= 0) that if d = ℓ+ 1 we have a singular vector:

zℓs = Kℓ
S+S−z0 +

d− r

d
Kℓ+1z0. (4.29)

Therefore Ld,r is irreducible if r 6= ±d or d is not a positive integer. On the other hand, if

r = ±d or d = p ∈ N, then Ld,r is reducible. We thus need to investigate three factor modules:

Ld
− = Ld,d/U(s(1/2)+)⊗ S−z0,

Ld
+ = Ld,−d/U(s(1/2)+)⊗ S+z0,

Lp,r = Lp,r/U(s(1/2)+)⊗ zp−1

s , with zp−1

s in (4.29)

We denote the lowest weight vector of both Ld
± by |0〉 (this does not cause any confusion).

Then it is annihilated by Q±,X±, P, G and S+ for Ld
+ and by Q±,X±, P, G and S− for Ld

−.

The bases of Ld
+ and Ld

− are given by

Kℓ
S

a
− |0〉 , Kℓ

S
a
+ |0〉 , ℓ ∈ Z≥0, a ∈ {0, 1}

respectively. It follows that Ld
+ and Ld

− are isomorphic. The isomorphism is given by ω2 defined

in (2.12) (2.14) or σ2 defined in (2.16). We thus examine Ld
+ and Lp,r.

Search for the singular vector in Ld
+ is equivalent to find the basis vectors annihilated by

Q±. The basis vectors with a = 0 are annihilated by Q+ and those with a = 1 are by Q−.

While we have the followings:

Q−K
ℓ |0〉 = ℓKℓ−1

S− |0〉 , Q+K
ℓ
S− |0〉 = 2(d− ℓ)Kℓ |0〉 . (4.30)

The first relation of (4.30) requires ℓ = 0 for a = 0. This shows that there is no singular vector

for a = 0. It follows from the second relation of (4.30) that if d = ℓ then KℓS− |0〉 is a singular

vector. Hence, Ld
+ is irreducible if d is not a non-negative integer. For d = ℓ ∈ Z≥0 we consider

the factor module Lℓ
+/I

ℓ where I ℓ = U(s(1/2)+) ⊗KℓS− |0〉 . The basis of Lℓ
+/I

ℓ is given

by

S
a
−

∣

∣0̃
〉

, KS
a
−

∣

∣0̃
〉

, K2
S

a
−

∣

∣0̃
〉

, · · · Kℓ−1
S

a
−

∣

∣0̃
〉

, Kℓ
∣

∣0̃
〉

, a ∈ {0, 1}

where
∣

∣0̃
〉

is the lowest weight vector of Lℓ
+/I

ℓ. It is easy to see that there is no singular vector

in Lℓ
+/I

ℓ. Therefore, Lℓ
+/I

ℓ is irreducible.



Next we study Lp,r. We denote the lowest weight vector of Lp,r by |0〉 . Then

Q± |0〉 = X± |0〉 = P |0〉 = G |0〉 = 0,

Kp |0〉 = p

p− r
Kp−1

S+S− |0〉 .

It follows that KpS± |0〉 = KpS+S− |0〉 = 0. Thus the basis of Lp,r is given by

Kℓ
S

a
+S

b
− |0〉 , ℓ < p, a, b ∈ {0, 1} (4.31)

Singular vectors in Lp,r will be obtained by imposing the condition that the vectors are annihi-

lated by Q±. If we carry this out according to the classification same as Table 2 then it turns

out that the process is almost same as the case of Ld,r. We therefore mentions the results and

omit the detail. The case i) has no singular vectors. The case ii) has one singular vector S− |0〉
if r = d. Thus the analysis of this case gives the equivalent result to Ld

−. The case iii) also has

one singular vector S+ |0〉 if r = −d. This case is reduced to Ld
+. The case i) does not have any

singular vectors.

Summarizing the results obtained so far, we have proved the following proposition.

Proposition 5 The irreducible lowest weight modules over the Lie superalgebra s(1/2) are

classified as follows:

i) m 6= 0

• V d,r when d 6= p+ 1/2, p ∈ Z≥0. dimV d,r = ∞.

• V d,r/Id,r when d = p+ 1/2, p ∈ Z≥0. dimV d,r/Id,r = ∞.

For both cases, r takes an arbitrary value.

ii) m = 0

• Ld,r when r 6= ±d or p is not a positive integer. dim Ld,r = ∞.

• Ld
+ ≃ Ld

− when d is not a non-negative integer. dim Ld
+ = ∞.

• Lℓ
+/I

ℓ when ℓ ∈ Z≥0. dim Lℓ
+/I

ℓ = 2ℓ+ 1.

The representations for m = 0 are also irreps of the subalgebra osp(2/2).

5 Vector field realization

In this section we present a vector field realization of s(1/1) and s(1/2) which is an extension

of the standard vector field realization of the Schrödinger algebra s(1). The standard vector

field realization of s(1) has one time and one space coordinates (t, x). In order to realize s(1/1)



we further introduce two variables (θ, η) of parity odd. One of them is Grassmannian and the

another is related to mass eigenvalue:

{θ, θ} = {θ, η} = 0, {η, η} = −m. (5.1)

With the four variables (t, x, θ, η) the realization of s(1/1) is given by

K = t(t∂t + x∂x + θ∂θ) +
m

2
x2 + xθη − td,

G = t∂x +mx+ θη, D = 2t∂t + x∂x + θ∂θ − d,

H = ∂t, P = ∂x, M = m, Q = −θ∂t + ∂θ,

S = −θ(t∂t + x∂x) + t∂θ + xη + θd, X = −θ∂x + η, (5.2)

where d is the conformal weight. To realize s(1/2) we introduce three Grassmann variables

(θ, φ, ρ). The realization is given as follows:

K = t(t∂t + x∂x + θ∂θ + φ∂φ) + θφρ∂ρ −mxθρ+
m

2
x2 + xφ∂ρ − td,

G = t∂x +m(x− θρ) + φ∂ρ, P = ∂x,

D = 2t∂t + x∂x + θ∂θ + φ∂φ − d,

H = ∂t, R = −θ∂θ + φ∂φ + ρ∂ρ, M = m,

Q+ = −φ∂t + ∂θ, Q− = −θ∂t + ∂φ

S+ = φ(−t∂t − x∂x − θ∂θ + ρ∂ρ) + t∂θ −mxρ+ φd,

S− = θ(−t∂t − x∂x − φ∂φ − ρ∂ρ) + t∂φ + x∂ρ + θd,

X+ = −φ∂x −mρ, X− = −θ∂x + ∂ρ. (5.3)

We have introduced two Clifford-like elements χ and η for s(1/1). We remark that they are

realized by a single Grassmann number φ as follows:

χ =

√

m

2
(φ+ ∂φ), η =

√

m

2
(φ− ∂φ). (5.4)

The vector field realizations given above together with singular vectors may give invariant

partial differential equations of super Schrödinger algebras. This is a supersymmetric extension

of the result for semisimple Lie algebras developed in [25,26]. The invariant equations obtained

by this procedure for s(n) have been obtained in [20, 21, 27, 28].

6 Concluding remarks

We investigated the lowest weight modules (Verma modules) over s(1/1) and s(1/2). Explicit

expression of the singular vectors were derived and reducibility of the Verma modules has been

studied. This led us to classify irreducible modules over s(1/1) and s(1/2).



We comment on a bilinear form analogous to the Shapovalov form [29] of the semisimple

Lie algebra. Let g = s(1/1) or s(1/2) and V be a Verma module over g. The lowest weight

vector of V is denoted by v0 as usual. We define the bilinear form ( , ) : V ⊗ V → C by the

relations:

(Xv0, Y v0) = (v0, ω1(X)Y v0), (v0, v0) = 1, X, Y ∈ U(g) (6.1)

If vm, vn ∈ V have different weight, then they are orthogonal with respect to this form:

(vm, vn) = 0. (6.2)

To see this, suppose that the weights of vm, vn are m and n, respectively. Then

(Dvm, vn) = m(vm, vn).

The left hand side has alternate way of computation:

(Dvm, vn) = (vm, ω1(D)vn) = n(vm, vn).

Since m 6= n we obtain (6.2). It follows that a singular vector of g is orthogonal to any

other vectors in V. This is the same property as semisimple case. Thus one may analyze the

reducibility of the Verma modules also via the bilinear form.

We provided a vector field realization of s(1/1) and s(1/2) in section 5. It will open a

way to physical applications of the super Schrödinger algebras. One example we will do as a

future work is a supersymmetric extension of the group theoretical approach to nonrelativistic

holography discussed in [30]. Another important future work is the classification of irreducible

modules for the super Schrödinger algebras of higher dimensional spacetime. Especially, the

most physical (1 + 3) dimensional spacetime is of importance. We have investigated N = 1, 2

in the present paper. This is because physical applications in nonrelativistic setting are known

for small values of N . Of course, this does not mean the super Schrödinger algebras for large

values of N are useless. Analysis of irreducible representations for large N is also an interesting

problem.
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[14] C. Duval and P. A. Horváthy, J. Math. Phys. 35 (1994) 2516; hep-th/0508079.

[15] Yu Nakayama, M. Sakaguchi and K. Yoshida, JHEP 04 (2009) 096; arXiv:0902.2204 [hep-

th].

[16] M. Henkel and J. Unterberger, Nucl. Phys. B746[FS] (2006) 155; arXiv:math-ph/0512024.

[17] M. Sakaguchi and K. Yoshida, J. Math. Phys. 49 (2008) 102302; arXiv:0805.2661 [hep-th].

[18] M. Sakaguchi and K. Yoshida, JHEP 08 (2008) 049; arXiv:0806.3612 [hep-th].

[19] M. Perroud, Helv. Phys. Acta, 50 (1977) 233.

[20] V. K. Dobrev, H.-D. Doebner and Ch. Mrugalla, Rep. Math. Phys. 39 (1997) 201.

[21] Ch. Mrugalla, PhD Thesis, Technical University Clausthal (1997).

[22] P. Feinsilver, J. Kocik and R. Schott, Fort. Physik 52 (2004) 343; math-ph/0008035.

[23] Yu Nakayama, JHEP 10 (2008) 083; arXiv:0807.3344 [hep-th].

[24] M. Scheunert, W. Nahm and V. Rittenberg, J. Math. Phys. 18 (1977) 146.

[25] V. K. Dobrev, Rep. Math. Phys. 25 (1988) 159.

[26] B. Kostant, Lecture Notes in Mathematics 466 (1975) 101; Springer-Verlag, Berlin.

[27] N. Aizawa, V. K. Dobrev and H.-D. Doebner, in Proc. 2nd Int. Symposium ”Quantum
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