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1 Introduction

A class of stochastic flows of bridges were introduced by Bertoin and Le Gall
(2003) to study the coalescent processes with multiple collisions of Pitman
(1999); see also Sagitov (1999). The law of such a coalescent process is de-
termined by a finite measure A(dz) on [0,1]. The Kingman coalescent cor-
responds to A = dy and the Bolthausen-Sznitman coalescent corresponds to
A = Lebesgue measure on [0, 1]; see Bolthausen and Sznitman (1998) and
Kingman (1982). In fact, Bertoin and Le Gall (2003) established a remarkable
connection between the coalescents with multiple collisions and the stochas-
tic flows of bridges. Based on this connection, they have developed a theory
of the coalescents and the flows in the series of papers; see Bertoin and Le
Gall (2003, 2005, 2006). We refer the reader to Le Jan and Raimond (2004),
Ma and Xiang (2001) and Xiang (2009) for the study of stochastic flows of
mappings and measures in abstract settings.

Let {Bst: —oo < s <t < oo} be the stochastic flow of bridges associated
to a A-coalescent in the sense of Bertoin and Le Gall (2003). A number of
precise characterizations of the flow {B_;o(v) : ¢ > 0,v € [0,1]} were given in
Bertoin and Le Gall (2003). For any t > 0, the function v — B_;(v) induces
a random probability measure p;(dv) on [0,1]. The process {p; : t > 0}
was characterized in Bertoin and Le Gall (2003) as the unique solution of a
martingale problem. In fact, this process is a measure-valued dual to the A-
coalescent process. It was also pointed out in Bertoin and Le Gall (2003) that
{pt : t > 0} can be regarded as a generalized Fleming-Viot process; see also
Donnelly and Kurtz (1999a, 1999b).

Let A(dz) be a finite measure on [0, 1] such that A({0}) = 0 and let
{M(ds,dz,du)} be a Poisson random measure on (0,00) x (0,1} with in-
tensity 2~ 2dsA(dz)du. It was proved in Bertoin and Le Gall (2005) that there
is weak solution flow {X;(v) : ¢t > 0,v € [0,1]} to the stochastic equation

t ool
Xt(v):v—i—/o/o /0 2[u<x, )y — Xs—(v)|M(ds, dz, du). (1.1)

Moreover, Bertoin and Le Gall (2005) showed that for any 0 < r < -+ <
rp < 1 the p-point motion {(B_¢o(r1),---,B_to(rp)) : t > 0} is equiv-
alent to {(X;(r1),---,X¢(rp)) : t > 0}. Therefore, the solutions of (L)
give a realization of the flow of bridges associated with the A-coalescent pro-
cess. A separate treatment for the Kingman coalescent flow was also given
in Bertoin and Le Gall (2005). In that case they showed the p-point motion
{(B_to(r1), -+, B_to(rp)) : t > 0} is a diffusion process in

D, ={z= (21, - ,2p) ERP:0<2; <--- <z, <1}
with generator Ay defined by
1 & Pf
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Given a A-coalescent flow {B;s; : —oo < s <t < oo}, we define the flow of
inverses by

B;tl(v) = inf{u € [0,1] : By ¢(u) > v}, velo1)

and B tl(l) = B, tl(l—). In the Kingman coalescent case, it was proved in
Bertoin and Le Gall (2005) that the p-point motion {(Bo_lél (r1),--- ’Bo_,tl (rp)) =
t > 0} is a diffusion process in D, with generator A; given by

@) = Ao @)+ (3 - 1) o) (1.3

where Ay is given by (L2]). The analogous characterization for the A-coalescent
flow with A({0}) = 0 was also provided in Bertoin and Le Gall (2005). Those
results give deep insights into the structures of the stochastic flows associated
with the A-coalescents.

The asymptotic properties of A-coalescent flows were studied in Bertoin
and Le Gall (2006). For each integer k > 1 let Aj(dx) be a finite measure
on [0,1] with Ax({0}) = 0 and let {Xy(t,v) : t > 0,v € [0,1]} be defined
by () from a Poisson random measure {Mj(ds, dz,du)} on (0,00) x (0,1]?
with intensity 2~ 2dsAg(dz)du. Suppose that z272(z A 22) A (k~1dz) converges
weakly as k — 0o to a finite measure on (0,00) denoted by z72(z A 22)A(dz).
By a limit theorem of Bertoin and Le Gall (2006) the rescaled p-point motion
{(kXy(kt,r1/k),- -, kXk(kt,rp/k)) : t > 0} converges in distribution to those
of the weak solution flow of the stochastic equation

t poo oo
Yi(v) =v+ / / / xl{ugYS,(v)}N(dsa dzx,du), (1.4)
0 JO 0

where N (ds,dz,du) is a compensated Poisson random measure on [0, c0) x
(0,00)? with intensity z=2dsA(dz)du. It was pointed out in Bertoin and Le
Gall (2006) that the solution of (L)) is a special critical continuous-state
branching process (CB-process).

In this paper we study two classes of stochastic flows defined by stochastic
equations that generalize (II]) and (L4]). We shall first treat the generaliza-
tion of (4] since it involves simpler structures. Suppose that o > 0 and
b are constants, v — ~y(v) is a non-negative and non-decreasing continuous
function on [0,00), and (z A 22)m(dz) is a finite measures on (0,00). Let
{W (ds,du)} be a white noise on (0, 00)? based on the Lebesgue measure dsdu.
Let {N(ds,dz,du)} be a Poisson random measure on (0,00)% with intensity
dsm(dz)du. Let {N(ds,dz,du)} be the compensated measure of N (ds, dz, du).
We shall see that for any v > 0 there is a pathwise unique non-negative solution
of the stochastic equation

t
0

Yiv) = vto /0 t /0 Y s, du) + / () — bY,_(v)|ds



t poo pYs_(v)
+/ / / zN(ds,dz, du). (1.5)
o Jo Jo

It is not hard to show each solution Y (v) = {Y;(v) : t > 0} is a continuous-
state branching process with immigration (CBI-process). Then it is natural to
call the two-parameter process {Y;(v) : ¢t > 0,v > 0} a flow of CBI-processes.
We prove that the flow has a version with the following properties:

(i) for each v > 0, t — Y;(v) is a cadlag process on [0, 00) and solves ([LH);

(ii) for each t > 0, v — Y;(v) is a non-negative and non-decreasing cadlag
process on [0, c0).

The proof of those properties is based on the observation that {Y (v) : v > 0} is
a path-valued process with independent increments. For any ¢ > 0, the random
function v — Y;(v) induces a random Radon measure Y;(dv) on [0,00). We
shall see that {Y; : t > 0} is actually an immigration superprocess in the sense
of Li (2010) with trivial underlying spatial motion. One could replace the
diffusion term in (L5 by the stochastic integral o fg VYs_(v)dW (s) using a
one-dimensional Brownian motion {W (¢) : ¢ > 0} as in Dawson and Li (2006).
The resulted equation defines an equivalent CBI-process for any fixed v > 0,
but it does not give an equivalent flow.

To describe our generalization of (LIJ), let us assume that ¢ > 0 and
b > 0 are constants, v — ~y(v) is a non-decreasing continuous function on [0, 1]
such that 0 < y(v) < 1 for all 0 < v < 1, and 2?v(dz) is a finite measure
on (0,1]. Let {B(ds,du)} be a white noise on (0,00) x (0, 1] based on dsdu
and let {M(ds,dz,du)} be a Poisson random measure on (0, 00) x (0, 1]? with
intensity dsv(dz)du. We show that for any v € [0, 1] there is a pathwise unique
solution X (v) = {Xy(v) : t > 0} to the equation

t 1
X0) = vto [ [ usx. wy — Xo (@) B, du)
0 JO
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Clearly, the above equation unifies and generalizes the flows described by (1),
(C2) and (L3). Here it is essential to use the white noise as the diffusion

driving force. We show there is a version of the random field {X;(v) : t >
0,0 <wv < 1} with the following properties:

— X (v)]ds

v)
1
/0 2[u<x, )y — Xs—(v)|M(ds,dz,du).  (1.6)

(i) for each v € [0,1], t — X;(v) is cadlag on [0, 00) and solves (L6);

(i) for each t > 0, v — Xy(v) is non-decreasing and cadlag on [0, 1] with



We refer to {Xy(v) : ¢ > 0,0 < v < 1} as a generalized Fleming-Viot flow
following Bertoin and Le Gall (2003, 2005, 2006). In particular, our result
gives the strong existence of the flows associated with the coalescents with
multiple collisions. The study of this flow is more involved than the one
defined by (L3)) as the path-valued process {X(v) : 0 < v < 1} does not have
independent increments. However, we shall see it is still an inhomogeneous
Markov process. From the random field {X;(v) : ¢ > 0,0 < v < 1} we can
define a cadlag sub-probability-valued process {X; : t > 0} on [0, 1], which is
a counterpart of the generalized Fleming-Viot process of Bertoin and Le Gall
(2003). We prove two scaling limit theorems for the generalized Fleming-Viot
processes, which lead to a special form of the immigration superprocess defined
from (L3). From the theorems we derive easily a generalization of the limit
theorem for the finite point motions in Bertoin and Le Gall (2006).

The techniques of this paper are mainly based on the strong solutions of
(CH) and ([L6l), which are different from those of Bertoin and Le Gall (2005,
2006). In Section 2 we give some general results for the pathwise unique-
ness, comparison property and existence of non-negative strong solutions of
stochastic equations driven by white noises and Poisson random measures.
Those extend the results in Fu and Li (2010) and provide the basis for the
investigation of the strong solution flows of (L3 and (L.6]). They should also
be of interest on their own right. In Section 3 we study the flows of CBI-
processes and their associated immigration superprocesses. The generalized
Fleming-Viot flows are discussed in Section 4. Finally, we prove the scaling
limit theorems in Section 5.

Notation. For a measure p and a function f on a measurable space (E, &)
write (u, f) = [ fdp if the integral exists. For any a > 0 let M [0, a] be the set
of finite measures on [0, a] endowed with the topology of weak convergence. Let
M [0, a] be the subspace of M0, a] consisting of sub-probability measures. Let
B0, a] be the Banach space of bounded Borel functions on [0, a] endowed with
the supremum norm || - || and let C[0,a] denote its subspace of continuous
functions. We use B[0,a|T and C[0,a]" to denote the subclasses of non-
negative elements. Throughout this paper, we make the conventions

b ()
IR
a (a,b] a (a,00)

for any b > a > 0. Given a function f defined on a subset of R, we write

Af(x) = flx+2) = f(z) and D.f(z)=A.f(z) - f(2)z

for x,z € R if the right hand side is meaningful. Let A denote the Lebesgue
measure on [0, 00).

2 Strong solutions of stochastic equations

In this section, we prove some results on stochastic equations of one-dimensional
processes driven by white noises and Poisson random measures. The results



extend those of Fu and Li (2010). Since our aim is to apply the results to the
generalized Fleming-Viot flows and the flows of CBI-processes, we only discuss
equations of non-negative processes. However, the arguments can be modified
to deal with general one-dimensional equations.

Let E, Uy and U; be separable topological spaces whose topologies can
be defined by complete metrics. Suppose that m(dz), puo(du) and pq(du) are
o-finite Borel measures on F, Uy and Uy, respectively. We say the parameters
(0,b,90,91) are admissible if

e x+— b(x) is a continuous function on R satisfying b(0) > 0;

e (z,u) — o(x,u) is a Borel function on R, x E satisfying o(0,u) = 0 for
u € F;

o (z,u) — go(x,u) is a Borel function on Ry x Uy satisfying go(0,u) = 0
and go(x,u) +x > 0 for x > 0 and u € Up;

o (z,u) — gi1(z,u) is a Borel function on Ry x U satisfying g (x,u)+2z > 0
for x > 0 and u € Uj.

Let {W(ds,du)} be a white noise on (0,00) x E with intensity dsm(dz). Let
{No(ds,du)} and {Ni(ds,du)} be Poisson random measures on (0,00) x Uy
and (0,00) x Uy with intensities dspo(du) and dsp(du), respectively. Sup-
pose that {W(ds,du)}, {No(ds,du)} and {Ni(ds,du)} are defined on some
complete probability space (£2,.7,P) and are independent of each other. Let
{No(ds,du)} denote the compensated measure of { No(ds, du)}. A non-negative
cadlag process {x(t) : t > 0} is called a solution of

x(t // W(ds, du)
/ ))ds + / / go(z(s—),u)No(ds, du)

/ /Ul g1(x u) N1 (ds, du) (2.1)

if it satisfies the stochastic equation almost surely for every ¢ > 0. We say
{z(t) : t > 0} is a strong solution if, in addition, it is adapted to the augmented
natural filtration generated by {W (ds,du)}, {No(ds,du)} and {Ny(ds,du)};
see, e.g., Situ (2005, p.76). Since z(s—) # x(s) for at most countably many
s > 0, we can also use z(s) instead of x(s—) in the integrals with respect to
W (ds, du) and ds on the right hand side of ([ZI]). For the convenience of the
statements of the results, we write b(z) = by(x) — ba(x), where x — by(x) is
continuous and x + by () is continuous and non-decreasing. Let us formulate
the following conditions:

(2.a) There is a constant K > 0 so that

+ /U1 |91 (2, w)|p1(du) < K(1+ )

6



for every x > 0;
(2.b) There is a non-decreasing function x — L(z) on Ry and a Borel function

(z,u) = go(z,u) on Ry x Uy so that supg<, <, [90(y,u)| < go(x,u) and

/ o (ar, ) (du) + / [Go(,u) A o, w)2luo(du) < L(x)
E

Uo
for every x > 0;
(2.c) For each m > 1 there is a non-decreasing concave function z +— 7, (z)

on Ry such that fi, 7, () 'dz = oo and

b1 () — b1(y)| + . lg1 (2, u) — g1(y, w)|p1 (du) < rop(|z —yl)

for every 0 < x,y < m,;

(2.d) For each m > 1 there is a non-negative non-decreasing function z
pm(z) on Ry so that [, pm(2) ?dz = oo,

/ o 10) — o (g w) P(du) < (| — )2
E

and

1l IR 2 1-1)1 x,Y,u n
/ uo(dU)/ o(z,y,u)?( V10 (2,9, )|g2 bar < e(m, )
Uo 0 pm([(x—y)+th(z,y,u)|)

for every n > 1 and 0 < x,y < m, where lo(z,y,u) = go(x,u) — go(y,u)
and ¢(m,n) > 0 is a constant.

Theorem 2.1 Suppose that (0,b, g0, g1) are admissible parameters satisfying
conditions (2.a,b,c,d). Then the pathwise uniqueness of solutions holds for

(Z1).

Proof. We first fix the integer m > 1. Let ap = 1 and choose ar — 0
decreasingly so that f;:*l pm(2)72dz = k for k > 1. Let x + v (x) be a non-
negative continuous function on R which has support in (ay, ax—1) and satisfies
f;:” Yp(x)dr = 1 and 0 < Yp(x) < 2k 'p(2)~2 for ap < < ap_;. For
each k£ > 1 we define the non-negative and twice continuously differentiable
function

|2 Y
or(2) :/0 dy/0 Yy (x)de, z € R. (2.2)

It is easy to see that ¢y, (2) — |z| non-decreasingly as k — oo and 0 < ¢} (z) <1
for >0 and —1 < ¢} (2) <0 for z < 0. By condition (2.d) and the choice of
x = Yp(z),

Bz —y) [E oz, u) — oy, u) *r(du)

7



< Yi(lz — y)pm(|z — y))* < (2.3)

Enl

for 0 < z,y < m. Then the left hand side tends to zero uniformly in 0 <
z,y <mas k — oo. For h,( € R, by Taylor’s expansion we have

1 1
Daénl() = / R26(C + th)(1 — t)dt — / K2 0u(1C 1 th)(1— D).

0 0

It follows that

Dyéi(C) < %/01 W2 pm(IC +th])"2(1 = t)dt. (2.4)
Observe also that
Dyor(¢) = Angr(C) — ¢4 (O)h < 2. (2.5)
For 0 < z,y <m and n > 1 we can use ) and (23] to get
/UO Dy (2 y,u) Pk (T — y) po(du)

- g/ Mo(du) /l lo(%y,u)?(l — t)1{|lo($,y,u)|§n} @t
=k Uo 0 pm(‘(ﬂf—y)-i-tlo(x,y,u)\)?
_|_

2/ |l(](x7y7u)|1{\lo(m,y,u)\>n},u0(du)
0

U
2
< Ec(m,n) + 4/U go(m,u)l{go(m,u)m/g}yo(du). (2.6)
o

By conditions (2.b,d) one sees the right hand side tends to zero uniformly in
0 <x,y <m as k — oco. Then the pathwise uniqueness for (2] follows by a
trivial modification of Theorem 3.1 in Fu and Li (2010). O

The key difference between the above theorem and Theorems 3.2 and 3.3 of
Fu and Li (2010) is that here we do not assume z — go(z, 1) is non-decreasing.
This is essential for the applications to stochastic equations like (L.6]).

Theorem 2.2 Let (0,V, go,g}) and (0,b", go, g}) be two sets of admissible pa-
rameters satisfying conditions (2.a,b,c,d). In addition, assume that

(i) for everyu € Uy, x — x+4gy(z,u) or x — x4+ ¢{(x,u) is non-decreasing;
(ii) ¥'(x) <V"(z) and g|(z,u) < g{(x,u) for every x >0 and u € Uy
Suppose that {z'(t) : t > 0} is a solution of (Z1) with (b,g1) = (V,¢}) and

{2(t) : t > 0} is a solution of the equation with (b,g1) = (b”",g]). If 2’(0) <
2"(0), then P{z/(t) < 2”(t) for allt > 0} = 1.



Proof. Let ¢(t) = a'(t) — 2”(t) for t > 0. Let x — ¢ (z) be defined as in the
proof of Theorem 211 Instead of (Z2]), for each k£ > 1 we now define

z y
= / dy/ Y(x)de, z e R. (2.7)
0 0
Then ¢x(z) — 2 := 0V 2 non-decreasingly as k — oco. Let
l(](t7u) 290($l(t)7u) _90($//(t)7u)7 t>0,uc€ U07
and
hit,u) = g(@'(t),u) — gl (2"(t),w),  t=0,ucli.

For ((s—) < 0 we have qﬁk(C( )) #,.(C(s—)) = 0. Since x — = + f(z,u)
is non-decreasing for f = ¢} or g, for {(s—) = 2/(s—) — 2" (s—) < 0 we also
have

Cls=)+h(s—u) = a'(s—) -

IA I
88
@
L
|

The latter implies

Al (s—u)Pk(C(s—)) = ok (C(s—) + 1 (s—,u)) — ¢r(((s—)) = 0.

By 1t6’s formula we have

or(C(1)) / /¢ 5—), )
/ ¢ (¢ ))

b"(fC"(S DLi¢(s—)>0yds
t
+/0 dS/U Ay (5= Pk(C(8=)) ¢ (s—y >0yt (du)
1

+/w Dig(omyor(C(5—)ptolds) + Mn(t),  (2.8)
0 Uop

where

Let 7, = inf{t > 0 : 2/(¢) > m or 2”(t) > m} for m > 1. Under conditions

(2.b,c) it is easy to show that {M,,(t A 7,,)} is a martingale. Recall that

9



b (xz) <V'(x)and V' (x) = V) (z)—bs(x) for a non-decreasing function x — b4 (z).
Then under the restriction ((s—) > 0 we have

S (C(s=))[V (2 (s—)) — b" (2" (s-))]
< G (C(s =)' (2" (s-)) — (w (s=))]
< @ (C(s=)) b1 (2 (s—)) = by(a"(s—))]
< [y (2 (s—)) = by(2"(s-)))

and

(
= ¢k(§(8—§

The estimates ([23) and (20 are still valid. If 2'(0) < z”(0), we can take the
expectation in (2.8) and let k& — oo to get

E[C(tATm)T] < E[/O Tm Tm([C(s=))11¢(s—)>01d8
tr s A Tm) T ds
< /0 m(E[C(s A ) ])ds,

where the second inequality holds by the concaveness of z +— r,,(z). Then
E[C(t A1pn)T] =0 for all ¢ > 0. Since 7, — 00 as m — 00, we get the desired
comparison property. U

We say the comparison property of solutions holds for (2.1J) if for any two
solutions {z1(t) : ¢ > 0} and {x2(t) : t > 0} satisfying x1(0) < 22(0) we have
P{z1(t) < xo(t) for all t > 0} = 1. From Theorem 22l we get the following:

Theorem 2.3 Let (0,b, g0, 91) be admissible parameters satisfying conditions
(2.a,b,c,d). In addition, assume that for every u € Uy the function x +—
x + g1(x,u) is non-decreasing. Then the comparison property holds for the

solutions of (21).

The monotonicity assumption on the function = +— x + g1(x,u) in The-
orem is natural. To see this, suppose that {zi(¢)} and {x2(t)} are two
solutions of (ZI]) and {(s;,u;) : i > 1} is the set of atoms of { Ny (ds,du)}. The
assumption guarantees that xz1(s;—) < za(s;—) implies

1(8i=) + g1(z1(si—), i)
2(5:i—) + g1(z2(si—), ui) = w2(s4).

A similar explanation can be given to Theorem In some applications the
kernel z — go(x,u) may be non-decreasing. When this is true, we can replace
(2.d) by the following simpler condition:

x1(s;) x
x

VAN
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(2.e) For each u € Uy the function x — go(x, u) is non-decreasing, and for each
m > 1 there is a non-negative and non-decreasing function z — p,,(2)
on Ry so that [, pm(2)72dz = oo and

/ lo(z,u) — oy, uw)|*r(du) + llo(z,y, w)| A |lo(z, y, u)|? o (du)
E Uo

< pm(lz —y|)*

for all 0 < x,y < m, where lo(x,y,u) = go(z,u) — go(y,u).

Proposition 2.4 Let (0,b,90,91) be admissible parameters. If (2.e) holds,
then (2.d) holds.

Proof. Since x — go(x,u) is non-decreasing, it is not hard to see |(x —y) +
tlo(x,y,u)| > |x —y|. By condition (2.e) and the monotonicity of z — p(z) we

have
(1 —t)lo(z,y,u)?1g ya)|<n
/ / {\o<y>\2}ﬂ(d)
Uo pm —l—tl()(.l' Yy, u )‘)
Uo Pm |l‘ - y|)
Then condition (2.d) is satisfied. O

Theorem 2.5 Suppose that (0,b, g0, g1) are admissible parameters satisfying
conditions (2.a,c,e). Then there is a unique strong solution to (21).

Proof. We first note that (2.b) follows from (2.e). By Proposition [2.4] we also
have (2.d) from (2.e). Let {V,,} be a non-decreasing sequence of Borel subsets
of Uy so that US|V, = Up and (V) < oo for every n > 1. For m,n > 1
one can use (2.e) to see

2 Bl) = /U lg0 (2 1) — go(z, w) A m]po(du)

and

T = Ymn(x) = / [go(x,uw) A m|uo(du)

n

are continuous non-decreasing functions. By the results for continuous type
stochastic equations as in Tkeda and Watanabe (1989, p.169), one can show
there is a non-negative weak solution to

x(t / / ) A m,u)W(ds, du)

; /0 by ((s) A m)ds — /0 Yman () A m)ds,

11



where by, (x) = b(z) — Bm(z). (See also El Karoui and Méléard (1990) for
the theory of stochastic equations driven by white noises.) The pathwise
uniqueness holds for the above equation by Theorem 2.1l Then it has a unique
strong solution. Let {W,} be a non-decreasing sequence of Borel subsets of
Uy so that US2 W, = U; and pi(W),) < oo for every n > 1. Following the
proof of Proposition 2.2 of Fu and Li (2010) one can show there is a unique
strong solution {z, »(t) : t > 0} to

x(t / / ) A m,u)W(ds, du)

+/ (z(s—) Am)ds — /Ot Y (x(5) A m)ds
/ / go(x(s—) Am,u) A m]No(ds, du)
/ / [91(2(s—=) Am,u) Am]Ny(ds, du).

We can rewrite the above equation into

x(t // ) Am,u)W(ds, du)
—I-/ b (z(s—) Am)ds

/ /n go(z(s—) Am,u) A m]Noy(ds, du)
/ / (91 ((s—) A m, ) A m]Ny(ds, du).

As in the proof of Lemma 4.3 of Fu and Li (2010) one can see the sequence
{Zmn(t):t >0} n=1,2--1is tight in D(]0,00),Ry). Following the proof of
Theorem 4.4 of Fu and Li (2010) it is easy to show that any weak limit point
{zm(t) : t > 0} of the sequence is a non-negative weak solution to

x(t / / ) Am,u)W(ds, du)

+ / (a(s-) A m)ds
/ /UO go(a(s—) Am,u) Am]No(ds, du)
/ /U1 g1(z(s—) Am,u) A m|N(ds, du). (2.9)

By Theorem 2] the pathwise uniqueness holds for (2.9), so the equation has
a unique strong solution; see, e.g., Situ (2005, p.104). Then the result follows
by a simple modification of the proof of Proposition 2.4 of Fu and Li (2010).
O
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3 Stochastic flows of CBI-processes

In this section, we give the constructions and characterizations of the flow
of CBI-processes and the associated immigration superprocess. Suppose that
o > 0 and b are constants and (u A u?)m(du) is a finite measures on (0, 00).
Let ¢ be a function given by

d(z) = bz + 10222 + /oo(e_zu — 14 zu)m(du), z>0. (3.1)
2 0

A Markov process with state space Ry := [0,00) is called a CB-process with
branching mechanism ¢ if it has transition semigroup (p¢)i>0 given by

/ e_)‘ypt(:n, dy) = e_”t()‘), A>0, (3.2)
Ry

where (¢, \) — () is the unique locally bounded non-negative solution of

L) = o), WX =A  t20

Given any § > 0 we can also define a transition semigroup (¢:):>0 on Ry by

/R ) e Ngi(x, dy) = exp { — zvi(A) — /0 t Bvs(/\)ds}. (3.3)

A non-negative real-valued Markov process with transition semigroup (g:)+>0
is called a C'BI-process with branching mechanism ¢ and immigration rate 3.
It is easy to see that both (p¢)¢>0 and (g¢)¢>0 are Feller semigroups. See, e.g.,
Kawazu and Watanabe (1971) and Li (2010, Chapter 3).

Let {W(ds,du)} be a white noise on (0,00)? based on the Lebesgue mea-
sure dsdu and let {N(ds,dz,du)} be Poisson random measure on (0, c0)? with

intensity dsm(dz)du. Let {N(ds,dz,du)} be the compensated measure of
{N(ds,dz,du)}.

Theorem 3.1 There is a unique non-negative strong solution of the stochastic
equation
t
0
t 0o Ys—
+/ / / zN (ds,dz, du).
o Jo Jo

Moreover, the solution {Y; : t > 0} is a CBI-process with branching mechanism
¢ and immigration rate [3.

Y, = Y0+a/0t/oys W(ds,du)Jr/(ﬂ—bYs_)ds

Proof. The existence and uniqueness of the strong solution follows by an
application of Theorem 2.5} see also Dawson and Li (2006). Using It6’s formula

13



one can see that {Y;(v) : t > 0} solves the martingale problem associated with
the generator L defined by

Lf(z) = ~oaf"(@) + (8 — ba) £ +x/ D.f(x)m(dz).  (34)

2

Then it is a CBI-process with branching mechanism ¢ and immigration rate
B; see Kawazu and Watanabe (1971) and Li (2010, Section 9.5). O

Let v — ~(v) be a non-negative and non-decreasing continuous function on
[0,00). We denote by v(dv) the Radon measure on [0, 00) so that v([0,v]) =
v(v) for v > 0. By Theorem Bl for each v > 0 there is a pathwise unique
non-negative solution Y (v) = {Y;(v) : t > 0} to the stochastic equation

Yi(v) = v+a/0t /OYS(U) W(ds,du)+/0t[’y(v)—bYs_(v)]ds
+/0t /OOO /OYS(U) 2N (ds, dz, du). (3.5)

Theorem 3.2 For any ve > vy > 0 we have P{Y;(ve) > Yi(vy) for all t >
0} =1 and {Yi(ve)—Yi(v1) : t > 0} is a CBI-process with branching mechanism
¢ and immigration rate = y(v2) — y(v1) > 0.

Proof. The comparison property follows by applying Theorem 2.2l and Propo-
sition 24 to BH). Let Z; = Yi(v2) — Yi(v1) for ¢ > 0. From (B3] we have

Ys— (U2 t
Zy = vy —u + O'/ / W (ds, du) +/ (B —bZs_)ds
s— (Ul 0

Ys_ (UQ B
/ / / N(ds,dz,du)
—(v1)

Zs- t
= vy — U1 + O'/ Wi (ds, du) —I—/ (B—0bZs_)ds
0 0

0
t 00 Zs—
+// / 2N1(ds,dz, du), (3.6)
0o Jo Jo

Wi(ds,du) = W(ds,Ys—(v1) + du)

where

is a white noise with intensity dsdu and
Ni(ds,dz,du) = N(ds,dz,Ys_(v1) + du)

is a Poisson random measure with intensity dsm(dz)du. That shows {Z; :
t > 0} is a weak solution of (). Then it a CBI-process with branching
mechanism ¢ and immigration rate f3. O

14



Theorem 3.3 Let vy > v1 > ug > uy > 0. Then {Yi(uz) — Yi(uy) : t > 0}
and {Yi(v2) —Yi(v1) : t > 0} are independent CBI-processes with immigration
rates o := y(ug) — y(uy) and B := y(vy) — y(v1), respectively.

Proof. Let L, and Lg denote the generators of the CBI-processes with im-

migration rates a and 3, respectively. Let X; = Yj(uz) — Yi(u;) and Z; =
Yi(va) — Yi(v1). For any G € C?(R2) one can use It6’s formula to show

t
G(X¢, Zy) = G(XO,ZO)—i—/ L.G(Xs, Zs)ds
0
t
—|—/ LgG(Xy, Zs)ds + local mart., (3.7
0

where L, and Lg act on the first and second coordinates of G, respectively.
Then {X; : ¢ > 0} and {Z; : t > 0} are independent CBI-processes with
immigration rates a and [, respectively. O

Proposition 3.4 There is a locally bounded non-negative function t — C(t)
on [0,00) so that

B{ sup [Vi(2) = Yaw)]} < CO{ (02 = w0) +Prlez) =7 (w0)]
Voo V) ) ) (33)

fort >0 and vy > vy > 0.

Proof. Let Z; = Yi(ve) — Yi(vy) for t > 0. Taking the expectation in ([B.0]) we
have

t
B(Z) = (i~ 01) + then) — (o)) ~ b [ B(Z)ds.
0
Solving the above integral equation gives

E(Z;) = (v2 —v1)e”" + [y(vz) = y(01)]b~H (1 — ™) (3.9)

with b=1(1—e~%) = ¢ for b = 0 by convention. By (B.6) and Doob’s martingale
inequality,

1 t st(vz) 2
E{ sup ZS} < (vg—v1)+2aE§{</ / W(ds,du)) }
0<s<t 0 JYs—(v1)
t

+ ; {[v(v2) = ~v(v1)] + |b|E(Zs)}ds
) ok < Ot/ol /i:;)zzv(ds,dz,du)>2}

t poo  rYs—(v2)
+E[ / / zN(ds,dz,du)]
0 J1 JYi (u1)



1
2

< (v~ v1) + thy(va) — 1w >]+2a[/0tE<zs>ds]

o[ ]
o o] f

Then ([B.8) follows by (3.9]). O

Suppose that (E, p) is a complete metric space. Let F' be a subset of [0, 00)
such that 0 € F and let ¢ — x(t) be a path from F' to E. For any ¢ > 0 the
number of e-oscillations of this path on F' is defined as

p(e) := sup{n >0: thereare 0 =ty <t; <---<t, € F
so that p(x(t;—1),z(t;)) > € for all 1 < i <n}.

If F is dense in [0, 00), it is simple to show the limits y(t) := limpss_y4 2(5)
exist for all £ > 0 and constitute a cadlag path ¢ — y(t) on [0, 00) if and only
if ¢ — x(t) has at most a finite number of e-oscillations on F'N [0, 7] for every
e>0and T > 0.

Lemma 3.5 Suppose that (2,9,%,,P) is a filtered probability space and {X; :
t > 0} is a (%)-Markov process with state space (E,&) and transition semi-
group (Ps¢)¢>s. Suppose that p is a complete metric on E so that:

(i) for e >0 and 0 < s,t < u we have {w € 2 : p(Xs(w), Xi(w)) < €} € G,
(ii) for € >0 and x € E we have Uc(x) :={y € E : p(x,y) < €} € & and

ac(h) := sup sup Ps(z,Uc(z)°) =0 (h—0). (3.10)
0<t—s<h z€E

Then {X; : t > 0} has a p-cadlag modification.

Proof. Let F' = {0,r1,72,---} be a countable dense subset of [0,00) and
let F,, = {0,71,---,r,}. For e > 0 and a > 0 let v*(¢) and v¢(e) denote
respectively the numbers of e-oscillations of ¢ — X; on F'N[0,a] and F, N[0, al.
Then v2(e) — v?(e) increasingly as n — oo. Let 75(0) = 0 and for & > 0 define

To(k +1) = min{t € 5, N (1,(k),00) : p(Xre 1y, Xi) > €}

if 7¢(k) < oo and 75(k + 1) = oo if 75(k) = 0o. Since F,, is discrete, for any
a > 0 we have

{rek+ ) <at= | {r5k) =s}n{p(Xs, Xy) > €}).

5<t€F7Lm[07a}

Using property (i) and the above relation it is easy to see successively that
each 75 (k) is a stopping time. As in the proof of Lemma 9.1 of Wentzell (1981,
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p-168) one can prove P{7;(1) < h} < 2a,/5(h) for ¢ > 0 and h > 0. Since the
strong Markov property of {X; : ¢ > 0} holds at the discrete stopping times
75 (k), k =1,2,---, one can inductively show

P{v)i(e) > k} = P{r;,(k) < h} < [2aep(h)])*.
It follows that
P/ (c) 2 k} = lim P{() > b} < [2ags()]".

Choosing sufficiently small h = h(e) € F'N (0,00) so that a./p(h) < 1/2 and
letting k — oo we get P{v"(e) < oo} = 1. By repeating the above procedure
successively on the intervals [h, 2h|, [2h, 3R], - - - we get P{v?%(¢) < oo} =1 for
every a > 0. Let 2, = N9S_,{v"™(1/m) < co}. Then 2, € &4 and P((2) = 1.
Moreover, for w € {2 we can define a p-cadlag path ¢ — Y;(w) on [0,00) by
Yi(w) := limpsst Xs(w). Take z¢p € E and define Y;(w) = xg for t > 0 and
w € N\ 2. By (3I0) one can see t — X; is right continuous in probability,
so Yy = Xy a.s. for every t > 0. Then {Y; : t > 0} is a p-cadlag modification of

Let D[0,00) be the space of non-negative cadlag functions on [0,00) and
let B(D[0,0)) be its Borel o-algebra generated by the Skorokhod topology.
Theorems and imply that {Y(v) : v > 0} is a non-decreasing process
in (D[0,00), #(D[0,00))) with independent increments. Let p be the metric
on D|0,00) defined by

o0

p6.0 = [t sup (1(s) ~ <o) A D (3.11)
0 0<s<t

This metric corresponds to the topology of local uniform convergence, which

is strictly stronger than the Skorokhod topology.

Theorem 3.6 The path-valued process {Y (v) : v > 0} has a p-cadlag modifi-
cation. Consequently, there is a version of the solution flow {Yi(v) : t > 0,v >
0} of (32) with the following properties:

(1) for each v >0, t — Yi(v) is a cadlag process on [0,00) and solves (3.1);

(ii) for each t > 0, v — Yi(v) is a non-negative and non-decreasing cadlag
process on [0,00).

Proof. Step 1. For any T > 0 let D[0,T] be the space of non-negative cadlag
functions on [0,7] and let #(D][0,T]) be its o-algebra generated by the Sko-
rokhod topology. For v > 0 let YT (v) = {Y;(v) : 0 <t < T}. Theorem B3
implies that {Y7(v) : v > 0} is a process in (D[0,T], Z(D[0,T])) with inde-
pendent increments.
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Step 2. Let Fr = {T,ry,r9, -} be a countable dense subset of [0,7]. We
consider the metric pr on D[0,T] defined by

pr(&:¢) = sup [€(s) — ((s)| = sup [£(s) — ((s)].
0<s<T

reFr

For any € > 0 and & € D[0,T] we have

Uc(§) = {Ce D0,T]: pr(&,¢) < ¢}
() {¢eD0,T]: & -Gl <e}

rekFr

Then the above set belongs to #(D[0,T]); see, e.g., Ethier and Kurtz (1986,
p.127). It follows that

Ue(§) :=={¢ € D0, T] : pr(&,¢) < €} = | Uemayn(€)
n=1
also belongs to A(D[0,T1).
Step 3. Let (Z1),>0 be the natural filtration of {Y7'(v) : v > 0}. For any

(2

e>0and 0 <s,t <v we have

pr(YT(s), YT (1) = sup Ye(s) = Yo (t)].

Then one can show {w € 2 : pr (YT (w,s), YT (w,t)) < e} € FTL.

Step 4. Let (PL,)y>y denote the transition semigroup of {Y” (v) : v > 0}.
By Proposition B for ¢ > 0 and ¢ € DI|0,00) we have

Puol&UA6)%) = P{ sup [Vi(v) = Vy(w)] = €}

0<s<T
< 'B{ swp V() - Vi(u)]}
< e—lo(t){(v —u) + [y(v) — y(w)]

Vo= VA @)}

Since v — 7(v) is uniformly continuous on each bounded interval, Lemma
implies that {YT(v) : v > 0} has a pr-cadlag modification. That implies the
existence of a p-cadlag modification of {Y'(v) : v > 0}. O

In the situation of Theorem we call the solution {Y;(v) : ¢t > 0,v > 0}
of BH) a flow of CBI-processes. Let F[0,00) be the set of non-negative and
non-decreasing cadlag functions on [0, 00). Given a finite stopping time 7 and
a function p € F[0,00) let {Y/}(v) : t > 0} be the solution of

T+t ‘r s—
Yii(v) = )+ o / / W (ds, du)

—i—/ (v) = bY ) _(v)]ds

18



/T+t/ / v N(ds,dz,du), (3.12)

and write simply {Y/(v) : t > 0} instead of {Y{',(v) : ¢ > 0}. The pathwise
uniqueness for the above equation follows from that of ([B.35]) since {W (1 +
ds,du)} is a white noise based on dsdz and {N(7 + ds,dz,du)} is a Poisson
random measure with intensity dsm(dz)du. Let G;; be the random operator
on F[0,00) that maps u to Y.

Theorem 3.7 For any finite stopping time T we have P{Y!, , = G Y} for
allt >0} =1.

Proof. By the sample path regularity of (¢,v) — Y;(v) we only need to show
P{Y! ,(v) = G; Y} (v)} =1 for every t > 0 and v > 0. By (B.5) we have

T+t Y (v)
Yix>::xww+a/’ [ wiasaw

/ H)—wwnd

/TH/ / N(ds, dz, du).

By the pathwise uniqueness for ([3.12]) we get the desired result. O

For any Radon measure u(dv) on [0,00) with distribution function v +—
w(v), the random function v — Y/*(v) induces a random Radon measure
Y/} (dv) on [0,00) so that Y/([0,v]) = Y/*(v) for v > 0. We shall give some
characterizations of the measure-valued process {V}* : ¢ > 0}.

For simplicity, we fix a constant ¢ > 0 and consider the restrictions of
w(dv), y(dv) and {Y}* : t > 0} to [0,a] without changing the notation. Let us
consider the step function

f( ) - 601{0} + Zcz (ai— 17a1 LS [O,CL], (3'13)

where {cp,c1, - ,c,} CRand {0 =ap < ay < --- < a, = a} is a partition of
[0,a]. For this function we have

(Y, fy = oY} (0) + ch a;) — Y (ai_1)]- (3.14)
From (312]) and (BI4) it is simple to see

Y/ = (uf +0// g (u)W(ds, du)
+AK 1) = BV, F)lds
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_|_/0t /Ooo /OOO zgfj_(u)]v(ds,dz,du), (3.15)

where

g4 (1) = colueyroy T D Gliyh (s 1)<usy? (a)- (3.16)

i=1
Proposition 3.8 For anyt >0 and f € B|0,a] we have
E[(Y, £)] = (i, f)e ™ + (v, F)b 11 — e (3.17)

with b=1(1 — e7b) =t for b= 0 by convention.

Proof. We first consider the step function ([B.I3]). By taking the expectation

in (B.I5]) we obtain
B 1)) = G )+ 40 5) = [ BV flas.

The above the integral equation has the unique solution given by ([B.I7). For
a general function f € BJ0,a] we get (B17) by a monotone class argument. [

Theorem 3.9 The measure-valued process {Y}' : t > 0} is a cadlag strong
Markov process in M[0,a] with Y}' = p.

Proof. In view of ([B14]), the process t — (Y}!', f) is cadlag for the step function
B13). Since any function in C[0,a] can be approximated by a sequence of
step functions in the supremum norm, it is easy to conclude t — (Y}, f) is
cadlag for all f € C[0,a]. By Theorem B.7], for any finite stopping time 7 we
have Y b = G,V almost surely. That clearly implies the strong Markov
property of {YV}' : ¢ > 0}. O

Theorem 3.10 For any f € B|0,a] the process {(Y}", f) : t > 0} has a cadlag
modification. Moreover, there is a locally bounded function t — C(t) so that

E oililitw’ﬁ] < COf) + (1)
+ (Y2 4y )2 (3.18)

for every t >0 and f € B[0,a]™.

Proof. We first consider a non-negative step function given by BI3]) with
constants {cg,c1,- -+, ¢, } C Ry. By ([BI3) and Doob’s martingale inequality,

E[ sup (YA, )| < (u, f) + QO'E%{ [/Ot /000 95_(U)W(ds’du)r}

0<s<t
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t
iy, f +\b\/E (VI f)]ds

+2E2{[/ // 2¢"_ ()N (ds, dz du)r}
+E[// / =g (W)N(ds, d= du)]
= (1, f) +20E2[/0 ds/o g" u)2du}
it + ] [ B s
Y [ /0 s /O ' m(dz) /O - gé‘(u)%u}
+E[ /0 s /1  n(dz) /0 h ggl(u)du}
<mﬁ+2<[Ememw)ﬂo+<Aﬁ%wm)

|
vty [ v pjaso+ [ amiz)].

In view of (BIT) we get [BI8) for the step function. Now let n(dv) = u(dv) +
~(dv) and choose a bounded sequence of step functions {f,} so that f, — f
in L?(n) as n — oo. By applying (BI8) to the non-negative step function
|jﬁ‘_ﬁﬂn|“@ get

B[ sup (Y2 [fu— fnl)] < OO0, 1 = ful) +20m 1 — fnl)?].

0<s<t

(S

IN

The right hand side tends to zero as m,n — oc. Then there is a cadlag process
{Y}(f):t >0} so that

E[ sup |(YE, fo) — Ys“(f)]] ~0, n— oo (3.19)
0<s<t

On the other hand, from (BI7) we have
E[(Y/ 1 fo = D] = (s fu = fe™™ 07 1= e "), | fa = f1),

which tends to zero as n — oco. Then {V/'(f) : ¢ > 0} is a modification of
0,a]

{YF, f) : t > 0}. Finally, we get (BI8)) for f € B[0,a]" by using (3I9) and
the result for step functions. O

Theorem 3.11 The process {Y/ : t > 0} is the unique solution of the follow-
ing martingale problem: For every G € C*(R) and f € B[0,a),

m&%f»=<%mjw+;ﬂécﬂmyjnm&ﬂm8
+AGﬂwjmmﬂ—MWJWs
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/@Afwm/[«mﬁﬂm»

—GWf—ﬁHMMWM()
+ local mart. (3.20)

Proof. Again we start with the step function BI3). Using [B.I3) and Ito’s
formula,

GV 1) = Gl )+ 50° [ ds [~ 602 ot (P

+/GW$f v f) = BYE f)lds

/@/Tn / GUYL, ) + =g (u))

—GUYH!, ) = G(YF, )zgh(u )]du+local mart.
= Gl P+ 3o [ G s
ﬁ/G’Y“ﬁW%ﬁ—MWKM@

w [ s [Tvean [T o + s

—GUY! ) =G (YF, N)zf(z )}m(dz)—klocal mart.

That proves ([3.20) for step functions. For f € BJ0,a] we get the martingale
problem using ([BI9). The uniqueness of the solution follows from a result in
Li (2010, Section 9.3). O

The solution of the martingale problem (B.20)) is the special case of the
immigration superprocess studied in Li (2010) with trivial spatial motion.
More precisely, the infinitesimal particles propagate in [0, a] without migra-
tion. Then for any disjoint bounded Borel subsets By and By of [0,a], the
non-negative real-valued processes {Y/'(Bj) : t > 0} and {Y/*(Bg) : t > 0} are
independent. That explains why the restriction of {Y/" : ¢ > 0} to the interval
[0, a] is still a Markov process. To consider the process on the half line [0, c0)
we need to introduce a weight function as follows.

Let h be a strictly positive continuous function on [0,00) vanishing at
infinity. Let M}[0,00) be the space of Radon measures p on [0,00) so that
(1, h) < oo. Let By[0,00) be the set of Borel functions on [0, 00) bounded by
const-h and let C[0, 00) denote its subset of continuous functions. A topology
on M}[0,00) can be defined by the convention: p,, — p in M}[0, 00) if and only
if (i, fY = (u, f) for every f € Cp]0,00). Suppose that u € M[0,00) and
v € Mp[0,00). It is easy to show that {Y/ : ¢ > 0} is a cadlag strong Markov
process in Mj[0,00) and the results of Theorem and Theorem B.11] are
also true for B0, 00).
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4 Generalized Fleming-Viot flows

In this section we give a construction of the generalized Fleming-Viot flow
as the strong solution of a stochastic integral equation. Let ¢ > 0, b > 0
and 0 < 8 < 1 be constants and let z?v(dz) be a finite measure on (0, 1].
Suppose that {B(ds,du)} is a white noise on (0, 00)? with intensity dsdu and
{M (ds,dz,du)} is a Poisson random measure on (0,00) x (0,1] x (0,00) with
intensity dsv(dz)du. Let

Q(x7u) = 1{u§1/\x} - (1 A l‘), r>0,u€ (07 1]

We first consider the stochastic integral equation

t 1 t
X, = Xo+ / / (X ) B(ds.du) + [ 08— X, )is
)s

///zq sy U (dsdzdu

where M (ds,dz,du) denotes the compensated measure of M(ds,dz,du). In
fact, the compensation in ([41]) can be disregarded as

(4.1)

1 1
| o= [ e,y - (e A Dldu =0,
0 0
Theorem 4.1 There is a unique non-negative strong solution to ({.1)).

Proof. We first show the pathwise uniqueness for (I). Set l(x,y,u) =
q(z,u) — q(y,u). For z,y > 0 and 0 < z,t < 1 we have

(x —y) + 2tl(z,y,u)
=[z—1A2)—(y—1Ay)]+Q—-2t)(IAz—1AY)

+2t(1{u§x/\1} - 1{u§y/\1})'
It is then easy to see
|(z —y) + ztl(z,y,u)| > (1 —zt)|[L Az — 1Ayl
Moreover, we have
1
/ Wz, y,u)?du = AAz—1AY)—(LAz—1Ay)?
0
< TAz—1Ay|.

Using the above two inequalities,

1 1 1 2] 2
/ (1- t)dt/ u(dz)/ G0 du
0 L 0 L 0 ‘(‘T - y)1+ Ztl(.%', Y, U%‘
1—t l
< / z2y(dz)/ dt/ (z,9,) du
0 0 1— =zt 0 ‘1/\.%'—1/\y’
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1 1 _y 1
< / zzy(dz)/ dt < / 22v(dz).
0 0 1—zt 0

Then condition (2.d) is satisfied with p(z) = y/z. Other conditions of The-
orem 2] can be checked easily. Then we have the pathwise uniqueness for
(#I). To show the existence of the solution, we may assume Xy = v > 0 is
a deterministic constant. By Theorem there a unique non-negative strong
solution of ([T if the Poisson integral term is removed. Then for each k > 1
there is a unique non-negative strong solution to

t=Z0+//0qs, B(ds,du) + /bﬁZ)
///k/ 2q(Zs—,u)M(ds,dz, du) (4.2)

because the last term on the right hand side gives at most a finite number of
jumps on each bounded time interval. Let {Zx(t) : t > 0} be the solution of
#2) with Z,(0) = v. Let T} = inf{t > 0 : Z(t) < 1}. On the time interval
[0,T1], the stochastic integral terms in (£2)) vanish. Then ¢ — Z(¢) is non-
increasing on [0,77]. By modifying the proof of Proposition 2.1 in Fu and Li
(2010) one can see Zi(t) < 1 for t > T1. Thus Zi(t) < (Zx(0) V1) = (v V1)
for all ¢ > 0. Let {73} be a bounded sequence of stopping times. Note that
the last term on the right hand side of (£2]) can be considered as a stochastic
integral with respect to the compensated Poisson random measure. Then for
any ¢t > 0 we have

{[Zk(Tk +t) — Zp(m)] 2

< 302E[/ ds/ (Z (11 + ), )2du} + 3b%t% (v Vv 1)?

+3E[/0 ds/o z l/(dz)/o q(Zk(Tk—I—S),u)zdu}
< 3t [02 +tb? (v vV 1)% + /01 zzu(dz)} .

The right hand side tends to zero as t — 0. By a criterion of Aldous (1978),
the sequence {Z(t) : t > 0} is tight in D(]0,00),R); see also Ethier and
Kurtz (1986, pp.137-138). By a modification of the proof of Theorem 4.4 in
Fu and Li (2010) one sees that any limit point of this sequence is a weak
solution of ([@.I]). O

Now let v — 7(v) be a non-decreasing continuous function on [0, 1] so that
0 < ~v(w) <1forall 0 <wv < 1. We denote by v(dv) the sub-probability
measure on [0, 1] so that v([0,v]) = v(v) for 0 < v < 1. By Theorem [AT] for
each v > 0 there is a pathwise unique non-negative solution {X;(v) : t > 0} to
the equation

t 1
Xi(v) = v—i—/o /0 o[lju<x, ()} — Xs—(v)]B(ds, du)
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t
+ / by

0

t 1

!

0o Jo
It is not hard to see that 0 < v < 1 implies P{0 < X;(v) < 1forallt > 0} = 1.
The compensation for the Poisson random measure can be disregarded, so this

equation just coincides with (L6]). By Theorem for any 0 < v < wy <1
we have

(v) = Xs—(v)]ds

)
1 ~
/0 Mpuex, oy — Xo (V)M (ds, dz,du).  (4.3)

P{X;(v1) < X¢(v2) for all t > 0} = 1.

Therefore {X(v) : 0 < v < 1} is a non-decreasing path-valued process in
DI0, c0).

Proposition 4.2 There is a locally bounded non-negative function t — C(t)
on [0,00) so that

E{Oiligt[Xs(vz) = Xy} < COf (02— v1) + (w2) = (o)
g — o1+ (va) — 7(1}1)} (4.4)

fort>0and 0 <wvy <wvy < 1.

Proof. Let Z; = X¢(vg) — X¢(v1) for ¢t > 0. From (3]) we have

t 1
7 = (vg—v1)+/0 /0 o[Yo_ (1) — Zo | B(ds, du)
+ [ W)~ (o)) - Zi-yas
t o1 el 3
4 /0 /0 /O Vs (u) — Zo NI (ds, dz, du). (4.5)

where Y (u) = 1{x, (v;)<u<X,(vs)}- Taking the expectation in (£35) and solving
a deterministic integral equation one can show

E[Z)] = (v2 — v1)e”" + [y(v2) —v(0)](1 — ™). (4.6)

By (45) and Doob’s martingale inequality,

(v — v1) + 20E2 { </0t /OI[YS_(U) — Z,_]B(ds, du)>2}

" / b{ly(vz) — A(v1)] + E[Z:]}ds
0

+2E%{</Ot/ol /Olz[Ys_(u)—Zs_]M(ds,dz,du)>2}
_ (1)2—vl)+20E%{/0tds/01[Ys(u)—Zs]zdu}
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" / b{ly(vz) — A(v1)] + E[Z:]}ds
0

+2E%{/Otds/01 2u(dz) /Ol[y;(u)—zs]2du},

/1[Ys(u) — Z2du = Z,(1 — Z,) < Z,.
0

where

Then we have (Z4) by (0. O

Recall that D[0, c0) is the space of non-negative cadlag functions on [0, co)
endowed with the Borel o-algebra generated by the Skorokhod topology. Let
p be the metric on D[0, 00) defined by (B.11)).

Theorem 4.3 The path-valued process {X(v) : 0 < v < 1} is a Markov
process in D|0, 00).

Proof. Let 0 < v <1 and let 7, = inf{t > 0: Xy(v) < 1/n} forn > 1. In
view of 3], we have X;(v) = 0 if X;_(v) = 0. Then 7, — 7oo := inf{t >
0: X¢(v) = 0} as n — oo. For any p € [0,v) the comparison property
and pathwise uniqueness for (@3] imply X;(p) = Xy(v) for t > 7. Let
Zn(t) = Xinm, (V)71 Xinr, (p) for t > 0. By ([@3) and Ito’s formula,

Tn 1
Zn(t) = ]—9+/tA / L Lu<x —Xs—(p)}B(dS du)
v X 'U {U sf(p)} !
tATh (
/ Er [1{“3 - X, (v)] B(ds,du)

" 1[fy<p> YO (0) X ()] ds
/tmn ds/ o2 X,_(p) 1{u<X ()}—Xs_(v)]zdu

U3

tATn
/ dS/ X (02 1{u<X5 )} — Xs—(p)}
[1{u<X ()} — Xs_(?])] du

/t/\'rn/ / { p 1—z)—|—21{u<XS ()}
U 1—Z)+Zl{u<X (v)}

Xs-(p)
Xs_(v)} (ds,dz, du)
tATn Xs—( )
o
v 0 0
t/\Tn

{usXs—(p)}

o2
~ X, (0) 7 X (p)| B(ds, du)

-0 )~ ()X () X () ds
/t/\Tn/ /Xs (v) |: p)(l Z)+Zl{u<XS o)
Xs—(0)(1 —2)+
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Xs—(p)
X (v)

]M(ds,dz, du),

where the two terms involving o counteract each other. Observe also that the
last integral does not change if we replace M (ds,dz,du) by the compensated
measure M (ds,dz,du). Then we get the equation

D tATh Xs—(v) 1
Zu(t) = ;*/0 /0 X (0) | Lusx, 2 (o)

— 7 (s—)]B(ds,du)

/‘t/\’l'n / /‘XS 1{U<X5 (U S }
1 - z s—(v)

] (ds,dz, du)

1 — z
+ / " bxs_w)—lmp) - v<v>zn<s—>] (4.7)
0

Since Xg_(v) > 1/n for 0 < s < 7,, by a simple generalization of Theorem 2]
one can show the pathwise uniqueness holds for ([A.1). Then, setting Z; =
lim,, o Z,,(t) we have

Xi(p) = Ze Xe (V) paroy + Xe(0)1>ry,s t>0. (4.8)

Now from (A7) and ([A8) we infer that {X;(p) : t > 0} is measurable with
respect to the o-algebra .%, generated by the process {X;(v) : ¢ > 0} and the
restricted martingale measures

1{u§XS,(v)}B(d87 du), 1{u§Xs,(v)}M(d87 dZ, d’LL)

By similar arguments, for any ¢ € (v, 1] one can see {1 — Xy(q) : t > 0} is
measurable with respect to the o-algebra ¥, generated by the process {1 —
Xi(v) : t > 0} and the restricted martingale measures

Lix, (n<uctyB(ds,du), 1ix, ()<u<iyM(ds, dz, du).

Observe that {B(ds, Xs—(v) + du)} is a white noise with intensity dsdu and

{M (ds,dz, Xs_(v)+du)} is a Poisson random measure with intensity dsv(dz)du.
Then, given {X;(v) : t > 0} the o-algebras .%, and ¥, are conditionally in-

dependent. That implies the Markov property of {(X(v), #,) : 0 < v < 1}.

U

Theorem 4.4 The path-valued Markov process {X(v) : 0 < v < 1} has a
p-cadlag modification. Consequently, there is a version of the solution flow
{Xi(v) : > 0,0 <wv <1} of [(f.3) with the following properties:

(1) for each v € [0,1], t — X;(v) is cadlag on [0,00) and solves ([{-3);
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(i1) for each t > 0, v — X(v) is non-decreasing and cadlag on [0,1] with
X:(0) >0 and X4(1) <1

Proof. This follows from Lemma and Proposition by arguments as in
the proof of Theorem O

We call the solution flow {X;(v) : t > 0,v € [0,1]} of (@3] specified in
Theorem 4] a generalized Fleming-Viot flow following Bertoin and Le Gall
(2003, 2005, 2006). The law of the flow is determined by the parameters
(0,b,7,v).

Let F[0,1] be the set of non-decreasing cadlag functions f on [0, 1] such
that 0 < f(0) < f(1) < 1. Given a finite stopping time 7 and a function
p € F[0,1] let {X,(v) : t > 0} be the solution of

T+t 1l
XE(0) = (o) + / / ollguexs, oy~ X ()1B(ds,du)
+/ — X, (v)]ds
T+t _
+ / / e,y — X ()N (ds, dz, du) (4.9

and write simply {X/'(v) : t > 0} instead of {X{,(v) : t > 0}. The pathwise
uniqueness for the above equation follows from that of [3]). Let F;; be the
random operator on F[0,1] that maps pu to X¥,. As for the flow of CBI-
processes we have

Theorem 4.5 For any finite stopping time T we have P{X;ﬂrt = Fr. X}" for
allt >0} =1.

For any sub-probability measure u(dv) on [0, 1] with distribution function
v — p(v) we write X/'(dv) for the random sub-probability measure on [0, 1]
determined by the random function v — X/'(v). We call {X}' : ¢ > 0} the
generalized Fleming-Viot process associated with the flow {X}'(v) : ¢t > 0,v €
[0,1]}. The reader may refer to Dawson (1993) and Ethier and Kurtz (1993) for
the theory of classical Fleming-Viot processes. To give some characterizations
of the generalized Fleming-Viot process, let us consider the step function

f(u) = colyoy (u +Zcz (a5 1,05 (U u e [0,1], (4.10)

where {cp,c1, -+, CRand {0 =ap < a; <--- < a, = 1} is a partition of
[0,1]. For this function we have

(X[ f) = coX['(0) + Zcz (a;) — X!'(a;_1)]. (4.11)
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By (4.9) and (@I we have
(XE ) = / / _(XP P B(ds, du)
/ bl{y. f) — (XL, f)]ds

/// — (X!, HIM (ds, dz, du),  (4.12)

where

g5 (W) = colpuexr(oy + D Cil{xt(a )<usxt (@)} (4.13)
=1

The proofs of the following three results are similar to those for CBI-processes.

Theorem 4.6 The generalized Fleming-Viot process {X}' : t > } defined
above is an almost surely cadlag strong Markov process with X} =
Proposition 4.7 For anyt > 0 and f € B[0,1] we have

E[(X{, )] = (/e + (v, /1 — ). (4.14)

Theorem 4.8 For any f € B[0,1] the process {(X!, f) :t > 0} has a cadlag
modification. Moreover, there is a locally bounded function t — C(t) so that
E[ sup (X0, 1)] < O 1)+
0<s<t
+ (s 22+ (o, 1)1 (4.15)
for any t >0 and f € B[0,1]"
The generalized Fleming-Viot process can be characterized in terms of a

martingale problem. Given any finite family {f1,---, f,} C B[0, 1], write

p

Gy =[] £, ne o] (4.16)

i=1

Let 21(L) be the linear span of the functions on M;[0,1] of the form ({ZI0)
and let L be the linear operator on % (L) defined by

P
LG (13 (n :UZ[nfsz ank ank}
k=1

1<j k#i,j

+ > B [<?7Hfz> 1. #3) kli[l 7, fr) }

Ic{1,p}|1|>2 = J¢l
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+0) [<’Y=fz [Tt f) — H n,fk] (4.17)
i=1 =1

k#i
where |I| denotes the cardinality of I C {1,---,p} and

1
Bp,i1 = /0 zm(l — z)p_mu(dz).

Theorem 4.9 The generalized Fleming-Viot process {X!" : t > 0} is the
unique solution of the following martingale problem: For any p > 1 and

{fl)"')fp} CB[Ovl];

t
Gp i (X)) =Gy () + /0 LG, (13 (XE)ds + mart. (4.18)

Proof. We first consider a collection of step functions {f1,---, fp}. Let g!'(s,u)
be defined by [@I3]) with f = f;. Since the compensation of the Poisson
random measure in ([{I2)) can be disregarded, by It6’s formula we get

Gp,{fi}(X#) = p{fz )+o /ds/ [Zh”suh”su)

1<)

T e g

3 Dl 0t ol L s + mare

k%1

= Gy +o /ds/ [Zz“

1<)

T e ,fk>]X§‘(dU)

—I—/Otds/olu(dz/ {ﬁ £ ) + 2 ()]

- H<X5,fk>}xy<du>

p = p

t

—I—b/ Z [(7, fZ>H H ]ds+mart
0 =1 ki k=

where hl'(s,u) = ¢!'(s,u) — (X¥, f;) and l!'(u) = fi(u) — (XE, fi). It is simple
to show

1
/0 V) () XE (du) = (X2 uf) — (X5 F) (XD, ).
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Then we continue with

GP,{fi}(X#) = p{fz )+o / Z (XY, fifi) H(Xg,fk>

) 1<j k#1,j
- 1Lt i
/(h/' / {k[u—zxX&ﬁ»+znum
ﬁ }X“ du)
k= p
—|—b/ [’Yfz H ]ds—i—mart.

k#i k=1
— Gy w/meme
i<j k#i,j

—|—/Otds Olu(dz)/ol{ Z

II 2)P~ \I\Hf

Ic{l, P} iel
H Xs 7fj H }XM du)
Jj¢l k=1
P
+b/2[7f2 H ]d8+mart.
ki k=1
- +J/£4%M»H@“
1<j k1,5

- [Toxe. o)

/ds/ /{ S - T] A

IC{l, P} el
j¢[ k:l

+b/2[fyfzk liI ]ds—i—mart

#i

That gives ([£I8) for step functions {f1,---, fp}. For {f1,---, fp} C B[0,1]
one can show ([AI8) by approximating the functions in the space L?(u + )
using bounded sequences of step functions. Since {X}' : ¢t > 0} is a Markov
process and Z; (L) separates probability measures on M0, 1], the uniqueness

for the martingale problem holds; see Ethier and Kurtz (1986, p.182).
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In particular, if p(1) = (1) = 1, we have X/’ (1) = 1 for all ¢ > 0 and the
corresponding generalized Fleming-Viot process { X} : t > 0} is a probability-
valued Markov process with generator L defined by

p
LGP{fz =0 Z[nvflfj H 777fk H nvfk:|
k=1

i<j k#i,5

+ > B |:<77Hfz> 1. #5) kli[l m, fi) }

Il ph22 ier g1

+Z n. Af:) [, i), (4.19)
ki

where

Af(x) =0 | [f(y) = flx)(dy), = <€]0,1].

[0.1]

That is a generalization of a classical Fleming-Viot process; see, e.g., Ethier
and Kurtz (1993, p.351). On the other hand, for b = 0 the solution flow
{X}'(v) : t > 0,0 <v <1} of [@3) corresponds to the A-coalescent process
with A(dz) = 026 + 2%v(dz), which is clear from (EI8) and the martingale
problem given by Theorem 1 in Bertoin and Le Gall (2005). For b > 0 it seems
the flow determines a coalescent process with a spatial structure. A serious
exploration in the subject would be of interest to the understanding of the
related dynamic systems.

5 Scaling limit theorems

In this section, we prove some limit theorems for the generalized Fleming-Viot
flows. We shall present the results in the setting of measure-valued processes
and use Markov process arguments. These are different from the approach
of Bertoin and Le Gall (2006), who used the analysis of characteristics of
semimartingales. For each k > 1 let o > 0 and b; > 0 be two constants, let
2?v1,(dz) be a finite measure on (0, 1], and let v + 7;(v) be a non-decreasing
continuous function on [0, 1] so that 0 < v,(v) < 1 forall 0 < v < 1. We
denote by v (dv) the sub-probability measure on [0, 1] so that ([0, v]) = vk (v)
for 0 < v < 1. Let {Xf(v) : t > 0,0 € [0,1]} be a generalized Fleming-
Viot flow with parameters (o, by, Vi, ) and with XF(v) = v for v € [0, 1].
Let Yy (t,v) = kXF (k7tv) for t > 0 and v € [0,k]. Let ni(2) = kye(k™12)
and my,(dz) = v(k~1dz) for z € (0,k]. In view of ([3]), we can also define
{Yi(t,v) : t > 0,v € [0,k|} directly by

¢k
Yi(t,v) = v+ k‘ffk/ / Lu<vi(s—)) — k' Yi(s—,0)]Wi(ds, du)
0 Jo

kb /0 7 (0) — Yi(s—, v)]ds
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t rk rk
—l—/ / / Z[l{ung(s—,v)} — k_lYk(s—,v)]Nk(ds,dz,du),(5.1)
0 Jo JO

where {Wj(ds,du)} is a white noise on (0,00) x (0, %] with intensity dsdu
and {Ny(ds,dz,du)} is a Poisson random measure on (0,00) x (0, k]? with
intensity dsmg(dz)du. In the sequel, we assume k > a for fixed a constant
a > 0. Then the rescaled flow {Yy(¢t,v) : t > 0,v € [0,k]} induces an M]|0, al-
valued process {Y?(t) : t > 0}. We are interested in the asymptotic behavior
of {Y)*(t) : t > 0} as kK — oo. Recall that X\ denotes the Lebesgue measure on
[0, 00).

Lemma 5.1 For any G € C*(R) and f € C[0,a] we have

GUYE®. 1) = G )+ [ U6, 1) s
it [ GG, )i
# 3t [ @G, s
2ot [ ), PG, s

0

t k
T /O ds [ m(az) / GUYE(s), f) + 2 (x))

—G((Y(s), ) - G’(<Yk“(8),f>)Zf($)}Yk“(87dw)

k
+ /Ot ds/o ler(s, z) + &k (s, 2)]mp(dz) + local mart.,

where
k
r(s2) = [ {GUE)A) oL@~ K 05601
— GV (). /) + 2f ()
— kLG (V) )2 (Y (s), ) [ Vi (5. d)
and

&r(s,2) = [k —Yi(s,a)] |GV (5), £) — k™ 2(Yi(s), )
= G(Y (), f)) + kTG (Y (), 1))=Y (s), f>]

Proof. For the step function defined by (.13 we get from (5.0)) that
t rk
(Y, f) = (M) + kak/ / hi(s—, u)Wy(ds, du)
0 Jo
¢

+ kb /0 (ks £) — (YE(5—), F)]ds
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/ / / zhy(s—,u) Ny (ds, dz, du), (5.2)

where hy(s,u) = gr(s,u) — k= (Y,*(s), f) and
9k(s,u) = coliu<y,(s,0)} T+ Z Ciliyy (s,ai-1)<u<Yi(s,a1)}- (5.3)
i—1

Let lg(s,z) = f(z) — k=1 (Y,%(s), f). By (5.2) and It6’s formula,
GUYE @), f) = GUAF) +kbk/ G' (Y (), (e, f) — (Y3 (5), f)lds
+ lk2 / G"((Y,*(s ds/ hi(s,u)?du

/ ds / mi(dz) / (Y(s), £) + 2ha(s,u))

= GUYE(3), ) = G (Y 5), )2, ) pdu

+local mart.
= G((\f)) + kb / G/ (Y (3), )ik £) — (Y(s), f]ds
+ oo / G (V2 (5): V() £2) = K (V) )
/ds/ my(dz) /a] G Y+ 2le(s, x))
CGUYE(s), FY) — GUY(s), £))2lu(s, a:)}Yk“(s,d:c)

k
/k Yksads/O{G LYE(s), )
— GV (), 1)+ EIG(V(s), 1)) 2(Y(s), f>}mk(d2)

+ local mart.

That gives the desired result for the step function. For f € C|0,a] it follows
by approximating the function by a sequence of step functions. O

Lemma 5.2 Fort >0 and f € C[0,a]t we have

E| sup (Y{(s). f)]

0<s<t

k
< O+ kb, P+ 46O + )] [ st
+2\/¥[<)\,f2> <77k‘7f2>]% |:O'+ </01 zzmk(d2)>2].

Proof. We first consider a non-negative step function given by (B.I3]) with
{co,c1,-+,cn} C Ry. Let gi(s,u) and hy(s,u) be defined as in the proof of
Lemma 5.1l By (5.2]) and Doob’s martingale inequality we get

E| sup (Y(s). f)]
0<s<t
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<0 f) +2;€JkE%{ [/Ot /Ok /Zk(s—,u)W(;ls,du)r}

+k:bk(17k,f>t+E[/0tds/1 zmk(dz)/o |hk(s—,u)|du}

+E[/0t /Ik/Okz|hk(s—,u)|Nk(ds,dz,du)]
+2E%{[/Ot/01 /Okzhk(s—,u)Nk(ds,dz,du)]2}.

It then follows that

E| sup (Y{(s). f)]

0<s<t

¢ k
< (), f>+2/mkE%{/ ds/ hio(s u2du}
+ kb (M, >t+2E{/ ds/ zmy(dz) / [P (s u)\du}
—|—2E2{/ ds/ 22my(dz) / hi(s,u) du}

< (M) + Kol )+ 4| /0 (Ya(s), f)d /fzmk< 2]

42 [/Ot<Y,§”(s),f2>ds] [k‘ak—k </012 mk(dz)> ]

By Proposition 4.7 one can see

E[(YV(t), /)] = (A e ™+ (g, £)1 = e <O\ f) + (s ).

Then we have the desired inequality for the step function. The inequality for
f € C[0,a]" follows by approximating this function with a bounded sequence
of positive step functions. O

Lemma 5.3 Let 73, be a bounded stopping time for {Y,*(t) : t > 0}. Then for
any t >0 and f € C[0,a] we have

E{|(Ve (i + ), f) = (), DI} 1
< B} [/Ot<y,g(m +s),f2>ds] [lmk + (/Olz2mk(dz)ﬂ
+ ] [ Gl )+ (50,171

+4E[/0t(Yk“(Tk +s), |f|>ds/1k zmk(dz)]. (5.4)

Proof. We first consider the step function given by [BI3]). Let gx(s,u) and
hi(s,u) be defined as in the proof of Lemma [l From (52]) we have

E{|(Ye (e + 1), ) — (Y(m). )|}
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H / (s + 5= u)W (g + ds, du)r}

t
+kbkE[/0 s £) — (V0 (7 + 5— )f>|ds]

{[/k/o k/o th(Tk+S—,U)Nk(Tk+dS,dz,du):|2}
+E[/0 /1 /0 z|hk(7'k+s—,u)|Nk(Tk—I—ds,dz,du)]
—I—E[/Otds/lkzmk(dz) /0k|hk(7'k—|—s—,u)|du].

By the property of independent increments of the white noise and the Poisson
random measure,

t k
dS/O hk(Tk+s,u)2du}
(s L 1) + (Y (7 + 9), | f]>)ds]

E: t ds 1 22my(dz) ' hy (11 + 8, u)2du
Uy 2| }
—|—2E[/0 ds/1 zmk(dz)/o |hk(7'k—|-s,u)|du]
<E: [/:(Y,f(m + s), f2>ds] [lmk + (/01 z2mk(dz)>

+kbkE[ /O (s 1) + QY2+ 5,1 £1)) s
t k
+4E[ /0 (Y0 (i + 5), |f])ds /1

Then (5.4)) holds for the step function. For f € C[0,a] the inequality follows
by an approximation argument. O

D=

|

zmk(dz)] .

Lemma 5.4 Suppose that kby, — b, ni, — 1 weakly on [0,a] and k*0300(dz) +
(z A 22)mp(dz) converges weakly on [0,00) to a finite measure o28y(dz) +
(z A 2)m(dz) as k — oo. Let {0 < a1 < --+ < a,} be an ordered set of
constants. Then {(Y"(t),---, Y (t)) : t > 0}, k =1,2,--- is a tight sequence
in D([0,00), M[0,a1] x -+ x M[0, ay)).

Proof. Let 7, be a bounded stopping time for {Y*(¢) : t > 0} and assume
the sequence {1 : kK = 1,2,---} is uniformly bounded. Let f; € C|0,a;] for
i=1,---,n. By (54) we see

B 10 (1), ) — 05 o

i=1
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<3t [ s o s o ([ muta) |

+kkaE[ / (e i+ (72 + 50,7

+4ZEU (YO (r + 5), |fl|>ds/1k zmk(dz)]. (5.5)

Then the inequality in Lemma implies

lim supE{ Z\ i+ t), fi) — <Yk“i(7'k),f,~>\} =0

t—0 k>1

By a criterion of Aldous (1978), the sequence {((Y;" (¢), f1),- -+, (Y™ (1), fn)) :
t > 0} is tight in D([0, 00),R™); see also Ethier and Kurtz (1986, pp.137-138).
Then a simple extension of the tightness criterion of Roelly (1986) implies
{8 (), -+, Y (t)) : t > 0} is tight in D([0,00), M[0,a1] x --- x M0, a,]).
U

Suppose that ¢ > 0 and b > 0 are two constants, v — 7n(v) is a non-
negative and non-decreasing continuous function on [0, 00), and (z A 22)m/(dz)
is a finite measure on (0,00). Let n(dv) be the Radon measure on [0,00) so
that 1([0,v]) = n(v) for v > 0. Suppose that {W(ds,du)} is a white noise on
(0,00)? with intensity dsdz and {N(ds,dz,du)} is a Poisson random measure

n (0,00)3 with intensity dsm(dz)du. Let {X;(v) : t > 0, > 0} be the
solution flow of the stochastic equation

X,(v) = v—l—cr/ot /OXS(U) W(ds,du)+b/0t[17(v) — X, (v)|ds
+ /0 t /0 h /0 B Nds. e du). (5.6)

By Theorem BIT], for each a > 0 the flow {X;(v) : ¢ > 0,v > 0} induces an
M]0, a]-valued immigration superprocess {Xf : ¢ > 0} which is the unique
solution of the following martingale problem: For every G € C?(R) and f €
0, al,

G((Xi ) = G(AF) +b / G'((Xo, )0, ) — (Xo, )]ds
+ 507 / G (X, ))(Xo, f2)ds

/ s [ RECEESIO)
G 1) G (X 12 Fo )] X (dz)
+ local mart. (5.7)

37



Theorem 5.5 Suppose that kby, — b, ni. — 1 weakly on [0, a] and k*c280(dz)+
(2 A 2%)my(dz) converges weakly on [0,00) to a finite measure o25o(dz) + (2 A
22)ym(dz) as k — oo. Then {Y(t) : t > 0} converges to the immigration
superprocess {X{ 1t > 0} in distribution on D([0,00), M0, a]).

For the proof of the above theorem, let us make some preparations. Since
the solution of the martingale problem (B.7)) is unique, it suffices to prove any
weak limit point {Z¢ : t > 0} of the sequence {Y*(t) : t > 0} is the solution
of the martingale problem. To simplify the notation we pass to a subsequence
and simply assume {Y?(t) : t > 0} converges to {Z{ : ¢ > 0} in distribution.
Using Skorokhod’s representation theorem, we can also assume {Y,*(t) : t > 0}
and {Z{ : t > 0} are defined on the same probability space and {Y,*(¢) : ¢ > 0}
converges a.s. to {Zf : t > 0} in the topology of D([0,00), M[0,a]). For n > 1
let

t
7y = inf {12 0: Sup/ [+ (V) + 28, 1)%)ds > )}
k>1J0

It is easy to see that 7,, — 0o as n — oo.

Lemma 5.6 Suppose that kb, — b, n, — 1 weakly on [0,a] and k*0300(dz) +
(z A 22)my(dz) converges weakly on [0,00) to a finite measure 026y(dz) + (z A
22Ym(dz) as k — co. Let e(s,2) be defined as in Lemmal[5d. Then for each
n > 1 we have

tATH k
E[/ ds/ |ek(s,z)|mk(dz)} — 0, k — oo.
0 0
Proof. By the mean-value theorem, we have
1 k
(s:2) = 0. [ [COEE. 0+ 2005.0)

— G/((s), )] Vi (s, d),

where 0y (s, z) takes values between f(x) and f(z) — k=1 (Y,%(s), f). Conse-
quently,

2 2
ek(s, 2)| < ZIG =V (), (Vi (), 1) < ZIGIF N4V ), )%
Moreover, since (Y,*(s),1) < k, we get
1 | 2 /v a g a
ler(s, 2)] < IG5 (Yy (8),|f|>/ 10k (s, 2)) Yy (s, dx)
Ok

FIGT 120 [ £+ K7 20,7V s )
5 0
ZIAIRIG" 1255 (), 1)

IN

IN
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It follows that

B [ | e, mald)]

C k tATh "
<7 (z/\z2)mk(dz)E[/0 (YA(s),1)2ds

k
gﬂ/ (z A 22)my,(dz),
k- Jo

where C' = 2|| f||(IG'|+1IG” I f)- The right hand side goes to zero as k — oo.
(]

Lemma 5.7 Suppose that kby, — b, np — n weakly on [0,a] and k*c2do(dz) +
(z A 22)my(dz) converges weakly on [0,00) to a finite measure 026y(dz) + (z A
22Ym(dz) as k — oco. Let & (s, z) be defined as in Lemmal5dl Then for each
n > 1 we have

tATn k
E{/ ds/ 1€k (s, 2)my(dz)| — 0, k — oo.
0 0

Proof. 1t is elementary to see that

6(s,2) < KGUYES), ) — K2V (6), 1) — GUVAs), 1)
FETG (Y ), F)AVE(5), 1)

< min {2]&|2{Y(9), 1), 5 G122V s), 1£1)°)
< O+ (V2(s), 1 A2,

where C' = || fI|2]|G']| + || fIIIG”||/2). Then we have

tATh k
E{/ ds/ ]fk(s,z)\mk(dz)}
0 0
k tATh
< C/ (z A k_lz2)mk(dz)E{ / 1+ (Yi(s), 1>2]ds}
0 0
k
< nC/ (z A k™ 2%)my(dz).
0
The right hand side tends to zero as k — oc. O

Proof of Theorem Let f € C[0,a]. Then {(Y/?(t), f) : t > 0} converges
a.s. to {(Zf, f) : t > 0} in the topology of D([0,00),R). Consequently, we
have a.s. (Y,!(t), f) = (Z7, f) for a.e. t > 0; see, e.g., Ethier and Kurtz (1986,
p.118). By Lemma 511

Gy @), f) = G((>\,f>)+kbk/0 G'((Yi'(s), £)) (e, f)ds
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~ kb / G (VE(s), PIYE(S), F)ds
+ 5k} / G (YE(s), F)) (Y (s), £
~yhot [ GG, O
N
4 /0 ds /0 ma(d2) [ 2 22 )Y d

¢ k
—l—/o ds/o ler(s,2) + &k(s, 2) + C(s, 2)lmi(dz)
+ local mart., (5.8)

where
H(z,z,u) = G(u+ 2f(z)) — G(u) — G'(u)zf(x)

and
Gu(s,2) = [ [0 2 000, 1) = Hws 2 20, )] Vi o ).
By the mean-value theorem,
G5, 2) < [ TH 2 00D 05) = 22 Vs, ),

where 0y (s) takes values between (Y2(s), f) and (Z¢, f). For G € C3(R) we
have

[H (2,2, 00())] = |G'(0(s) + 2f(x)) — G'(0k(s)) — G"(Ok(5))2f ()]

171 (2067 + SUEME ) (2 A 22,

IN I

It follows that

G < 171 (2067 + SIAIC"N) 2 A 2)
(Y (s) DY () = 28, 6) (5.9)

By (5.9) and Schwarz’ inequality,

B [ s [ i matas)

< Ck(t){E[/OWn (Ya(s) — 70, st}}

. {E[/Otm (YE(s), 1>2ds] }1/2

< vacuo{s[ [ wee - 22,07

1/2

1/2
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where

k
Cilt) = WHK2WTW+—%WTﬂWfDMA(zAz%n%&&)

Note that supgs; Cr(t) < oo. It then follows that

E[/OW” ds /Ok|<k(s)|mk(dz)} 50, koo

Now letting & — oo in (B.8]) and using Lemmas 5.6l and [5.7 we obtain (5.7) for
G € C3(R). A simple approximation shows the martingale problem actually
holds for any G' € C?(R). O

Theorem 5.8 Suppose that kby, — b, n, — n weakly on [0,a] and k*0280(dz)+
(z A 22)my(dz) converges weakly on [0,00) to a finite measure 028y(dz) + (z A
22)m(dz) as k — oo. Let {0 < a3 < -+ < a, = a} be an ordered set of
constants. Then {(Y,'* (t),---, Y™ (t)) : t > 0} converges to {(X{",---, X[™) :
t > 0} in distribution on D([0,00), M[0,a1] X -+ x M[0, ay]).

Proof. By Lemma [5.4] the sequence {(Y;"(t),---,Y;™(t)) : t > 0} is tight
in D([0,00), M[0,a1] x --- x M[0,a,]). Let {(Z*,---,Z") : t > 0} be a
weak limit point of {(Y;"(¢),---,Y;(t)) : t > 0}. To get the result, we
only need to show {(Z/*,---,Z/) : t > 0} and {(X;"*,---,X;") : t > 0}
have identical distributions on D([0,00), M[0,a1] x -+ x M]0,a,]). By pass-
ing to a subsequence and using Skorokhod’s representation, we can assume
{1 (t),---, Y (t)) : t > 0} converges to {(Z",---,Z/™) : t > 0} almost
surely in the topology of D(]0,00), M[0,a1] x --- x M]0,ay]). Theorem
implies {Z;™ : ¢t > 0} is an immigration superprocess solving the martingale
problem (B.7) with @ = a,. Let Z denote the restriction of Z{ to [0, a;].
Then Z = Z/™ in particular. We will show {(Z{*,---,Z") : t > 0} and
{(ZM,---,Z) : t > 0} are indistinguishable. That will imply the desired
result since {(X[,---, X)) : ¢t >0} and {(Z", -+, Z) : t > 0} clearly have
identical distributions on D([0,00), M[0,a1] x --- x M|0,a,]). By the general
theory of cadlag processes, the complement in [0, c0) of

D(Z) = {t 2 0: P(Z{ = Z{*,- - Zf» = Zi") = 1}

is at most countable; see Ethier and Kurtz (1986; p.131). For any t € D(Z)
we have almost surely limj_,o Y, (t) = Z"* for each i = 1,---,n; see Ethier
and Kurtz (1986; p.118). By an elementary property of weak convergence, for
any t € D(Z) we almost surely have

Zi([0,a3]) = lim Y;"(2,[0,a]) = lim Y (£, [0, as])
k—o00 B k—o0 _
< Z{([0,ai]) = Z{ ([0, ai]) = Z;([0, ai)).
Since Theorem 5.5 implies {Z;" : t > 0} is equivalent to {Z;" : t > 0}, we have

E(Z ([0, ai])] = E[Z}" ([0, ai])].
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It then follows that almost surely

lim Y% (¢,[0,a;]) = Z" ([0, a;]). (5.10)

k—o0

On the other hand, since Y, (t) — Z{", for any closed set C' C [0, a;] we have

limsup V" (¢,C) = lim Y, (¢,C) < Z(C) = Z;"(C). (5.11)
k—o00 k—o00

By (G10) and (G.I0) we have Z;" = limy_,o Y (t) = Z;"". Then {Z;" : t > 0}

and {Z" : t > 0} are indistinguishable since both processes are cadlag. (]

Let .# be the space of Radon measures on [0, 00) furnished with a metric
compatible with the vague convergence. The result of Theorem [(.8] clearly
implies the convergence of {Yy(¢) : ¢ > 0} in distribution on D([0, 00), .#) with
the Skorokhod topology. From Theorem (.8 we can also derive the following
generalization of a result of Bertoin and Le Gall (2006); see also Bertoin and
Le Gall (2000) for an earlier result.

Corollary 5.9 Suppose that kby — b, i, — 1 weakly on [0,a] and k*c260(dz)+
(z A 22)my(dz) converges weakly on [0,00) to a finite measure 026y(dz) + (2 A
22)m(dz) as k — oo. Let {0 < a3 < --- < ap} be an ordered set of constants.
Then {(Yi(t,a1), -, Yir(t,a,)) : t > 0} converges to {(X¢(a1), -, X¢(an)) :
t > 0} in distribution on D([0,00),R’).
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