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Abstract

In this paper, we study the joint source-channel coding lpratof transmitting a discrete-time analog source over arGNV
channel with interference known at transmitter. We consiide case when the source and the interference may not berelated.
We first derive an outer bound on the achievable distorti@htban, we propose two joint source-channel coding schemesmke
use of the correlation between the source and the intederérhe first scheme is the superposition of the uncoded Isigntha
digital part which is the concatenation of a Wyner-Ziv ereoednd a dirty paper encoder. In the second scheme, thelggita
is replaced by a hybrid digital and analog scheme so that thigoped scheme can provide graceful degradation in themres
of SNR mismatch. We then extend this coding scheme to theragiérerl cognitive radio channels and analyze the achievabl
distortion regions for several cases.

Index Terms

Distortion region, joint source-channel coding, cogmitiadios.

I. INTRODUCTION AND PROBLEM STATEMENT

In this paper, we consider transmitting a lengthdi.d. zero-mean Gaussian sourg® = (V' (1),V(2),...,V(n)) overn
uses of an AWGN channel with noisé” ~ N(0,N - I) in the presence of Gaussian interfererfte which is known at
the transmitter as shown in Figl 1. Throughout the paper, mg focus on the bandwidth-matched case, i.e., the number
of channel uses is equal to the source’s length. The tratezhsignal X™ = (X (1), X(2),...,X(n)) is subject to a power
constraint

=Y EIX()?) < P M

whereE[-] represents the expectation operation. The received sighas given by
Y =X"485"+2". (2)
We are interested in the expected distortion between thees@nd the estimaté™ at the output of the decoder given by
d=E[dV",g(f(V",5") + 5"+ 2"))], ®)

where f and g are a pair of source-channel coding encoder and decodeeatasely, andd(.,.) is the mean squared error
distortion measure given by

(", ") = = > (v(i) — 8(0))*. (4)
=1
Here the lower case letters represent realizations of randwiables denoted by upper case letters. Aslin [1], a distoD
is achievable under power constraiftif for any € > 0 and sufficiently larger, there exists a source-channel code such that
d<D+e.
WhenV and S are uncorrelated, it is known that an optimal quantizerofe#d by a Costa’s dirty paper coding (DPC) [2]
is optimal and the corresponding joint source-channelrmpgiroblem is fully discussed inl[3]. However, differentrrche
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Fig. 1. Joint source-channel coding with interference kmaw transmitter.
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typical writing on dirty paper problem, in this paper, we swer the case that the source and the interference may not be
uncorrelated to each other. The covariance matrix is desdras follows,

2
. 01 pPo102
Avs=( o0 ) ©)
and p may not be0.

Under this assumption separate source and channel codimg DPC naively may not be a good candidate for encoding
V™ in general. It is due to the fact that the DPC tries to compleawoid the interference without signal to noise ratio
(SNR) penalty so that it cannot take advantage of the it tatiom between the source and the interference. In thisrpape
we first derive an outer bound on the achievable distortigyiore and then, we propose two joint source-channel coding
schemes which exploit the correlation betwdéh and S™ thereby outperforming the naive DPC scheme. The first scheme
is a superposition of the uncoded scheme and a digital partefd by a Wyner-Ziv coding [4] followed by a DPC, which
we refer to as a separation-based scheme. The second schebtained by replacing the digital part by a hybrid digitatia
analog (HDA) scheme given inl[3] that has been shown to peogichceful degradation under an SNR mismatch. We then
analyze the performance of these two proposed schemes ®Rrm3Bmatch cases. It is shown that both the HDA scheme and
the separation-based digital scheme benefit from a high&; $idwever, interestingly, their performances are diffiere

One interesting application of this problem is to derive #ohievable distortion region for the generalized cogaitiadio
channels considered inl[5] (also [ [6]). This channel camipeleled as a typical two-user interference channel exbapone
of them knows exactly what the other plans to transmit. Weregiard the informed user’'s channel as the setup we consider
in this section and then analyze achievable distortionoreggfor several different cases.

The rest of the paper is organized as follows. In sedfibn d,present some prior works which are closely related to ours.
The outer bound is given in sectign]lll and two proposed s@ware given in section 1V. In sectign V, we analyze the
performance of the proposed schemes under SNR mismatcke Thteposed schemes are then extended to the generalized
cognitive radio channels in sectin]VI. Some conclusiorsgiven in[\VII.

Il. RELATED WORKS ONJSCCWITH INTERFERENCEKNOWN AT TRANSMITTER

In [7], Lapidoth et al. consider the2 x 1 multiple access channel in which two transmitters wish toncmnicate their
sources, which are drawn from a bi-variate Gaussian digtaob, to a receiver which is interested in reconstructirghb
sources. This setup looks somewhat similar to ours if theivec is only interested in one part of the sources. Howemer,
important difference in their setup is that the transnstt@re not allowed to cooperate with each other, i.e., for d@miqular
transmitter, the interference is not known.

In [8], Tian et al. consider transmitting a bi-variate Gaussian source bve Gaussian Broadcast Channel. In their setup,
the source consisting of two componentg and V;* memoryless and stationary bi-variate Gaussian distribaied each
receiver is only interested in one part of the sources. Thepgsed a HDA scheme which performs optimally in terms of
distortion region under all SNRs. At first glance, this pehlis again similar to ours if we ignore receiver 2 and focushen
other. Then this problem reduces to communicatiifigwith correlated side-informatiol;* given at the transmitter. A crucial
difference is that this side-information does not appeathi received signal. Therefore, the side-information impletely
useless.

Joint source-channel coding for point to point commun@aiover Gaussian channels has been widely discussed3k.g. [
[Q], [L0]. However, they either don’t consider interferen{9], [10]) or assume independence of source and interéer€[3]).

In [3], Wilson et al. proposed a HDA coding scheme for the typical writing on dpgper problem in which the source is
independent to the interference. This HDA scheme is orilyirmoposed to perform well in the case of a SNR mismatch. In
[3], the authors showed that their HDA scheme not only aasdhe optimal distortion in the absence of SNR mismatch but
also provides gracefully degradation in the presence of &h\dtnatch. In the following section, we will discuss this sate

in detail and then propose a coding scheme based on this one.

From now on, since all the random variables we consider ace in time, i.e.V () is independent o/ (j) for i # j, we
will drop the index: for the sake of convenience.

I1l. OUTER BOUNDS
A. Outer Bound 1
For comparison, we first present a genie-aided outer boumid.duter bound is derived in a similar way to the onelin [11]
in which we assume theff is revealed to the decoder by a genie. Thus, we have
1 of(l-p*) @ &
S10g LU =P ey
plog—p — = (V3 V1S)
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= h(X + Z|S) — h(Z)
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where (a) follows from the rate-distortion theory [1], (b)ffom the data processing inequality, (c) is due from thatdmning
reduces differential entropy and (d) comes from the fact @aussian density maximizes the differential entropy.réfore,
we have the outer bound as ) )

oi(l—p%)

1+ P/N "~ 0

Note that this outer bound is in general not tight for our petince in the presence of correlation, giviigo the decoder
also offers a correlated version of the source that we wisbstonate. For example, in the casewf 1, giving S to the
decoder implies that the outer boundlis;, = 0 no matter what the received signgl is. On the other hand, i = 0, the
setup reduces to the one with uncorrelated interferencenenkinow that this outer bound is tight. Now, we present armothe
outer bound that improves this outer bound for some valugs of

Dob,l =

B. Outer Bound 2
Since S and V' are drawn from a jointly Gaussian distribution with covada matrix given in[(5), we can write

o1

whereN, ~ N (O, (1- p2)o—§) and is independent t&'. Now, suppose a genie reveals oy to the decoder, we have

1 o? 1. wvar(V|N,)
Zlog—1 = Zlog —~ 7P/
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= h(Y|NP) - h(Y|Npa V)
— h(X + p?v + ZIN,) — h(Z)
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(&) 1 P+ p\/02)?
< 510g <1+(\/_+Tp02)>’ 9)

where (a)-(d) follows from the same reasons with those inpitevious outer bound and (e) is due from that the maximum
occurs when we leX to be a scaled version df. Thus, we have

2
01

Dob,2: 1+(\/ﬁ+p\/o-_%)2/N

Note that although the encoder knows the interfereficexactly instead of justV,, the outer bound is valid sincg is a
function of V and V..

Remark 1. If p = 0, this outer bound reduces to the previous one and is tight=f1, the genie actually reveals nothing
to the decoder and the setup reduces to the one considerg]ithpt the encoder is interested in revealing the interfee
to the decoder. For this case, we know that this outer boutighis However, this outer bound is in general optimisticept
for two extremes. It is due to the fact that in derivations, agsume that we can simultaneously ignore Mgand use all
the power to take advantage of the coherent part. Despiettie outer bound still provides an insight into buildingcaod
coding scheme that one should try to use a portion of powerakenuse of the correlation and then use the remaining power
to avoid V,,.

Further, it is natural to come up with an outer bound whichhis maximum of the above two as

Dob = maX{DobJ, Dob,?}' (11)

(10)



IV. PROPOSEDSCHEMES
A. Uncoded Scheme
We first analyze the distortion of the uncoded scheme wher¢rdmsmitted signal is simply the scaled version of thes®ur

X = 521/. (12)

07

| P
Y=4/=5V+5S+2 (13)
03

The receiver forms the linear MMSE estimate16ffrom Y asV = BY, where

ot (V/P/of + poz/a1)
P+ 02+ N +2/P/o?poi02

Thus, [2) becomes

8=

(14)

The corresponding distortion is then given as

1

Remark 2: If p = 1 ando? = o2, the source and the interference are exactly the same angrdieem reduces to
transmitting?” over an AWGN channe¥ with power constraint/P + \/0_5)2. From [13] [14], we know that the uncoded
scheme is optimal for this case. One can also think of thisaie as that the transmitter is only interested in revealive
channel statés' to the receiver. In[[12], the authors have shown that the pumplification (uncoded) scheme is optimal for
this problem. Therefore, we can expect that the uncodedchsehell eventually achieve the optimal distortion whenr= 1.

B. Naive DPC Scheme

Another existing scheme is the concatenation of a optimatcgocode and a DPC. The optimal source code quantizes the
analog source with a rate arbitrarily close to the channphcity 1/21log(1 + P/N). Then, the DPC ignores the correlation
between the source and interference (this can be done bydomaration and de-randomization pair) and encodes the
guantization output accordingly. Since the DPC achievegdle equal to that when there is no interference at all,gbeiver
can correctly decode these digital bits with high probabiBy the rate-distortion theory, we have the correspogdiistortion

as
ot

1+ P/N’
Remark 3: In the absence of correlation, i.e.= 0, the problem reduces to the typical writing on dirty papdupgeand it

is known that this scheme is optimal but the uncoded schems#igly suboptimal. Therefore, we can expect that when the
correlation is small, this naive DPC scheme will outperfdh@a uncoded scheme.

Dppc = (16)

C. Separation-Based Scheme

We now propose a separation-based scheme which retainglthaetages of the above two schemes. This scheme can be
regarded as an extended version of the coding schemelin dibetsetup we consider. As shown in Hig. 2, the transmitted
signal of this scheme is the superposition of the analog Fartvith power P, and the digital partX; with power P — P,.

The motivation here is to allocate larger power for the agigart to make use of the interference which is somewhat eoher
to the source for large’s and to assign more power to the digital part to avoid therfetence when is small. The analog
part is the scaled version of linear combination of souras iaterference as

Xo=Va(\V+(1-7)85), 17)
whereP, € [0, P}, a = P,/o2, v € ]0,1] and

2

oa =701 + (1 = 7)%03 + 27(1 = 7)por0o. (18)

The received signal is given by
Y =X4+X,+S5S+7Z
=Xa+Va(WW+(1—-9)8)+5+2Z
=Xq+VayV+ (1++va(l—7)S+2Z
=X.+5+72, (19)
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Fig. 2. Separation-based scheme.

where X is chosen to be orthogonal 1 and V. The receiver first makes an estimate fréfmonly asV’ = gY" with

Va(yo? + (1 —7)po102) + poioa

= ) 20
p P+ N+o03+2ya((1—7)o3 +ypoio2) (20)
The corresponding MSE is
D* = o} [1 - p (\/5(7 +(1=7)p2) + pﬂ)} : (21)
g1 g1

Thus, we can writd/ = V' + W with W ~ N(0, D*).

We now refine the estimate through the digital part, whichhiss ¢concatenation of a Wyner-Ziv coding and a DPC. Since
the DPC achieves the rate equal to that when there is noénéerde at all, the encoder can use the remaining péwerP,
to reliably transmit the refining bitg' with a rate arbitrarily close to

R_%log(1+P_Pa>. 22)

N
The resulting distortion after refinement is then given as

*
Dgep = inf

_ 23
v Pal 4 Efe 23)

In Appendix[A, for self-containedness, we briefly summarize digital Wyner-Ziv scheme to illustrate how to achieve th
above distortion.

It is worth noting that setting: = 1 gives us the lowest distortion always. i.e., super-impgpsironto the transmitted signal
is completely unnecessary. However, it is in general nat far the cognitive radio setup. We will discuss this in deiai
section V).

Remark 4: Different from the setup considered by [10] that the optiwigtortion can be achieved by any power allocation
between coded and uncoded transmissions, in our setup tmabmlistortion is in general achieved by a particular powe
allocation which is a function op. For example, in the absence of correlation, i®is completely independent t&, one
can simply setP, = 0 and this scheme reduces to the naive DPC which is optimalisncise. On the other hand,f= 1,
the optimal distortion is achieved by settidy = P. Moreover, forp > 0, it is beneficial to have a non-ze#®, making use
of the correlation between the source and the interference.

Remark 5: Although this scheme contains the pure analog signals inwarrefer to this scheme as separation-based scheme
in order to distinguish it from the HDA scheme introduced lie following. However, one should realize that this scheme i
different from the typical separation-based scheme.

D. HDA Scheme

Now, let us focus on the HDA scheme shown in Fiy. 3 in which waaee the digital part by the HDA scheme given in
[3]. The analog signal remains the same[ag (17) and the HDpubig referred to as(;. Therefore, we have

Y =Xp+VayV+ (1+Va(l—7))S+2Z
=X+ 5+ Z (24)
Again, the HDA scheme regard® as interference and’ described previously as side-information. The encodirtydecoding
procedures are listed below and the coefficients are reetktd fit our setup (the reader is referred|to [3] for details)

Let the auxiliary random variabl& be
U=Xp,+aS +kV, (25)
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Fig. 3. HDA scheme.

where X}, ~ N(0, P) independent t&5” and V' and the covariance matrix &' andV can be computed by](5).

Codebook Generation: Generate a random i.i.d. codebdakwith 2771 codewords, reveal this codebook to both transmitter
and receiver.

Encoding: Given ansS’ andV, find aU which is jointly typical with (5’, V). If such anU can be found, transmik;, =
U — oS’ — kV. Otherwise, an encoding failure is declared.

Decoding: The decoder looks for & which is jointly typical with the received signdf and V’. A decoding failure is
declared if none or more than one suchare found.

Estimation: After decodingU, the receiver forms a linear MMSE estimate W6ffrom Y and U. The distortion is then
obtained as

Dhaa = 7m}g [0F —TTA;T], (26)

whereAyy is the covariance matrix dff andY’, and
I = [E[VU],E[VY]]". (27)
In the encoding step, to make sure the probability of enapéiilure vanishes with increasing we require

Ry > I(U;S',V)
= h(U) = h(U|S', V)
= h(U) = h(Xp, +aS" + kV|S', V)

W h(U) ~ h(Xn)

1 E[U?]
=1 i 28
518 (28)
where (a) follows becaus¥), is independent ob’ and V.
Further, to guarantee the decodabilityléfin the decoding step, one requires
Ry < I(U;Y, V")
= h(U) = h(UY, V')
=h(U) - hU —aY — &V'|Y, V")
W ) — h(EW + (1 — @)X, — aZ|Y), (29)
where (a) follows from\V’ = 3Y. By choosing
P,
= 30
C=BIN (30)
and p2
2 _ h 31
K (Ph + N)D* ’ ( )

one can verify that{(28) and(R9) are satisfied. Note thal 8) (Zhat we really need i®, > I(U;S’,V) + ¢ and in [29) it
is Ry < I(U;Y,V’)— 6. However, since andd can be made arbitrarily small, these are omitted for the sék®nvenience
and to maintain clarity.

Remark 6: It can be verified that the distortions in {23) afd](26) arectlyahe same. However, it has been shownlin [3]
that the HDA scheme can provide graceful degradation in thB ismatch case.
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E. Numerical Results

Here, we compare the outer bounds and achievable distertibachemes previously discussed. In Fig. 4, we compare the
distortions (in—101og,,(D)) for different SNRs. In this figure, we seft = 02 = 1 and the correlation i = 0.3. As we
expected, two proposed schemes have exactly the same marfoe. Moreover, for this case, these two schemes not only
outperform others but also approach the outer bound (marimiutwo) very well.

We then compare the distortions for a fixed SNR but diffepeim Fig.[H. The parameters are set tode= 02 = 1 and
P/N = 1. It can be seen that the proposed schemes outperform the BRI scheme and the uncoded scheme and performs
close to the outer bound over a wide rangepsf The outer bound and the inner bound do not coincide horyvéeaving
room for improvement either of the outer bound or the schemsswe discussed iflRemark [2 and Remark [3, the naive
DPC scheme performs optimally when= 0 and performs better than the uncoded scheme at snmalgime. However, the
uncoded scheme outperforms the naive DPC scheme atdaregime and eventually achieves optimum whes 1. Further,
the separation-based scheme and the HDA scheme achiemabptstortion at botlp = 0 andp = 1 and clearly outperform
others forp € (0,1).

V. PERFORMANCEANALYSIS IN THE PRESENCE OFSNR MISMATCH

In this section, we study the distortions for the proposduestes in the presence of SNR mismatch i.e., we consider
the scenario where instead of knowing the exact channel $hNR{ransmitter only knows a lower bound of channel SNR.
Specifically, we assume that the actual channel noise t&be- A/(0, N,) but the transmitter only knows that, < N
so that it designs the coefficients for thi. Different from typical separation-based schemes, th@gsed separation-based



scheme may be able to take advantage of SNR mismatch althbugiantizes the source explicitly. It is due to the fact
that the proposed separation-based scheme contains thesquice in part. Furthermore, for the HDA scheme, the wlulit
combating SNR mismatch has been discussedlin [3]. Theref@expect that both two schemes will benefit from a better
SNR they experience.

A. Separation-Based Scheme

Since the transmitter designs its coefficients My it aims to achieve the distortioD,., given in [23). It first quantizes
the source tdl" by a Wyner-Ziv coding with side-informatioP* given in [21) and then encodes the quantization output by

a DPC with a rate
1 P—P,
Rzilog <1—|— ), (32)

N

where P, is the power allotted toX,, such that the distortion in the absence of SNR mismatch isnmiged. i.e.,

P, = arginf

a

— (33)
1+ F5fe

At receiver, sinceN, < N, the DPC decoder can correctly decdbewith high probability. Moreover, the receiver forms
the MMSE of V from Y asV, = 8,Y with

Va(yoi + (1 —y)poi0os) + poios

P = P Na+ 03 +2va((1 - 1) + 1poraa) (34)
D} = o} [1 — fBa (\/5(7 +(1- 7)/}2—?) + pz—f)] : (35)

Thus, the problem reduces to the Wyner-Ziv problem with nairin side-information. In Appendix] B, we show that for this
problem, one can achieve
D*D:
Dsep mis —
: D*D: + (D* — D#)Dsep

Dgep. (36)

Different from typical separation-based schemes that we Isgen in[[B], the proposed separation-based scheme dan sti
take advantage of better channels through mismatchedreigienation. i.e., this scheme does not suffer from the prorted
"threshold effect”.

B. HDA Scheme

Although it is shown in AppendixB that the performance of HiIBA scheme is exactly the same with the digital Wyner-Ziv
scheme under side-information mismatch, this problem WIBA scheme cannot be reduced to the Wyner-Ziv problem with
mismatch side-information as we did for the separatiorebascheme. It is due from that the HDA scheme still makes an
estimate ofl” from U which is a function ofS. Fortunately, as shown inl[3], the HDA scheme is capable dfingause of
SNR mismatch.

Similar to the separation-based scheme, we design the @erff for channel parameté¥. The HDA scheme regards
D* as side-information and’ as interference. It generates the auxiliary random vaiéblgiven by [25) with coefficients
described by[(30) and(B1). Sincé, < N, the receiver can correctly decolewith high probability. The receiver then forms
the MMSE as described ifi_(6) arld{27). Note th&Y2] in Ayy should be modified appropriately to address the fact that
the actual noise variance 8, in this case.

Remark 7: In [12], the optimal tradeoff between the achievable ratd #re error in estimating the interference at the
designed SNR is studied. 1n][3], the authors also studiedn@esdnat similar problem. They compare the distortions of the
digital scheme and the HDA scheme in estimating the sour@nd the interferencé as we move away from the designed
SNR. One important observation is that the HDA scheme ofdpas the digital scheme in estimating the source; however,
the digital scheme is better than the HDA scheme if one igésted in estimating the interference. Here, sinceeffeetive
interferenceS’ includes the uncoded signafaV in part and the source is assumed to be correlated to theergace,
estimating the sourc® is equivalent to estimating a part of. Thus, one can expect that if the, we choose and the
correlationp are large enough, the benefit coming from using the HDA schemestimate the source may be less than
that from adopting the separation-based scheme to estimpgat of S’. Consequently, for a sufficiently large, and p, the
separation-based scheme may be better than the HDA schetine presence of SNR mismatch.
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C. Numerical Results

Now, we compare the performance of the above two schemeshanscheme that knows the actual SNR. The parameters
are set to ber? = o3 = 1. We plot the—101log;,(D) as we move away from the designed SNR for both smad (0.1) and
large ( = 0.5) correlations. Two examples for designed SNR = 0 dB and 10@Byaven in Fig[® and Fid.l7, respectively.

In Fig.[8, we consider the case that the designed SNR is 0 dBhwisi relatively small compared to the variance of
interference. For this case, we can see that which schenfermerbetter in the presence of SNR mismatch really depends
on p. It can be explained by the observations mad&emark [ and the power allocation strategy. For this case the optima
power allocationP, is proportional top. For p = 0.1 case, since the correlation is small and the assighets also small,
the HDA scheme is better than the separation-based schem#heQother hand, fop = 0.5 case, we allot a relatively large
power to P, so that one may get a better estimate if we try to use the sapatzased scheme to estimate a parSaf This
property is further discussed in the Appendix C.

In Fig.[d, we design the coefficients for SNR 10 dB which can be regarded as relatively large SNR comparetigo t
variance of interference. For this case, the optimal povlecation P, for both p = 0.1 and p = 0.5 are relatively small.
Therefore, the performance improvement provided by the HiBAeme is larger than that provided by the separation-based
scheme for both cases.

V1. JSCCFOR GENERALIZED COGNITIVE RADIO CHANNELS

There has been a lot of interest in cognitive radio since & been proposed in _[15] for flexible communication devices
and higher spectral efficiency. In a conventional cognitagio setup, the lower priority user (usually referred tasasondary
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user) listens to the wireless channel and transmits theakigmy through the spectrum not used by the higher priorggru
(referred to as primary user).

In [5], Devroyeet al. define the generalized cognitive radio channels in whichukameous transmission over the same
time or frequency is allowed. This channel can be modeledtgpieal two-user interference channel except that one efsus
knows exactly what the other plans to transmit.The authwoes provide inner and outer bounds on how much rate two users
can transmit simultaneously for such generalized cognitadio channel. Their achievable scheme is based on the DBC a
the Han-Kobayashi scheme [16].

In this section, we consider the same generalized cogniéid® channels as in|[5] and focus on the case when both two
users have analog information. We are interested in thertish region which describes how much distortion two users
can achieve simultaneously. In particular, we considercidge that two sources may not be uncorrelated to each otker. A
we mentioned before, we first look at the distortion of theoselary user only and regard it as the setup in sedfibn Il. An
achievable distortion region is obtained by forcing theray user to use the uncoded scheme and using the HDA given in
section[1V for the secondary user. It can be shown that whenctirelation is large, adopting the proposed scheme at the
secondary user not only takes advantage of this correléibralso benefits the primary user. On the other hand, whisn
small, the proposed scheme helps the secondary user to theoidterference introduced by the primary user.

As shown in Fig[B, in a generalized cognitive radio chantveb, users wish to transmit their own sourdésandV; to the
corresponding receiver through an interference chanrtél éifect channel gain and cross channels, and h, representing
the real-valued channel gains from udeto user2 and vice versa, respectively. The power constraints inghosethe outputs
of user 1 and 2 aré’ and P;, respectively. Different from interference channels, aguitive radio channels, we assume that
the secondary user know§ non-causally. Here, we also assume that the channel ceefficj is known by the secondary

user. The received signals are
iy _ (1 I X1 A
()= 1) (2)=(2) @)

Further, we consider the case that two sources may havdat@nrewith each other. The covariance matrix is then given a

2
_ Oy, POV, OV,
Av,y, = ( oy Oy, 0‘2/2 ) . (38)

We now apply the proposed HDA scheme to this scenario. Leptheary user simply transmit the scaled version of the

uncoded source
P
X1 =[5 W. (39)
O'V1

Therefore, the bottom channel in F[d. 8 reduces to the sitnave considered in the previous section with souvte- 15
and interferenceS = h; X1. The covariance matrix becomés (5) with

U% = 0‘2/2 , (40)
o2 = hiP,. (41)

The secondary user then encodes its sourc&4doy the HDA scheme described previously in secfion IV-D witiwer P,
and coefficients according tb_(30) and](31). With these aciefits, the corresponding distortidm, is computed by[{26) and
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(232). At the receiver 1, the received signal is

Yi=X1+hoXo+ 2

= (14 (1 — y)Vahiha) X1 + hao Xy, + havayVa + Z1. (42)
The decoder 1 then forms a linear MMSE estimate frigimgiven by171 = Y7, where
with
E[ViYi] = (1+ (1 - 9)Vahiha) /Pio?, + havarpoviov, (44)
E[Y?] = (14 (1 —)vahihs)® Py + ahdy?o?, +
h3Pn + 2@@’7%’@ (1+ (1 =)Vahihy). (45)

Therefore, the corresponding distortion is
D, = o}, — BE[V1 Y]] (46)

It can be shown that assigning= 1 leads to a suboptimdD; in general. Thus, as we mentioned before, one may want to
assign non-zero power to transnsitin order to achieve a larger distortion region.

We can then optimize the power allocation for particularfgenance criteria. For instance, if one desires achievirg t
minimum distortion for the secondary usershould be set to b&. However, if the target is to obtain the largest achievable
distortion region under a total power constraiftone should optimize oveP; € [0, P|, P, € [0,1 — P;], and~ € [0,1]. We
briefly discuss these examples below.

1. Greedy Case: We first consider the greedy case where the secondary uses fn reducing its own distortion. As we
mentioned before, the proposed scheme should alwaysg set for this case. For comparison, an outer bound on distortion
region for this case is given as follows. We assume there enéeghat reveal¥; to the decoder 2 anth; to both the encoder
1 and the decoder 1. Similar to the derivation in sedfidndiie obtains

2 2

_ le(l—l’)
Dlob— 1—|—P1/N . (47)

2 2

_ Uvg(l—l’)
D20b— 1—|—P2/N . (48)

From now on, we only present the outer bound 1 since in the noaleesults we consider in the following, this outer bound
is tighter than the outer bound 2. However, one can also eehig outer bound 2 for these cases and take the maximum of
two by a similar way given in sectidn]Il.

Numerical examples are given in F[d. 9 dnd 10, in which Weo%?tz 0‘2,2 = N; = Ny =1, h; = hy = 0.5, and the total
power P = 2. The correlation between sources are= 0 and p = 0.3, respectively. In both examples, we do not perform
optimization overP;, and P, with respect to particular criteria. Instead, we plot mahpices of P, and P, which satisfy
P, =Py + P,.

In Fig.[d, we observe that the proposed scheme achieves thelmund at two corners in the absence of correlation. The
left corner point can be achieved by assignitg= P and the right corner point can be achieved by setfthg= P. For other
points except for two corner points, since the genie-aidgerobound may not be tight for the primary user (genie needs t
reveal thel; to both the encoder and the decoder of the primary user), uker bound is in general not tight. Despite this,
the inner bound is close to the outer bound. In Eid. 10, we giveexample wherg = 0.3. One can observe that compared
to the result in Figl 9, the correlation helps both users imgeof distortion. And again, although the outer bound istiutt,
the gap is reasonably small.

2. Non-Greedy Case: We now consider the case that the secondary user is wiltifigelp the primary user. i.e., thee [0, 1].

For this case, the outer bounds must be modified to addre$adhtnat the secondary user uses a part of its power to tiansm
V1. For the primary user, suppose there is a genie that re¥gadsd the HDA encoder to both encoder 1 and decoder 1, i.e.,
X, is also known at both sides. We have
" og L2
2 Dlob
=h(X1+ hXe+ Z1|Vo, Xi) — h(Z1)

< h((1+ (1 =~)Vahiho) X1+ Z1)) — h(Z1)
= g log(1 + snry), (49)

< I(Vi; Vi[V) < I(Vi; Vi [Va)
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where

Py (14 (1 —7)yahihs)?
Ny ’
Similarly, we assume a genie gives awlyto decoder 2 so that we have

snry =

o2 (1 — p?
log VQ( p?)

n

2 Dsep
= h(Xo+ hoX1 + Z2|V1) — h(Zs)
< h(Xn +9VaVa + Z3)) — h(Zs)

= glog(l + snrg),

< I(Va; Va|Vi) < I(Va; Ya|V2)

where

P+ a”yza‘%
Ny '

Thus, for each choice af;, P,, and~ we have the outer bound as

2 2
D 70\/1(1_9)

snro =

tob = 1+ snr
73,1~ 7)

Dagy =
20b 1+ snro

11

(50)

(51)

(52)

(53)

(54)
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Fig. 12. Non-Greedy case,= 0.3.

The outer bound of this case is obtained by taking the lower&o envelope over al(f)lob, Dgob).

The numerical results fgs = 0 andp = 0.3 are given in Figi_I1 and Fig. 112, respectively. In both figuedisthe parameters
are set to be the same as those in the previous two examplesb¥eéeve that if the secondary user is willing to help the
primary user, the achievable distortion region is largantkthat of greedy case.

3. Coexistence Conditions: In [6], the coexistence conditions are introduced to usi@erd the system-wise benefits of
cognitive radio. The authors study the largest rate thatcthgnitive radio can achieve under these coexistence eomistr
described as follows,

1. the presence of cognitive radio should not create rateadiegion for the primary user, and

2. the primary user does not need to use a more sophisticatstlelethan it would use in the absence of the cognitive
radio. i.e, a single-user decoder is enough.

Similar to this idea, we study the distortion of the secogpdaser under the modified coexistence constraint as
1. the presence of cognitive radio should not increase distofor the primary user, and
2. the primary user uses a single-user decoder.

Let the power constraints b, and P, for the primary and secondary user, respectively, Bnd- P, = P. In the absence
of the cognitive radio, the distortion of the primary user is

2

L — (55)
1+ P /N,
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The outer bound on the secondary user under the coexistenditions is given as

Dcoezist,ob = H}f D2oba (56)
Po, v, Diob<D7Y

where D1, and D, are given by [(B83) and (54), respectively. An example is shawhig. [I3. All the parameters in this
figure are the same with those in Figl_9-12.

VII. CONCLUSIONS

In this paper, we have discussed the joint source-chandaig@roblem with interference known at transmitter. Intigaitar,
we considered the case that the source and the interferemclame correlation with each other. According to the oletiouas
on the uncoded scheme and the naive DPC scheme, we propasgatat®n-based scheme and a HDA scheme which can adapt
with p. The performance of these two schemes under SNR mismatehsardiscussed. Different from typical separation-based
schemes suffering from the pronounced threshold effechénpresence of SNR mismatch, both the proposed schemes can
benefit from a better side-information acquired at the decaahd thus, provide a graceful degradation under SNR migmat
However, there is a difference between the performance eftwo proposed schemes under a SNR mismatch and which
scheme is better depends on the designed SNRpand

These two schemes are then applied to cognitive radio clsand achievable distortion regions are discussed foerdifft
cases. To the best of our knowledge, this is the first joint@@ghannel coding scheme for cognitive radio channelshéve
also provided outer bounds on these distortion regionspieshe fact that the outer bounds are not tight in genehal, t
numerical results have shown that the gap between the irmerdband the outer bound is reasonably small.

APPENDIXA
DIGITAL WYNER-ZIV SCHEME

In this appendix, we summarize the digital Wyner-Ziv schdéardossy source coding with side-informatidii (V = V' +W
with W ~ A(0, D*)) at receiver. Suppose this side-information is availaltleath sides, the least required ragy ; for

achieving a desired distortioP is [4]
1 D*
Ryz = 5 10g D

Let us set this rate to be arbitrarily close to the rate give@), the rate that the channel can support with arbiyramhall
error probability. The best possible distortion one caneahfor this setup is then given as
D*
D=——F—+. 58
14 Efa 8)

(57)

This distortion can be achieved as follows,
1. Let T' be the auxiliary random variable given by

T = oV + B, (59)
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where
D* —D
Qgep =
P D*

(60)

and B ~ N (0, D).
2. The decoder first decodes 1o (the decodability is guaranteed by the rate we chose) andfthens the MMSE fronl"
andV’ asV =V’ + W with D
ey Asep
W=D +D

sep

(T — asepV'). (61)

The corresponding distortion is given as

E[(V - V)] =E[(W - W)?]

pe 1o 2 D 62
=\t p) TP (62)

sep
APPENDIXB
WYNER-ZIV WITH MISMATCHED SIDE-INFORMATION

In this appendix, we calculate the expected distortion efdigital Wyner-Ziv scheme in the presence of side-inforomat
mismatch. Specifically, we consider the Wyner-Ziv probleithvan i.i.d. Gaussian source and the MSE distortion measure
Let us assume that the best achievable distortion in thenabsef side-information mismatch to e. The encoder believes
that the side-information i¥’, andV = V' + W with W ~ N (0, D*). However, the side-information turns out to bg
and has the relatiolr = V! + W, with W, ~ N(0, D¥). Under the same rate, we want to calculate the actual dtoR,
suffered by the decoder .

Since the encoder has been fixed to deal with the side-intismd’’, at decoder, the auxiliary random variable is as in
(59) with the coefficient given il _(60).

Since the decoder knows the actual side-informafiginperfectly, it only has to estimafé’,. By the orthogonality principle,
the MMSE estimatﬁa can be obtained as

X
— Qsep D

“T 2 Di+D

sep

(T = asep V) (63)

Therefore, the estimate of the sourceis= VI + W,. The corresponding distortion is given as

Dy =E[(V = V)*] = E[(W, — W,)’]
D*D?
= a D
D*D; + (D* — D¥)D
Here, we give an example in Fif.]14 to see the performanceoiepnent through having the access of a better side-
information. In this figure, we plot the-10log,, D, as—10log,, D} increases, i.e., as the actual side-information improves.
The outer bound is obtained by assuming the transmitteryalwaows the distribution of actual side-information at alder
and the distortion of the HDA scheme is computed throughvetans in [3] with a fixed coefficient
P2
2
=—— 65
" T @P+N)D (65)
at transmitter. The parameters are set tofbe- N = 1 and D* = 0.1. Therefore, without mismatch, the best achievable
distortion is given as

(64)

D*
D=—"_
1+ P/N

We can observe that both the digital Wyner-Ziv scheme andHiba scheme benefit from a better side-information at decoder
Moreover, it can be seen that these two schemes provide the parformance under side-information mismatch.

= 0.05 ~ —13dB. (66)

APPENDIXC
DiscussiONS FORSNR MisMATCH CASES

As discussed previously, both the separation-based schathéhe HDA scheme benefit from a better SNR. Here, we wish
to analyze and compare the performance for these two schenmtes SNR mismatch. Since the separation-based scheme
makes estimate frorfl’ (see AppendiX’A) and’’ (which is a function ofY") and the HDA scheme makes estimate frém
andY, it suffices to comparé(V;T,Y) with I(V;U,Y). By the chain rule of mutual information, we have

I(V;T,Y)=I(V;Y) + I(V;T|Y), (67)
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and
I(V;UY)=1(V;Y)+ I(V;U|Y). (68)

Thus, we only have to compadV;T|Y) to I(V;U|Y). Let us considep = 0 case for example,
IV;T)Y)=h(T|Y) - h(T|V,Y)
= h(asepV + BlY) — h(asep,V + B|V,Y)
= h(asepV — QsepfaY + B|Y) — h(asepBIV,Y)
= h(asepWeo + B|Y) — h(B)
@ h(araepWa + B) — h(B)
1. o, D:+D

_ - sep
=5 log o) : (69)
wherea,., and W, are defined in Appendix]B and (a) follows from the orthogagatirinciple.
I(V;UY) = h(U]Y) = h(U[V,Y)
=h(U|Y) — h(Xn +aS" + kV|V,Y)
=h(U]Y) — h(Xp +aS + (k + a/a)V|V,Y)
=h{U|Y)=-h((1—-a)X,—aZ,|V,Y)
(@)
> WU[Y) = h((1 - a) Xy — aZ,)
21 2 2
1. E[U°] -E[UY]*/E[Y?] (70)

T2 © (1 —a)?P, +a2N,

where (a) follows from that conditioning reduces entropy #me equality occurs if there is no SNR mismatch.

Two examples are given here to compare these two quantiiitbsand without SNR mismatch for a small and a large
designed SNR, respectively. In both Hig] 15 16, withddRSnismatch, these two quantities coincide with each other
for all choices ofP,. This implies the result in sectidn 1V that without mismattie separation-based scheme and the HDA
scheme provide exactly the same distortion. However, ferstimall designed SNR case shown in [Eig. 15, one observes that
with SNR mismatch which quantity is larger really dependsn On the other hand, for designed SNR = 10 dB case
shown in Fig[Ib, we see that with SNR mismatékV; U|Y) > I(V;T|Y) for a wide range ofP, (except for someP,
close to 1). This explains the results in secfidn V that, ésgé designed SNRs, the HDA scheme has better results than th
separation-based scheme does while for small designed 8Rannot make this conclusion easily.
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