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Abstract—This paper proposes the first known universal in- The scheme used in][7] to achieve the DoF upper bound
terference alignment scheme for genera(l x 1)* interference s interference alignment, which controls the interfeeenc
networks, either Gaussian or deterministic, with only 2 symbol contamination such that all interference signals are atign

extension. While interference alignment is theoreticallypowerful . . . .
to increase the total network throughput tremendously, no into a certain signal subspace and leaves the remaininglsign

existing scheme can achieve the degree of freedom upper bauin Subspace interference-free for desired signal. Equafin (
exactly with finite complexity. This paper starts with detaled implies that on average, each user can almost achieve lealf th
analysis of the diagonality problem of naive symbol extensh in  rate as if there were no interference at all, no matter howyman
small (1x 1)3 networks, a technique widely regarded as necessary of them share the resource. Thus, in the high SNR regime, the

to achieve interference alignment with insufficient divergty. Then, it les li | ith th b f
a joint bandpass noncoherent demodulation and interferene Sum capacity scales finearly Wi € number ot users.

alignment scheme is proposed to solve the diagonality prodin Prosperous research works follow to construct interfezenc
by trading signal power for increased system diversity, whih alignment solutions using various techniques [8]-[15] &md
is further traded for multiplexing improvement. Finally, t he apply similar ideas to several different applicatians [1&F].

proposed noncoherent interference alignment scheme is @xtded o, ever, although being theoretical powerful, interfern
to general (1 x 1)¥ cases and is proven to achieve the degree ’ !

of freedom upper bound exactly. Simulation results verify he alignment may not be feasible for certain network config-
correctness and powerfulness of the proposed scheme and sho urations. In [18], the feasibility conditions for interterce
significant degree of freedom improvement compared to the alignment were analyzed. The interference alignment prob-

conventional orthogonal transmission scheme. lem was viewed as a multivariate polynomial system, and
Index Terms—Interference alignment, noncoherent transmis- a (M x N)& interference netwofkis feasible to achieve
sion, bandpass modulation, degree of freedom. interference alignment without symbol extension only if
M+ N > (K +1)d, @)

|I. INTRODUCTION

HE exact Capacity region of the genera| interference n&ecause Only under this Condition, the number of variables

T work has been an open problem to information theorisgXceeds the number of equations so that a solution may exist.
for decades. Even for the two-user case, capacity region id-or single-antenna interference networks, no practical
only known for special cases such as those with strong afgheme exists that can achieve the DoF upper bound exactly
very strong interferenc€|[1],[2]. The best known resulttfee  With finite complexity. Symbol extension is widely regarded
general two-user Gaussian interference network can diternS necessary to asymptotically approach the DoF upper bound
the capacity region withid.5 bit for real cases ot bit for [7]. However, this is only true for time varying or frequency
complex cases [3]/]4] by using a modified version of théelective fading channels. For deterministic networkshwit
Han-Kobayashi schemg][5]. constant channel coefficients, simple symbol extensioh wil

For the generak -user interference network, whefé > 2, generate a scaled identity matrix, which can not be used to
most research focused on the degree of freedom (DoF) regi§tparate the desired and interference signals into differe
[6], [7], which characterizes the capacity scaling behawiith ~ Signal subspaces.
respect to the signal-to-noise ratio (SNR).[Ih [7], Cadamme  Although interference alignment mainly focused on improv-
Jafar showed that the sum capacity of the gengrat 1) ing the multiplexing gain, the other important asset a syste

interference network can be approximated as possess is the diversity gain. In conventional point-td¥po
K multiple-input multiple-output (MIMO) channels, it hasde
C(SNR) = ) log(SNR) + o(log(SNR)), (1) proved that there is a fundamental tradeoff between thesachi

able multiplexing and diversity gains of a communication
where f(z) = o(g(z)) denoteslim, % = 0. The DoF system[[19]. Similarly, in network level transmission stgy
characterizatior, which is also known as the multiplexingdeSigns, one can also purposely tradeoff one asset for tiee ot
gain, becomes increasingly accurate d#g(SNR)) tends N order to maximize the desired network performance [20].

to be negligible compared t& log(SNR) in the high SNR From [2), it is easy to see that the reason for the infeasible
regime. interference alignment system is because there is not énoug

The authors are with Department of Electrical and Electrofin- (M x N)¥ is used to denote & -user interference network, where each
gineering, Imperial College London, London, SW7 2AZ U.K.meils: transmitter has\M antennas, each receiver has antennas, and each user
{haishi.ning06,m.estela09,c.ling,kin.ledr@imperial.ac.uk wants to achievel DoF per channel use.
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Fig. 1. An indirect approach to achieve interference aligntwia varying signal power to provide more diversity.

diversity, i.e.,M and N are too smafl. Similar problem exists limit. Moreover, pulse amplitude modulation (PAM) with sin
for the interference alignment schemes with naive symbehve being the carrier signal is adopted as the modulation
extension [[7]. In those schemes, simple symbol extensischeme. For single-antenna interference networks, basdpa
generates sparse channel matrix with only diagonal or blompresentation of the transmitted signalSatcan be written as
diagonal elements. As a result, the schemelin [7] is only I

) X X K1 — Re{ [4] ]27cht+9[]}
able to asymptotically achieve the DoF upper bound with o= ResTe .
infinitely large symbol extension, i.e., when diversity igh = slcos(2nfot + 61), 3)

enough. The diversity insufficiency problem becomes ever"1 is th ior f il is th d h
more catastrophic for deterministic interference netwavith where . is the carrier frequency & IS Ihe random phase

constant channel coefficients. In such deterministic cayes- offset brought n bys;. Similarly, the received signal (ignoring

bol extension does not even asymptotically achieve the DQE'SG) froms5; to D; can be written as

gpper.bound because the extension itself does not increase YUl = RS cos(2m fot + O1). (4)
iversity. _
Inspired by the research about diversity and multiplexingt D;, a demodulatorf with random phase offsepl’!

tradeoff (DMT) [19], [20], we adopt an indirect approach t@rocesses the received signal fréinas

obtain the DoF benefit offered by interference alignment as £ ()

shown in Fig[dL. Firstly, we trade signal power for diversity ® f

improvement by using noncoherenttransmi_ssions Wi_th rf_mdo _ 2/ Y] cos(2m fut + (p[j])dt

phase offsets at both transmitters and receivers, whichrig d 0

by distinctly scaled signal between each transmitterivece

pair. While diversity is not our ultimate goal, we then fiath =

T
2/ A sl cos(27 fot 4 01 cos(2 fot + @l dt
trade the increased system diversity for multiplexing iova-

0

ment in order to achieve the DoF upper bound promised by - COS(SD[J] - ml)hb st ®)
interference alignment. whereT is a whole symbol interval.

Conventionally, a coherent demodulator should track the
A. System model phase change and reproduce the carrier signal suchthat

We focus on(1 x 1) interference networks with eachand ¢l are as close as possible. We will later show that it is
transmitter or receiver having onlyantennaHU is used to these intentionally chosen noncoherent random phasetoffse

denote the channel matrix between thih transmitterS; and that provides us more diversity. Roughly speaking, if the
the j-th receiverD; after symbol extension, for < i, j < K. transmitter and receiver phase offsets between two argenna
The diagonal elements iHU' are independent real Gaussiaft@ppen to be close to each other, the channel gain between
distributed scalars for Gaussian interference networkeear them is large; On the other hand, if they happen to be far
constant scalars for deterministic interference netwdrkthis away, the channel gain between them is small.

paper, we mainly consider real Gaussian channel coefficient

if not particularly specified, while the real deterministiases Il. THE DIVERSITY INSUFFICIENCY PROBLEM

will be discussed separately. From [2), we know that interference alignment is not

_ VUlis used to denote the precoding matrixsatand UV teasible without symbol extension for some network con-
|smused }[cz]denote the receiving matrix/af, for1 < i,j < K. fii%rations because the diversity is not large enough to be
s'" ands'™ are used to denote the baseband precoded symiplgyq j for multiplexing improvement to achieve the DoF uppe

to be transmitted big; with short-term power constraidtand -, nq Thus, it is widely conjectured that symbol extension

the symbols estimated bp;, for 1 < 7 < K. The additve gjer in time or frequency domain, is needed to bridge the

i i (4] : . . . .
noise atD; is denoted am”! and assumed to be Gaussiafhormation theoretically powerful interference alignmeo

distributed with zero me[gn and [(%ovarlance malfiX, ;i =  practical applications. In particular, symbol extensigmiostly
Inxn, forl < j < K. x andy’ are used to denote theegjre in the following two common scenarios:

bandpass transmitted signal &t and the bandpass received 1) In cases that the feasibility conditiofl (2) for a MIMO

signal atD; respectively, forl <i,j < K. : . L S
We assume each transmitter or receiver uses advanced cod- mterf_erence network IS not ‘?‘at'Sf'.ed’. it is natural to
consider symbol extension (either in time or frequency

[ decoding techni in order t h the Sh . .
ing or decoding techniques in order to approach the Shannon domain) to increasa/ and/or .

2The maximum single-user diversity gain increasesMast- IV increases 2) For single-antenna interference networks, one may want
becausel/ N < (MEN to use symbol extension to increak&and N (and thus



so that MIMO interference alignment schemes can be . H L . .
one of its entries i9), i.e., S; is silent in one of the two time

instants. So da5; and S; because of the diagonal structure
of F andG.
A. Problems of naive symbol extension Thus, with diagonal equivalent channel matrices through

Although conceptually simple, there are certain limitagio nNaive 2 symbol extension, every transmitter transmits in one

resolve all the problems: quently, every receiver receives superpositioned desirel

interference signal in one time instant and receive nothing
r%ut noise in the other time instant. Although all interfesen
Is aligned into the same signal subspace, the desired signal

the resultant equivalent channel matrices are MIMQje 1J and 0 . Whichever eigenvectov!!! is related to,

applied to achieve the DoF upper bound exactly.

1) Naive symbol extension increadé¢ + N andd propor-
tionally, and thus an original infeasible system remai
infeasible. S . ;

2) More importantly, the equivalent MIMO channel mals in the same signal subspace and inseparable from the
trices after naive symbol extension possess a diadg'gerference.
nal or block diagonal structure such that conventional
MIMO interference alignment schemes are not feasib The insufficiency of coherent demodulation
to produce proper interference alignment precoding andFrom the last section, we see that the sparse diagonal
receiving matrices. channel matrix is infeasible to achieve interference alignt

The first problem is straightforward fronil(2). To bettePecause of the lack of diversity. One technique to resolee th

illustrate the second problem, let us consider(lax 1)3 diagonality problem is to add some scaled versions of the
interference network. Witl2 symbol extension in the time received signal across several symbol extension togeither,
domain, the equivalent channel matrix betwegnand D, order to artificially generate the non-diagonal terms fag th

becomes equivalent MIMO channel matrices. However, such operation
4] will scale the desired and all interference signal equalljhsit
HUi — hy 0 for1<i,j <3 (6) although individual channel matrix is not diagonBl, F and
0 AT ’ ’ G in (I8)-(I8) are still diagonal.

g Let us consider again thél x 1) interference network
where Y7 is used to denote the channel coefficient valugith 2 symbol extension in the time domain. As a first step
betweenS; and D; at time instantr, for 1 < 7 < 2. Since to resolve the diagonality problem, at each receiver, weaadd
the received signal at each receiver i2a< 1 vector, the scaled version of the received signal in the first time iristan
interference alignment conditions can be written as to the received signal in the second time instant. Thus, the
equivalent channel matrix betweeéf) and D; becomes

HAVE = qHIBIVE] 7
2101 _ [23]x/[3] By [71]
H“ VY = gH VY (8) Hbil — ?1[]_1_] 8_1_] ,for1<i,j <3, (19)
HBUVI = yHBAVE, 9) Nshi™ hg
whereq, 3 and~ are three scalers. Froml (T}(9), it is easy t@here /\3 is the scaling factor atD; for received signal
see: from S;. Because the desired and interference signal are
2 121\—1 1 (18] [3] superpositioned to each other and inseparable at this,stage
VE = (H) " aHMVE, (10) we must have\! = A2 = A2,
VBl = (pHEZ T THEUV I (11) At Dj, we have
vl = |HB -1y HBAVEL (12) (HUP)-1glid
Thus, in order to align all interference at each receiven int [ pliv) 0 1_1 [ pdl 0 ]
gheeSizangg ;égnal subspace, the precoding matrices need to be _/\ﬁ?h[fp] h[g”] X;—h[qu] h[zaq]
[ 0 [ja]
7P J4q
vl =gV, (13) — | " hl[» .
— 1 /\qh 19 h]‘]
vi2 :FV[l]’ (14) i PRI 50 2
(B8] — (1] r plidl
Vil =GV, (15) W 0
where - AR AR )
__ 7] R W
E= (H[31])_1’}/H[321 (H[IQ])—laH[l?)] (ﬁH[Q?)])_lH[Ql], (16) i)
1
_ [32]y—1gg[31] al . .
F = (yH"S)" H"Y, (17) = hi Wl | o for1 <j,p,q <3,j#p,q. (20)
G = (BHI®))"THEY (18) 0 St

Therefore, VIl must be a linearly scaled version of arThus, from [I6) and{20), it is easy to sEestill possesses a
eigenvector oE. SinceE is a diagonal matrix, its eigenvectorsdiagonal structure an&¥!!! must have a zero entry. Similarly



to the argument in the last section, sinEeand G are both phase oﬁseto&{]g. Then, it adds the two signal together

diagonal matrices ak, V2 and VI3 both have zero entries to generate baseband received sigiél
in the same position as iW!"). Therefore, although symbol  2) |n the second signalling branch firstly demodulates
extension is used, only time instant is used to transmit ygjl with random phase Offs‘f#i[zj]1 andyéj] with random

information by each transmitter and the received desiretl an

7] ; ;
interference signal at each receiver is still inseparable. phase Oﬁse%a?' Then, it adds the two signal together

From [20), we know the reason that simple artificial su-  © generategg].
perposition technique does not work properly—iskfpﬁ[i]q] and Thus, atD; and the first time instant, if we apply a function
\aplial ha fom andf@m to the overall bandpass received sigg&éﬁ and

L cancels each other becaus = A]. In other words, i 2

3 i . _ . ys' respectively, we have
the main problem is such operations scale all interference
components equally. =[]

Thus, it is obvious that finding a function which can provide ! ] ]
unequal scaling to different components in superpositione — /) (y1 )+f@[1{]2(y2 )
signal is very important. If we restrict ourselves to theebas

_ a1 [52] (53] (s 1] [52] (53]
band representation of the received signal (ignoring noate f%"[f,]l (i oy 4y + f%"[f,]z (5" 3™ +927)
time instantr, we have 3 il i Uil ] ] o i
. n b2l 3] = Z[COS(%J — 01 )hi" sy +cos(piy — 05 )hs 3@]4)
v =y T (21) =1
wherey?! is the overall received signal @; andy?" is the ~similarly, at D; and the second time instant, if we apply

individual received signal ab; from S;, for 1 < 4,7 < 3. functions f (;, and f 1;; to the overall received signa).”
What we need is to find a functiof such that #2,1 ¥2.2

: , , , and ygﬂ, we have
P = A + Xy + Ayl (22)

3

and 3}%” _ Z[COS(SD[Q{]1 _ HQZ])h[lﬂ]S[f] + COS((p[QJ,]Q _ 9[21])]1[;1]8[21]]_ (25)
1 2 3 - i=
A FNF A for 1 <5 <3, (23) 1

j
(22) implies that such a functiofi should only produce linear ~ Therefore, the equivalent channel matrix betwe%nand

combinations of different signal components, with unequél; across thesé symbol extension should be
combining coefficients. Unfortunately, to our best knovged

such a function/ does not exist under baseband signal repregy(;ij _ cos(ga[ﬁ}l — oyl COS(w[ﬁ]Q —ohRb? (26)
sentation after coherent demodulation, where the phasetsff n Cos((p[zj]l — G[Ii])h[lji] cos(<p[2'7:]2 — Qgi])h[ém ’
at all transmitters and receivers are equal, 8, = Ul ’ '
1<i,j<3. for 1 <i,j < 3.
It is easy to see that with joint noncoherent demodulation
[1l. JOINT NONCOHERENT DEMODULATION AND and interference alignment, the scaling factorZat for the
INTERFERENCE ALIGNMENT received signal front; becomes
We have seen that baseband signal representation after 0 (i
coherent demodulation does not have enough freedom to A= cos(pyy —07) 27)
be manipulated to meet our needs. However, noncoherent 7 cos(pl — oy

demodulation with random phase offset at each transmitter
or receiver provides us extra diversity (opportunity ofgnal Because each transmitter or receiver has a unique random
scaling) between each transmitter-receiver pair. phase offset[(27) implies that with joint noncoherent démo
Coming back to the previoud x 1)* interference network ulation and interference alignment; # A2 # A* and the
with 2 symbol extension in the time domain.slﬁ‘] ands[;] are diagonality problem is now fully resolved.
the baseband precoded signal to be transmitted;bsicross  Besides the conventional channel diversity, the unequd sc
two time instants, the following transmitting strategy sed: ing of different signal components in superpositioned align
1) In the first time instantS; modulateSS[f] with random here uses the extra phase diversity provided by each distinc
phase offseﬁ[li]. transmltterjre_zcewer pair. It is also Worth_mentlonlngttﬂm
proposed joint noncoherent demodulation and interference
alignment scheme also works for deterministic interfeeenc
c ] 1] ] _ . networks, where symbol extension themselves do not provide
orrespondingly, if;” andy;" are the bandpass received sigayira diversity. This is because with random phase offsats f
nal across two time instant®); creates2 artificial signalling gach symbol extension at all transmitters and receivers, we
branches and the following receiving strategy is used: |itgrately improved the system diversity by the distincapé
1) In the first signalling branch; firstly d_emodulateg&” difference of each transmitter-receiver pair at each symbo
with random phase offsab[ﬁ]1 and ygj] with random extension use.

2) Inthe second.time instart; modulate&é” with random
phase offsetl’.



IV. GENERALIZED NONCOHERENT INTERFERENCE becomes
ALIGNMENT FOR (1 x 1)X

cos(cp&i]l — ngl)hgm cos(cp&],]2 — Gg])h[gm
Up to this point, we have used tti& x 1) interference net- b — Cos(cp[;,]l — lp" Cos(cp[;,]g — plyp (29)
work to illustrate why to use symbol extension, the diagibyal ’
problem of naive symbol extension because of diversityfinsu COS(%?%]_l - Ggi])h&ji] COS(%O[;J{]_l - Gg])h[gji]

ficiency and how our proposed joint noncoherent demoduratio o i :
and interference alignment scheme resolves the problem )1 < i,j < K. Now, we need to show with such equivalent
jointly considering bandpass modulation/decomulation a/fh@nnel matrices, a total ok’ DoF can be achieved, such

interference alignment. This section generalizes the raehethat On average, each user can achigv@oF per channel
to general(1 x 1) interference networks. use. We assume the random phase offset at each transmitter or

receiver is a rational multiple of and the channel coefficients

are Gaussian rational numbers. A phase offset of a rational
A. How many artificial signalling branches are needed ~ multiple of = can be obtained by a finite precision sampling
of the carrier wave. Similarly, a finite precision sampling o
the received signal before the receiving matrix will resarit
equivalent quantized Gaussian rational distributed cébann

Let us restrict ourselves to ugesymbol extension only (in
time or frequency domain). Since each user has bttgnsmit
or receive antenna, total achievable DoF upper boung,is
i.e., on average, each user wants to achigv®oF in one Lemma 1. cos(qr) is a root of a monic polynomial with
channel use ot DoF acros2 symbol extension, i.ed = 1. integer coefficients for any rational

Also, with 2 symbol extension, the equivalent channel . Joc \ve only give a brief proof here for the self-

matrices are MIMO and in the form oV x 2, where N is . iainess of this paper, while interested readers can tefe
the total number of artificial signalling branches we need '2‘1] for details

create at each receiver. Frof (2), we know that interferencepefing 4 linear fractional transformation and its simikarit
alignment is feasible only if parameter as

b d)?

N+22>2(K+1)d f(x):aer ,anda:(a+).

& N>K-1. (28) cr+d ad — bc
wherea, b, c,d are complex constants. The iterations of two

linear fractional transformations in the complex plane are

B. Generalized scheme description geometrically similar if and only if they have the same

. Before the start of transmissior; passes the original Similarity parameter. Now, consider the following funetio
symbol through its unique interference alignment pre- (1+m)z+ (1 —m)
coding matrix to generate the precoded signal to be g(x) = 1-—m)z+(1+m) (31)
transmitted acros® symbol extension.

« In the first channel uses; modulates the first componen
of its precoded signal with random phase off

e In the second channel usé&; modulates the second
component of its precoded signal with random phase
offset 0.

o D, createsK — 1 artificial signalling branches. The
output of thek-th branch, forl < k < K — 1, is the form
addition of the demodulated signal of the received signaﬂ .
in first channel use with random phase offgét, and m=e?Tr, forg=1,2,..,p— 1L (33)
the demodulated signal of the received signal in seco
channel use with random phase offséj]Q.

(30)

twherem is a complex constant. For an random initial value
of xo, the n-th iteration ofg(x) can be written as
(I+m™)xo + (1 —m")
g"(z) = m —~
(1 =mm)zo + (1 +mn)
If we requireg™(x) to be cyclic with periodp, then we must
havem? = 1 for an integerp. This meansn must be of the

(32)

l:f‘f%us, the similarity parameter gf(x) is

« After the demodulation procesB, passes all the demod- ” _ 41 +m)*
ulated signal through its unique interference alignment 9(@) (I+m)2—(1—-—m)?
receiving matrix to remove all interference from its 1
undesired transmitters. = m+ m +2

Correspondingly, the block diagram for the generalized — 2cos(2q_7r) +2
scheme can be illustrated in F[g. 2 and . 3. b

= dcos()2 forq=1,2,...p—1. (34)
p

C. DoF optimality Now, consider another linear fractional transformatiothwi
From the last subsection, it is easy see that the equivaIQHP of the similarity parameters in_(34) as
. _ _ K ; 1
channel matrix betweef; andD; of a (1 x 1)* interference h(z) =1 — (35)

network using the noncoherent interference alignmentraehe Og(z)T
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x because of their geometricLemma 2. Gauss’'s Lemma: Any root of a monic polynomial
with integer coefficients must either be an integer or iwatl
number.

Therefore, we knowh? (x)
similarity. Let P, denote a polynomial of .y with periodp,
thenh?(x) = z implies (after some algebra)

—[Ug(z),TQ — Og(2)T + 1)Pp

=0, for oddp (36)
Og(a) [Pp® — Pp—1]
and
2
- x - T + 1)P,
o907 — oy T+ DBy =0, for evenp. (37)
[Ug(w)Pp:Z? — prl]
Thus, the polynomials’, satisfy
| Py— Py, for p is odd
Pov1 = { Oy Py — Pp—1, for pis even (38)

It is easy to verify that,,) with periodp are roots to moni

Proof: Again, only brief proof is provided for the com-
pleteness of this paper. It is trivial to verify that polyniaits of
degreel with integer coefficients only have integer roots. Let
us define the degree of a real numheas the degree of the
minimal monic polynomial with integer coefficients havimg
as a root. For a degréemonic polynomialf (z) with integer
coefficients and constart, define another polynomial(x)
as

(39)
c

polynomials P, with integer coefficients and this completedt is easy to seg(z) is a degreé: — 1 monic polynomial with

the proof. [ ]

integer coefficients.



Assumef(z) has a rational non-integer roatOur task now
becomes to deriving a contradiction under this assumptien.
r be a non-integer root of (x) and it must be of degrek.
Thus, we havef(r) = 0 andg(r) = —<, where—< must be
a non-integer.

Define N as the smallest integer such th&ltg(r) is an
integer. Thus, the product a¥V and any polynomial in- of
degreek —1 is an integer and we hav€’ = Ng(r)— |g(r)]]
is an integer. Moreover, we have

Nlg(r) = Lg(r)]]g(r)
Ng(r)* = [g(r)|Ng(r)

also being an integer. This is becauge)? can be expressed
as a polynomial of degreé — 1 by reducing every higher
power of by substituting from the expression fof given
by f(r) = 0. However, this contradicts the fact that is
the smallest integer such thafg(r) is an integer because
0 < [g(r) = lg(r)]] <1and N’ < N. Thus, f(z) does not
have a non-integer rational root and this completes thefproo
[ |

Ng(r) =
(40)

Lemma 3. The product of a rational number and an irrational
number is irrational with probabilityl.

Lemma 4. If all elements of fully connected channel matrices
are irrational algebraic numbers, then the total achievabl
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Proof: Please refer to Theoreinin [4]. ]
Theorem 1. The noncoherent interference alignment scheme S SNRS‘U - w 70w %
. . . n
is DoF optimal such that each user can ach|e}/eDoF per
channel use. Fig. 5. Rate performance of noncoherent interference rlegn for (1 x 1)4.

Proof: The proof for the theorem is a combination of
the previously introduced lemmas. Firstly, from Lemrha _ - . .
and Lemma2, the termscos(oll — 6l in (29) are irra- precoding and receiving matrices are derived from closed-

tional numbers. Then, from Lemn$a we know the products f(7)rm s((j)lgttmnt.for three]:usgr MIMdO |nterfg:§r|1:{ce clh?nnel n
cos(pll — 811)Ali7 are also irrational with probability. Fi- L and iterative zero-forcing and max- soutions In

nally, from Lemma4, the equivalent channel matrices offere(lzsj' The capacity upper bound we use is frobi (1) with the

by noncoherent interference alignment are able to achleve Lrivial o(log(SNR)) term being ignored. Such approximation
DoF upper bounds ecomes increasingly accurate in the medium-to-high SNR
<.

regime.
From the simulation results in Fig] 4 and Fid. 5, we can
D. Extensions to real deterministic interference networks see our proposed noncoherent interference alignment schem

It is easy to see that the proposed noncoherent interferefié@Ple to achieve the DoF upper bound, i.e., its achievable
alignment scheme does not distinguish between Gaussiarfl§pughput increases as the SNR with sldpe However, we
deterministic interference networks. This is becauseeeitti Obverse that the achievable throughputis better than fiaeo
them lacks of sufficient diversity to be traded for multiplexOrthogonal transmission scheme only in the high SNR regime.
ing improvement. The extra diversity we were manipulating“s is because the noncohere_zntlnterferencg alignmeatseh
comes from the distinct phase difference of each transmittéactually aimost every other interference alignment sajem
receiver pair which does not depend on the underlying physiéS only DoF optimal but not capacity optimal. Thus, there

channels. Thus, noncoherent interference alignment works IS @ constant gap (in the medium-to-high SNR regime where
Gaussian as well as deterministic interference networks, interference rather than noise is the dominating factot tha

affects the throughput) between the achievable througtupadit
the capacity upper bound. The reasons for the gap is explaine
in detail as follows.

In this section, we investigate the performance of our Firstly, for any interference alignment scheme, one has
proposed noncoherent interference alignment scheme. Tbesacrifice some signal subspaces in order to align and
modulation scheme we employ is PAM, interference alignmergmove all interference signals from undesired transnsitte

V. SIMULATION RESULTS



This, however, will at the same time remove the desired $igna
in those signal subspaces and the overall signal energy is
almost definitely reduced. Fortunately, this only resultsai
fixed SNR offset and does not affect the achievable DoF.
Actually, one important contribution of our work is to prage

the first known scheme to tradeoff fixed power (or SNR offset)

BE
o
1y

1y
"
o
"
B

for DoF improvement. . : :
. —©— 1% user, without loading
Secondly, the use of random phase offsets in noncoheren | | =2 27 user, without loading
interference alignment results in energy loss of desirgdadi 0°r 3 user, without loading
in the demodulation process. From (5), we know desired signa =©- 1% user, with FH loading
. . - - ond . .
energy is always reduced to some extent in order to create A= 2" user, with FH loading
“ P : . 3" user, with FH loading
the “unequal scaling”. In the simulation results presented 167 ‘ ‘ ‘ ‘ ‘
above, the phase offset between each transmitter-reqeaver 0 5 10 15 20 25 30

SNR in dB
is drawn from a continuous uniform distribution $@t, 360°). ;

It IS easy _tO verify that such opergtlons halve the averagfy 6. Error performance of noncoherent interferencenafignt for(1x 1)3.
received signal power at each receiver compared to the case
when coherent detection is used. Error performance of (1x1)* system

Finally, in the process of creating artificial signalling
branches in order to meet the equivalent MIMO channel
feasibility condition, we raised the noise level. From the
noncoherent interference alignment scheme descriptios, i |
easy to see that the output (_)f theth, for1 < k£ < K — L 6~ 1% user, wihoutloadng | 52,
signalling branch is the addition of the demodulated signal g —A— oM ser, without loading T,
of the received signal across two channel uses. The addition “ 3" user, without loading 6~..
. . .. . . th : ] <
operation includes the addition of desired and interfezenc 107 ';'451 user, without loading 2
. s . . -0- . with FH loadi :
signals and also the addition of noise signals across two A g Ser i P foading
i . . 2" user, with FH loading
channel uses. While all interference signals can be removed 3 user, with FH loading
nothing can be done about the increased random noise. - % - 4" User, with FH loading
M M -3 L L L L L
Next, we consider the bit error rate (BER) performance 07, 5 10 15 20 25 20
of our proposed noncoherent interference alignment scheme SNR in dB

As shown in Fig[B, due to the reasons explained in the last

several paragraphs and the fact that our proposed nonmihe'?ig' 7. Error performance of noncoherent interferencenatignt for(1 x1)%.
interference alignment scheme trades the diversity gaithf®
multiplexing improvement, the BER performance is not go

od. . . .
in its original form. In order to recover the diversity bendéfi E'g'm show that with rate and power loading algorithms, the

the finite rate case, we employ the Fischer-Huber (FH) IcgadiRrOpOSEd |nte_rferenc§ alignment gcheme can achieve the_DoF
. . : .~ upper bound in the high SNR regime, while at the same time
algorithm [22]. In particular, we formulate an optimizatio

problem to maximize the minimum distance of different PAl\ﬁnaintain acceptable BER performance in the low SNR regime.

symbols so that the BER is minimized, subject to the total
rate constraint. The rate and power allocation is applietti¢o
equivalent parallel channels after and before and intenfeg ~ This paper proposed a practical and universal interference
alignment precoding and receiving matrices respectiiely. alignment scheme for gener@l x 1)X interference net-
our real (PAM) case, the rate and power for each channel unsarks, which trades signal power for intermediate divgrsit

VI. CONCLUSION

the FH algorithm is allocated as improvement towards the ultimate multiplexing requiremen
R 1 b2 The problems of naive symbol extension, which is a con-
Ry =Ly 1og(L2), (41) ventional diversity increasing technique to do interfeeen
di — 2d; [Les [l alignment, was analyzed in details. It was identified that
and lack of diversity is the main problem such that there is not
pro?Ra; enough freedom to be manipulated to meet desired alignment
T\hi|2 conditions for some network configurations. An noncoherent
P = 2R, ) (42) i i i ioi
S, 2 Q interference alignment scheme with joint noncoherent band
el Thi?

pass modulaiton/demodulation and interference alignmwast
whered;, Rg, and P; are the DoF, rate and power respecthen proposed to resolve the diagonality problem of naive
tively from S; to D; and h; and @); are the channel gain symbol extension and the simple superposition technique.
and the precoding matrix of théth parallel channel, for This scheme was then generalized(tox 1)¥ interference

1 < i < K. All the above variables are considered only imetworks, either Gaussian or deterministic, and was prtwen

1 which corresponds to the set of channels actually in ube DoF optimal. Simulation results verified its correctresd
after the loading algorithms. Simulation results in Ffiy.r&la showed significant DoF improvement in the high SNR regime.



As a conclusion to this paper, we want to emphasize thgd] S. w. Peters and R. W. Heath, “Interference alignmentaltarnating

although noncoherent energy loss of desired signal mayusost minimization,” in ICASSP '09: Proceedings of the 2009 IEEE Interna-
. . ; . tional Conference on Acoustics, Speech and Signal Pratwgs2009,
SNR offset, energy increase of interference signal willseau ) "5445 5448,

damaging error floor and decrease the slope of the achievabtg 1. Thukral and H. Bolcskei, “Interference alignmenttiwiimited feed-

rate curve. Therefore, noncoherent interference alignrisen back,” in IEEE International Symposium on Information Theory, 2009
. . . . Jun. 28-Jul. 3 2009, pp. 1759-1763.
preferable in the wide sense. An interesting future WORK:; 1. vy, J. Park, Y. Sung, and Y. Lee, “A least squares aaghoto

would be analysis of the optimal region and distribution of joint beam design for interference alignment in multiusateiference

the random phase offsets such that the total SNR loss is channels,” inlEEE 10th Workshop on Signal Processing Advances in
inimized. The chall . deri h deoff b | Wireless Communications, 2008un. 2009, pp. 593-597.
minimized. e challenge Is to derive the tradeoft betw t[12] A. Khandani, S. Motahari, and B. Nourani, “Relay-aidederference

noncoherent loss and signal subspace loss (less noncbheren alignment for the quasi-static x channel,” IBEE International Sympo-

loss will result more signal subspace loss due to the inetkas, _Sium on Information Theory, 2009un. 28-Jul. 3 2009, pp. 1764-1768.
?13] B. Nazer, S. Jafar, M. Gastpar, and S. Vishwanath, “Bigmterference

closeness of desired and interference 5|gnal VeCtorS)' alignment,” in IEEE International Symposium on Information Theory,

2009 Jun. 28-Jul. 3 2009, pp. 1769-1773.
[14] A. Ozgur and D. Tse, “Achieving linear scaling with irfierence
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