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Abstract 

 
In this paper a new skin detection method based on 

adaptive thresholds is proposed. Compared with the 
fixed threshold histogram method used widely, ours 
can find optimal thresholds to the different complex 
backgrounds. Four clues are summarized from the skin 
probability distribution histogram (SPDH) to help 
search candidates of optimum thresholds, and an ANN 
classifier is trained to select the final optimum thresh-
old. A novel image relation operation is also proposed 
to eliminate confusing backgrounds. The method is fast 
thus appropriate for real-time applications since no 
iterative operation is involved. Experimental results 
show that the proposed method can achieve better per-
formance than the fixed threshold histogram method.  
 
1. Introduction 
 

Skin-color detection has been employed in many 
applications such as face detection, gesture recognition, 
human tracking, pornographic image filtering, etc. It 
has been proved that using the skin-color information 
in the pre-process can reduce the difficulties of prob-
lems. But due to the effects of different human races, 
ambient lights and confusing backgrounds, detecting 
skin-color accurately is not an easy task. 

Many approaches have been proposed to detect 
skin-color in static images, and can be classified into 
three categories: explicitly defined skin region [1,2], 
nonparametric skin distribution modeling [3] and pa-
rametric skin distribution modeling [4]. However, 
these methods are all sensitive to the different 
illuminations and complex backgrounds, therefore 
some adaptive methods are also proposed recently. 
Huynh-Thu et al [5] proposed a method to find the 
optimal threshold automatically for the each sub-model 
in the GMM. In [6] Phung et al proposed an adaptive 
skin segmentation technique which employed the tex-
ture characteristics of the human skin. Cho et al [7] 
also presented a skin-color filter that was capable of 

presented a skin-color filter that was capable of adap-
tively adjusting its thresholds box and effectively sepa-
rating skin-color regions from similar background-
color regions. But all the methods involve iterative 
processes, thus increase the computational cost. 

In this paper, we proposed a new effective skin-
color detection method. In section 2, the skin probabil-
ity distribution histogram (SPDH) is constructed from 
the original image, and four clues are summarized 
from training set to indicate the characters of candi-
dates of optimum thresholds. ANN and C4.5 algo-
rithms are compared to establish the rules to select the 
final optimum threshold from the candidates, while no 
iterative operations are needed. In section 3, an upper 
limit threshold and an image relation operation are 
introduced to eliminate confusing backgrounds. In 
section 4, some experimental results are discussed. 
 
2. Adaptive Thresholding 
 

The Skin Probability Map (SPM) [1,3,8] is a widely 
used method for skin color detection, which has been 
assessed as the best one in terms of recall and precision 
[8]. However, the decision threshold for SPM is fixed 
and can’t cope with the various image conditions. In 
this section, a novel method of selecting adaptively the 
optimum threshold is proposed, and the SPDH is in-
troduced to help the process. 
 
2.1. Skin probability map (SPM) 
 

After establishing the skin and non-skin histograms 
from training set, according to the Bayesian rules, the 
skin probability of a pixel with color value x is defined 
as follows. 
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where skinω  and non skinω −  denote the classes of skin and 
non-skin, ( | )skinp x ω  and ( | )non skinp x ω −  are the prior 
probabilities of skin and non-skin which are computed 



from skin and non-skin histograms. ( )skinp ω  and 
( )non skinp ω −  are the class probabilities which can be 

estimated from the skin and non-skin histograms. A 
pixel x is labeled as skin pixel if 

( | )skinp xω τ≥  (2)
where τ  is a fixed threshold for decision. 

 
2.2. Skin probability distribution histogram 
 

The fixed threshold, however, isn’t well suited for 
every image since it is often a statistical compromise 
between true positive and false positive on the training 
set. An alternative is to find an optimum threshold for 
each image according to its content. 

Our experimental observation on a large image set 
indicates that some clues summarized from the SPDH 
can help choose the optimum threshold. The SPDH is a 
histogram that represents the distribution of skin prob-
abilities of all the pixels in an image. Its x-axis repre-
sents the normalized skin probability, and the normal-
ized skin probability xp  of a certain pixel x in an im-
age I is: 
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The y-axis represents the standardized total count of 
pixels with a certain normalized skin probability: 
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where σΛ  is the standard deviation of colors of all the 
pixels in the set { | , }y xy p p y IΛ = = ∈ . Introducing 
the denominator σΛ  to standardize the Y-coordinate is 
due to the following reason: through the experimental 
observations, we find that the SPDH of skin regions 
usually exhibits unimodality, which can help segment 
skin regions. But obviously different colors maybe 
have the same skin probability, which make the SPDH 
of some non-skin regions overlap partly with the 
SPDH of skin regions and destroy the unimodality of 
skin regions. But when σΛ  is introduced as denomina-
tor, the Y-coordinates in overlapped intervals will 
shrink more (σΛ >1) or extend less (σΛ <1) than that 
in unoverlapped intervals. It helps to maintain the uni-
modality of skin regions and therefore is helpful to the 
selection of optimum thresholds. For the same sake, 
we also smooth SPDHs with a mean filter. After that, 
four clues can be derived from SPDHs to help choose 
the appropriate threshold, they are: 
1. The SPDH of the skin regions of an image is usu-

ally unimodal, therefore looks like a hill shape, we 
call it skin hill, and it generally lies in the interval of 
high normalized skin probabilities. 

2. The SPDH of non-skin regions generally concen-
trate in the interval of low normalized skin prob-
abilities. 

3. The summit of the skin hill usually overlaps with 
the summit on the right end of the SPDH. 

4. The optimum threshold always lies on the left foot 
of the skin hill, which is also one of the valleys of a 
SPDH. 
These clues are intuitively comprehensible. Skin 

pixels generally have high skin probabilities, therefore 
fall in the bins on the right end of the SPDH, while 
non-skin pixels generally fall in the bins on the left end. 
Although the skin-colors of a man are uniform theo-
retically, they actually exhibit a normal distribution in 
an image because of the light reflection on the surface 
of human bodies. Thus it’s easy to understand hill-
shape of skin regions in the SPDH. In Table 1, 100 
images which contains skin are observed to verify the 
validity of the four clues. 

 
Table 1. Statistical data for the validities of the 
four clues 

Total number Clue 1 Clue 2 Clue 3 Clue 4
100 87 76 91 93 

 
2.3. Finding optimum threshold 

 
Based on these clues, only the valley of the SPDH 

may be the optimum threshold, therefore all the valleys 
are regard as the candidates. In most conditions, the 
optimum threshold can be easily found (fig 1.a), but 
the possible effects of different illuminations and con-
fusing backgrounds have to be considered. In this con-
dition, the distributions of skin and non-skin regions 
will overlap partly (fig 1.b), which violates some clues 
of the above. Therefore some robust rules have to be 
established to cope with those situations. 
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      (a)                                      (b) 

 
(c)        (d)             (e)               (f) 

Fig 1. (a)(b) SPDHs of two images, (c)(e) the 
original images, (d)(f) segmented results by 
selected optimum thresholds 



We adopt machine learning algorithms to learn the 
rules. For characterizing candidates, we extract 13 fea-
tures from every candidate, which describes the posi-
tion, shape and relation with the neighboring valleys of 
the candidate. Let 

ivx and 
isx be the x-coordinate of the 

ith valley and summit, let 
ivh and 

ish be the correspond-
ing heights at the position 

ivx and 
isx in the SPDH, we 

also have 
1i i is v sx x x
+
< < . For each candidate, the com-

ponents of feature vector 1 2 3 13[ , , , , ]iq t t t t=  are given 
by the following expressions: 
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where maxh  is the maximum height of a SPDH, and 

'
maxh  is the maximum height in the interval [

ivx , 1]. 
For comparison, the learning algorithm ANN and 

C4.5 are both trained. The input is the 13-element fea-
ture vector of a certain candidate, and output is a Boo-
lean variable that indicates whether the candidate is 
optimum. The ANN is designed as a typical two-layers 
BP network. The first layer has 7 neurons with sigmoid 
function and the second layer has 1 neuron with binary 
step function. The feature vector of each candidate in a 
SPDH is fed to the classifiers respectively by the order 
of index, until a result “true” outputs. In our experi-
ments, both classifiers are trained and tested on a set of 
759 manually labeled images by a ten fold cross-
validation techniques. The experimental results show 
that the ANN is slightly superior to the C4.5, which is 
listed in the Table2. 
 
Table 2. Comparison of performance between 
ANN and C4.5 

Classification Method Precision Recall 
ANN 90.8% 92.6% 
C4.5 89.8% 90.1% 

 
Since the rules are established automatically and the 

training set is large enough to include various image 
contents, our algorithm will find the optimum thresh-
old in most situations. But occasionally they may fail 
to select the appropriate threshold. For example, the 

selected threshold is so small that it is unreliable. At 
this moment a fixed value 0τ  will be selected. 
 
3. Eliminate Confusing Background 
 

Due to the existence of confusing backgrounds, 
some non-skin regions will be included in above seg-
mented images, even under the optimum threshold. To 
overcome the problem, we introduce another skin-
segmented image by a higher threshold called upper 
limit threshold. Through applying the image relation 
operation between the segmented images by the opti-
mum and upper limit threshold, the system can elimi-
nate the confusing backgrounds partly. 
 
3.1. Image relation operation 
 

As we know, the detected skin regions in Ii consist 
two parts: Rssi – correctly detected regions, and Rnsi – 
wrongly detected regions. Area(Rxxi) is the area of 
regions Rxxi, I1 is the segmented image by an optimum 
threshold, I2 is the segmented image by an upper limit 
threshold. Since the upper limit threshold is bigger 
than the optimum threshold, I2 has smaller Area(Rss) 
and Area(Rns) than I1. We hope that the upper limit 
threshold can assure that each region of Rss1 in I1 will 
be detected partly in I2, and Rns1 will not appear in I2 
at the same time. Then we can apply a relation opera-
tion on the two segmented images: the regions in I1 
that overlap with none of regions in I2 are eliminated 
as confusing backgrounds, and the remainders in I1 are 
kept as real skin regions. 
 
3.2. Finding upper limit threshold 
 

In order to make the above relation operation effec-
tive, the selection of upper limit threshold is important. 
Clue 4 can be employed to help us. Since the summit 
on the right end of SPDH often overlaps with the sum-
mit of the skin hill, the value 

1 1
[ ( )]u r ux x x− −  may be 

an appropriate value, where 
1ux  corresponds to the 

summit of the hill on the right end of a SPDH, and rx  
is on the right hillside, which satisfies 

1
0.4r uh h= . This 

selected value is situated between the left foot and the 
summit of the hill, which assures that skin regions can 
be detected as many as possible and few non-skin re-
gions are included wrongly. 
 
4. Experimental Results 
 

To evaluate the performance of our method, a data-
base with 4000 images is prepared. In which 3000 im-
ages come from the ECU database and 1000 images 



come from Internet. All the images are manually la-
beled, 2500(2000+500) images are used for training 
and 1500(1000+500) images for testing. The training 
set includes more than 400 million labeled pixels, and 
covers different races and diverse illuminations. 

In our adaptive threshold method, 0τ  equals 0.70 
that is used when the selected optimum threshold is 
unreliable. It has been verified optimum for the fixed 
threshold method in the training set. The detected re-
sults are shown in Table 3, and the results of the fixed 
threshold method are also listed for comparison. Be-
cause no parameters can be adjusted in our method, we 
can’t draw a ROC curve. In order to make the evalua-
tion easier, we choose two special result sets from the 
ROC curve of the fixed threshold method to compare 
with ours. One set has an approximate true positive 
with the results of our method, while the other set has 
an approximate false positive. From Table 3 we can 
find that our method outperforms the fixed threshold 
method in our test set. 
 

 

 

 

  (a)                 (b)                 (c)               (d) 
Fig 2. Some experimental results. (a) Original 
images; (b) results of fixed thresholds; (c) re-
sults of adaptive thresholds; (d) final results 
after eliminating the confusing backgrounds 
 

Some examples are shown in Fig 2. In the original 
image in the first row, the background has the similar 
color with the human’s face, therefore it is hard to 
separate from the skin regions. The fixed threshold 
can’t distinguish the tiny difference and regard the 
confusing backgrounds as skin. In contrary to that, our 
proposed method can find automatically the adaptive 
threshold 0.88 which separate the face and background 
accurately. Another extreme situation is shown in the 
third row. The light on the man’s face changes drasti-
cally, about half of the face is in shadow, which will be 
lost if using the fixed threshold 0.70 to segment. But 
our method can successfully cope with the situation, 

the segmented threshold is reduced to 0.23 adaptively 
and few non-skin regions are included wrongly. From 
the second row, we will also find that the proposed 
image relation operation can eliminate the back-
grounds effectively when skin regions and confusing 
backgrounds can’t be separated only by thresholds. 
 
Table 3. Comparison result between our 
method and the fixed threshold method 

Method True positive False positive
Our method 87.1% 10.3% 

Fixed threshold (τ=0.6) 87.1% 15.5% 
Fixed threshold (τ=0.8) 78.7% 10.3% 
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