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Abstract. This paper presents a hybrid approach to discriminate be-
nign images from adult images. Different from previously published
works, our approach combines face detection and adaptive skin detec-
tion. First, face detection using haar-like features is performed, then
skin color model is learned on-line by incorporating the information of
color distribution in the face regions. Based on the result of face detec-
tion and adaptive skin detection, a set of semantically high-level features
are extracted. These features have human-oriented meanings which can
effectively discriminate adult images from benign images. Our two main
contributions are i) a set of high-level features for adult or benign image
classification and ii) a novel adaptive skin detection algorithm in still
images. Experimental results are reported to demonstrate the strength
of our approach.

1 Introduction

The Internet is one of the greatest inventions of all times, but it has also become a
playground for pornographers. According to a commercial report [1], the number
of pornographic web pages on the Internet in year 2003 has increased nearly 1800
percent compared with 14 million pages five years ago. Exposure to the sea of
pornography can lead to many social problems including cyber-sex addiction. It
is now an urgently necessary task to prevent people, especially children, from
accessing this type of harmful material. A direct solution to Internet porn images
filtering is to evaluate an image’s content before displaying it. This paper presents
a new approach to separate benign images from adult images by analyzing a set
of semantically high-level features obtained from face detection and adaptive
skin detection.

To our knowledge, there are no previously published works that used high-
level features such as face to perform benign-or-pornographic images classifica-
tion. Related works concerning this field mostly used low-level visual features.
Wang et al. employed a combination of Daubechies’ wavelets, normalized central
moments and color histograms as a feature vector and matched it against a small
number of features obtained from a training database [2]. Chan et al. used three
simple features: the ratio of skin area to image area, the ratio of the largest skin
segment to the image area and the number of segments in the image [3]. The
features used by Jones and Rehg are [4]: percentage of pixels detected as skin;
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average probability of the skin pixels size of the largest connected pixels; size of
the largest connected component of skin; number of connected components of
skin; percent of novel pixels, height and width of the image. In Image Guarder
system develop by Zeng, a combination of skin feature, texture feature and shape
feature are used [5]. Forsyth developed an algorithm that involved a skin filter
and a human figure grouper to find naked people in the image [6].

Although low-level features are easy to compute, they are insufficiently ac-
curate because of semantic gap: Human’s interpretation of image’s content as
pornographic or not is so abstract that there is no simple computational transfor-
mation that will map low-level image features to human perception. We propose
to use high-level features to achieve pornographic or non-pornographic image
classification. The features we used are all related to human face. Our approach
takes advantage of research achievements of face detection technique because
face detection is now being extensively studied and some effective and efficient
face detectors have been introduced in the literature. There are two main contri-
butions of our work. The first is a set of semantically high-level features for image
classification and the second is a novel adaptive skin detection algorithm in still
images which is robust to illumination conditions and not biased by human races.

The rest of the paper is organized as follows. In section 2, we will detail our
hybrid approach including face detection, on-line skin color modeling, adaptive
skin detection, feature extraction and image classification. In section 3, we will
provide experimental result. Conclusion and future directions will be discussed
in section 4.

2 Our Hybrid Approach

In this section, we describe our approach to separate benign images from porno-
graphic images by analyzing image content. We will start with the overall archi-
tecture, followed by a detailed discussion of the main components.

2.1 General Overview

The basic process flow of the proposed approach is as follows. First, face de-
tection is performed on the input image using a set of over-complete haar-like
features. Once face is detected, color distribution of face region is computed and
used for on-line human skin color modeling. And then adaptive skin detection
is performed on the whole image. Based on the result of face detection and skin
detection, a set of semantically high-level features are extracted and fed into a
decision tree classifier. The whole procedure can be visualized in Fig. 1.

2.2 Semantically High-Level Features

High-level features gain advantages over low-level features in that they narrow
down the semantic gap between human perception and raw image data. To
interpret an image’s content, we must identify some important features or objects
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Fig. 1. Overall process of our approach Fig. 2. Face detection, the red circle marks
the detected face region.

in the image. Face is the most distinctive part of human body. Detection of
faces can allow the observer to form a hypothesis about the presence of humans
in the scene and other measures can be taken to verify whether or not they
are nudes. We empirically choose five features for benign-or-pornographic image
classification. These features are all related to face:

(1) Face Number: the number of faces in the image. Pornographic images
usually do not contain too many faces. We define F1 as:

F1 = number of face in the image (1)

(2) Face Area: the area of face regions. Images in which face regions cover
too much area may be full-face portraits. We define F2 as:

F2 =
number of pixels in face region

number of pixels in whole image
(2)

(3) Face Position: Images which present face in the center are usually benign.
We define F3 as distance between the center of face region and the center of
image normalized by the minimum length of image axis:

F3 =
distance(centerface, centerimage)
min(image.width, image.height)

(3)

(4) Skin Ratio I: the ratio of whole image skin area to face area;
(5) Skin Ratio II: the ratio of the largest skin segment to the face area. The

higher the Skin Ratio I and Skin Ratio II are, the more likely the images are
pornographic. We define F4 and F5 as follows:

F4 =
number of skin pixels in whole image

number of pixels in face regions
(4)

F5 =
number of skin pixels in largest skin segement

number of pixels in face regions
(5)
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2.3 Face Detection

Face detection plays an important role in the our image classification approach.
Our face detector is based largely on the work of Paul Viola [7]. A cascade of
boosting classifiers is built on an over-complete set of haar-like features. In each
stage of the cascade, a variant of AdaBoost is used to integrate the feature se-
lection and classifier design in one boosting procedure. Only positive result from
the previous classifier needs further more complex evaluation. By adopting this
simple-to-complex strategy, most non-face candidates are rejected in earlier stage
of cascade with little computation costs. Details of the face detection algorithm
can be found in [7]. In order to successfully detect rotated faces, each input im-
age is passed to face detector three times. The first time is the original image,
the next two times are its rotated variants with rotation angle of 45 degrees
anticlockwise and clockwise respectively. We do this because we find that faces
in adult images are usually within a rotation angle of no more than 90 degrees
from vertical direction. Fig. 2 illustrates our face detection method.

2.4 Online Skin Color Modeling

Skin detection is an important technique for identifying adult images because of
the fact that there is a strong correlation between image with large patches of
skin and adult images. However, accurate skin detection is a non-trivial task. In
traditional skin detection schemes, very often a static skin color model is learned
off-line and each image pixel is checked whether or not its color value satisfies the
learned model. Skin color varies greatly between different human races. To make
things worse, skin color, as measured by camera, can change when illumination
condition changes. Therefore, skin detection that uses a static skin color model
is certain to fail in unconstrained imaging conditions. Here we propose a novel
adaptive skin detection method based on the result of face detection. Once face
is detected, color distribution in face region is used as useful context information
for on-line skin color model building. The proposed method is robust to imaging
conditions and not biased by human ethnicity.

Our skin detection method takes advantage of the fact that the face and
body of a person always share same colors. Color distribution of face regions can
provide useful cues to detect skin regions of other body parts. We choose to build
skin color model on YCbCr color space and use a normal distribution N(µ, σ) to
represent the distribution of each skin color component (Y,Cb,Cr). Color values
of image pixels in face region are viewed as an ensemble of skin color samples:

Ω = {{y1, cb1, cr1}, {y2, cb2, cr2}, · · · , {yK , cbK , crK}} (6)

Then the mean and variance of each normal distribution can be computed.
For distribution of Y component:

µy =
1
K

∑
yj σ2

y =
1

K − 1

∑
(yj − µy)2 (7)

K is the size of Ω, i.e., number of pixels in face regions.
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The distribution parameters of Cb and Cr components can be computed
similarly. Pixel outside of face region is classified as skin pixel if it satisfies the
following requirements:

‖y − µy‖ ≤ ayσy and ‖cb − µcb‖ ≤ acbσcb and ‖cr − µcr‖ ≤ acrσcr (8)

y,cb,cr are the color values of the pixel to be classified and ay,acb,acr are threshold
values to be adaptively determined which will be described in section 2.5.

2.5 Adaptive Skin Detection

We do not use fixed threshold values because through experiment we find fixed
thresholds can not separate skin region from non-skin region which have col-
ors similar to skin. Instead, we select threshold values adaptively by taking the
texture property of human skin region into consideration. Skin region is usually
homogeneous and has smooth texture. Using texture characteristics of skin re-
gion to find an optimal threshold for skin segmentation was proposed by Phung
[8]. Two main aspects can differentiate Phung’s method from ours. One is the
fact that Phung’s method performs on skin score map computed from Bayesian
decision theory while our method performs on original images, the other is the
region homogeneity measures. The homogeneity measures we used are:

σy
region < 0.5µy

region and σcr
region < 0.4µcr

region and σcb
region < 0.4µcb

region (9)

σy
region is the standard deviation of Y color component in the region, µy

region is
the mean of Y color component in the region. σcr

region, µcr
region,σcb

region, µcb
region

have similar meanings.
Firstly, each image pixel is classified using equation (8) with initial threshold

values ay = 2.5, acb = acr = 2.0. After this coarse skin detection, we can
get some skin regions. For each large enough region, we check the homogeneity
property. If it is homogeneous, it is considered as true skin region. If it’s not
homogeneous, the threshold values are decreased by a factor of 0.9 respectively,
and skin detection using the new threshold values is performed on the region.
This process continues until the skin regions become homogeneous. Fig. 3 gives
some experimental result. The top row is coarse skin detection result, the bottom
row is the final result. The original images are not presented for offensive reasons.

When more than one faces are detected in the image, each face region is used
to construct a skin color model, and each model is used to perform skin detection
on the whole image. The final result is a logical OR combination of each of the
detected regions obtained respectively with each skin color model.

2.6 Image Classification

After face detection and skin detection, high-level features described in section
2.2 can be easily extracted. We used these features to do pornographic-or-not im-
ages classification. Although there are many sophisticated classification methods
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Fig. 3. Skin detection result. The top row are coarse skin detection results, the bottom
row are the final refined results. For offensive reasons, original images are not presented
here.

such as Support Vector Machine (SVM) and Artificial Neural Network (ANN),
we opt for using decision tree[9] for its simplicity and its particular efficiency
when our features have human-oriented meanings. Fig. 4 shows the tree we
used. Nodes in the tree involve testing a particular feature by comparing its
value with a constant threshold. The tree calls firstly for a test on F1, and the
first two branches correspond to the two possible outcomes. If F1 is bigger than
a threshold, the outcome is benign. If outcome is the other branch, a second test
is made, this time on F2. Eventually, whatever the outcome of the tests, a leaf
of the tree is reach that dictates the classification result.

3 Experimental Results

This section reports testing result of our approach. The performance of our
approach is tested on a database of 2196 images, among which 451 images are
manually labeled as adult images. Benign images are 1119 human images and
other 626 images including animal, plant, landscape images. Adult images and
human images are downloaded from the Internet. Other images are from Corel
image library. It should be pointed out that adult images and human images
we used all contain frontal or near-frontal view faces because our face detector
currently can not detect faces with too much out-of-image-plane rotation. The
test result is shown in Table 1. For offensive reasons, we do not list the adult
images here. Fig. 5 gives some images that successfully detected as benign images
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Fig. 4. Schematic depiction of image classification process. T1, T2, T3, T4 and T5 are
predefined thresholds.

Table 1. Testing Result

Images Detected as Adult Images Detected as Benign Images

Adult Images (451) 412 (91.35%) 39 (8.65%)
Benign Human Images (1119) 99 (8.47%) 1020 (91.53%)
Other Benign Images (626) 36 (5.75%) 590 (94.25%)

a) b) c) d)

Fig. 5. Some example images successfully detected as benign images because many
faces are detected in a) and b), c) contains large area of face region and d) present
face in the center. These images can be wrongly classified as adult images only using
low-level visual features.

by our method. These images can be easily classified as pornographic images
using low-level features, because these images present large area skin patches.

4 Conclusion and Future Directions

In this paper, we propose an approach to automatically discriminate benign im-
ages from adult images. Our approach takes advantage of achievements of face
detection research. Based on the result of face detection and adaptive skin detec-
tion, our approach achieves image classification by analyzing a set of semantically
high-level features. Face detection plays a dominant role in our approach. In fu-
ture work, we will focus on more robust face detector. And we will pay attention
to the combination of low-level and high-level visual feature to more effectively
detect adult images.
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