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ABSTRACT 
 
In this paper, an efficient rate-distortion (RD) model for 
H.264 video encoder in packet loss environment is 
presented. The encoder keeps tracking the potential error 
propagation on a block basis by taking into account the 
source characteristics, network conditions as well as the 
error concealment method. The end-to-end distortion 
invoked in this RD model is estimated according to the 
potential error-propagated distortion stored in a distortion 
map. The distortion map in terms of each frame is derived 
after the frame is encoded, which can be used for the RD-
based encoding of the subsequent frames. Since the 
channel distortion has been considered in the proposed 
RD model, the new Lagarangian parameter is derived 
accordingly. The proposed method outperforms the error 
robust rate-distortion optimization method in H.264 test 
model better in terms of both transmission efficiency and 
computational complexity. 
 

1. INTRODUCTION 
 
The transmission of compressed video over the existing 
packet-switched networks presents many new challenges, 
e.g. how to tackle the problem caused by packet loss. In 
the packet-loss environment, transmitting the hybrid-
coded video may suffer from the error propagation and 
lead to the well-known drifting phenomenon. To tackle 
this problem, error resilience video coding tools and error 
concealment algorithms have been devised at the encoder 
and decoder, respectively. These two types of methods are 
usually jointly used in the transmission of the hybrid-
coded video over packet-loss networks.     

In standard-compliant techniques, intra coding can 
suppress the error propagation at the cost of reducing the 
coding efficiency. The main problem of inserting more 
intra-coded macroblocks (MB) in the encoder to make the 
bitstream more resilient to potential errors is on how to 
optimize the trade-off between the coding efficiency and 
the suppression of potential errors. Towards this goal, 
many researches have been done on the topic of 

adaptively inserting intra blocks in a coded 
frame/sequence.  

The earliest algorithm was developed to randomly 
place intra MBs [1]. Then, the content-adaptive coding 
mode selection scheme was proposed to intra-code the 
MBs at regions with high activity [2]. To further improve 
the performance, rate-distortion optimization (RDO) 
algorithms have been proposed, wherein the main problem 
arises from the end-to-end distortion estimation. In [3], a 
simple block-based distortion estimation model has been 
proposed, which is not accurate enough because it does 
not consider the potential errors from all previous frames. 
In [4] and [5], the more accurate methods have been 
proposed to estimate the end-to-end distortion at pixel 
level precision. However, both methods have high 
computational complexity and implementation cost.  

H.264 is the most up-to-date video coding standard. 
One of its main applications targets at the error prone 
network video streaming. An error robust rate distortion 
optimization (ER-RDO) method, has been developed in 
the H.264 test model for video coding in packet loss 
environment [6][7]. The decoded MB distortion is 
computed as the average over the K distortions by 
decoding this MB K times based on the erroneous 
reference frames. The expected decoder distortion can be 
estimated accurately in the encoder if K is chosen large 
enough. However, the high computational complexity and 
make it impractical when K is increased very large.  

To tackle these problems, in this paper, we propose a 
novel RD model for H.264 video encoding in packet loss 
environment. The major contribution is that the end-to-
end distortion is estimated in a more reasonable way. 
Briefly, a block-based distortion map is defined to store 
the potential errors of the current frame that may 
propagate to the future frames. In other words, when 
coding the current frame, the potential channel distortions 
of its reference frames have been known as a priori. The 
potential distortion of a block is defined by jointly 
considering the potential distortion of its reference frame 
(that is zero for intra block) and the distortion of the 
current error-concealed block. In addition, how to select 
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the appropriate Lagrange parameter of the RD model is 
also discussed.  

The rest of this paper is organized as follows. In 
section 2, we describe the proposed rate-distortion model 
in detail, including the end-to-end distortion estimation, 
the derivation of the Lagrange parameter and the 
implementation of the proposed RD model in H.264 
encoder. In section 3, the simulated results are presented. 
Finally, section 4 concludes this paper. 
 

2. PROPOSED RATE-DISTORTION MODEL 
 
In the hybrid video coding systems, the coding process is 
usually performed on the MB basis. For coding a MB, the 
key point is to select a proper coding option composed of 
coding mode and reference frame (if multiple reference 
frames are used). Suppose O denotes the set of all 
selectable coding options for an MB. In the case of error-
free environment, for coding MB m in frame n, we choose 
the coding option o* that minimizes the cost given by: 

( , , ) ( , , ) ( , , )J n m o D n m o R n m oλ= + ,  (1) 
where D(n,m,o) and R(n,m,o) denote the source distortion 
and the rate in terms of the coding option o, respectively, 
and λ denotes the Lagrange parameter.  

Concretely, after computing the distortion and the rate 
with coding option o in terms of Lagrange parameter λ, we 
choose the coding option o* that yields the best rate-
distortion tradeoff for that MB. Parameter λ reveals the 
relation between the rate and distortion. Therefore, the 
choice of the Lagrange parameter becomes a key point in 
RD-based video encoding. In the error-free environment, 
it is closely tied to the quantization parameter Q via the 
formula [8]: 
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However, in the error-prone environment, both the 
potential channel distortion and the source distortion 
should be taken into account to achieve the best 
transmission efficiency. Therefore, how to estimate the 
end-to-end distortion also remains a major issue in the 
RD-based video encoding for the packet-loss networks. 
Since the potential channel distortion is also considered, 
the relation between the rate and the overall distortion 
changes as well. Accordingly, the Lagrange parameter λ 
should be properly selected. The following subsections 
will first describe the proposed RD model with end-to-end 
distortion estimation, and then derive the new Lagrange 
parameter for the proposed RD model.  

 
2.1. End-to-end distortion estimation 
 
The distortion of the current MB under consideration 
consists of two parts. Assuming that the MB is correctly 
received, for the intra-coded MB, only the source 

distortion due to the quantization errors contributes to the 
overall distortion; for the inter-coded MB, besides the 
source distortion, the channel distortion due to the error 
propagation from the previous frames may also contribute 
to the overall distortion. In the latter case, the overall 
distortion of the correctly received inter-coded MB is the 
quantization distortion plus the potential error-propagated 
distortion of the blocks from which it is predicted. The 
latter one is referred to as the referenced error-propagated 
distortion hereafter. Assuming that the current MB is lost, 
the distortion is the error-concealed distortion that 
includes the potential error-propagated distortion of the 
blocks from which the current MB is concealed.  

Thus, the overall distortion of the mth MB in the nth 
frame with the candidate coding option o is represented by:  

_( , , ) (1 )( ( , , ) ( , , ))
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,      (3) 

where p denotes the packet loss rate; Ds(n,m,o) and 
Dep_ref(n,m,o) denote the source and the referenced 
potential error-propagated distortions, respectively; and 
Dec(n,m) denote the error-concealed distortion in case that 
the current MB is lost. Since Dec(n,m) is independent of 
the coding option, it is unnecessary to be calculated in the 
coding mode selection. The calculation of Dep_ref(n,m,o) is 
not straightforward. The key point is about how to 
estimate the potential error-propagated distortion.  

To tackle the above problem, we define a distortion 
map Dep for each frame on a block basis (e.g. 4x4). The 
first frame is intra-coded without considering the error 
propagation. Therefore, the distortion map of the first 
frame can be derived directly. For coding the following 
frames, the distortion maps of the previous frames 
indicating the possible influence of the propagated errors 
are referenced to select the proper coding mode of each 
MB. After coding one frame, the distortion map is derived 
as well. The following presents how to derive Dep_ref(n,m,o) 
according to  the distortion map.  

The referenced error-propagated distortion of the 
current MB is computed by weighted averaging the 
potential error-propagated distortion of the surrounding 
blocks that overlap with the motion-compensated blocks 
in the reference frame(s), as illustrated in Fig. 1. In detail, 
the referenced error-propagated distortion Dep_ref(n,m,o) is 
calculated by: 
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where Dep_ref(n,m,k,o) denotes the referenced potential 
error-propagated distortion of the kth block in the current 
MB. As shown in the (4), Dep_ref(n,m,k,o) is calculated by 
weighed averaging the potential error-propagated 
distortion Dep(nl,ml,kl,ol) of the block kl in the MB ml of 
the reference frame nl. The weight wl is the proportion 
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ratio of the overlap area. Since there is no reference frame 
for intra-coded MB, the propagated errors from previous 
frames can be suppressed, and therefore Dep_ref(n,m,o) in 
terms of the intra mode equals to zero.  

After the current frame is coded, the associated 
distortion map Dep is then derived. For each block in the 
current frame, Dep(n,m,k) with the selected optimal coding 
mode o* is computed by:  

_

_ _
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D n m k p D n m k o
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= − +
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.    (5) 

The latter term composed of Dec_rec and Dec_ep denotes the 
error-concealed distortion that would propagate to the 
following frames. In detail, Dec_rec(n,m,k,o*) is the 
distortion between the error-concealed block and the 
reconstructed block in terms of coding option o*. The 
reconstructed block instead of the original one is used 
because only the distortion relative to the reconstructed 
block will propagate to the subsequent frames.  

The calculation of Dec_ep(n,m) depends on the 
employed error concealment method at the decoder side. 
In the H.264 non-normative decoder, the lost MB is 
reconstructed by copying some blocks from the previous 
frames. In this case, Dec_ep(n,m) can be derived from the 
potential error-propagated distortions of these blocks. 
Notice that the distortion map of the first frame is only 
related to Dec_rec. After the distortion map is derived, it is 
stored for the encoding of the following frames.  

 

1
2

3
4

1
2

3
4

MVx

MVy

 
Fig.1. Overlapped blocks in terms of inter prediction. 

 
2.2. Lagrange parameter decision 
 
In this subsection, we present how to select a proper 
Lagrange parameter for the proposed RD model in packet 
loss environment. Based on the selection of the Lagrange 
parameter in the error-free environment in [8], we derive 
the new Lagrange parameter as follows.  

If assuming high-resolution quantization, it is well 
known that the source distortion Ds(R) conform to: 

R
s RD αβ −•= 2)( ,           (6) 

where ß is a constant depending on the variance of the 
source. Further assuming that the distortion-to-quantizer 
relation is at sufficiently high rates, the source probability 
distribution can be approximated as uniform within each 
quantization interval: 

 
2
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Combining (6) and (7), we obtain: 
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According to the (3) and (7), we obtain: 
2
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Further combining the derivatives for ∆ in the (8) and (9), 
we obtain the new Lagrange parameter 

2( ) ln 2' (1 ) (1 )
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∆
,   (10) 

where λ is the Lagrange parameter in the error-free 
environment defined in the (2). 
 
2.3. Implementation in the H.264 encoder 
 
In this subsection, we present the proposed RD-based 
coding for H.264 encoder in the packet-loss environment. 
Since the channel distortion of the B frame would not 
propagate to the following P frames, it is unnecessary to 
store the potential error-propagated distortion for the B 
frame to. The coding mode selection of B frames can be 
the same as that in the P frames. For simplicity, we 
assume that B frames are not used. In H.264, the coding 
mode of P frames is selected to be one of the 2 intra 
modes and 8 inter modes. In terms of inter mode, the 
reference can be from one of the several previous frames. 
We assume a simple error concealment scheme at the 
decoder side is used. If a MB is lost, the decoder simply 
copies the co-located MB in the previous decoded frame. 

Notice that the distortions introduced when the current 
MB is lost are independent of the coding option. 
Supposing the packet loss rate p is known at the encoder 
side, according to the (1), (3) and (10), the coding option 
can be selected with: 

_

_
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After the current frame is encoded, the distortion map is 
derived according to the (5) for instructing the encoding of 
the future frames.  
 

3. SIMULATED RESULTS 
 
Some experiments have been carried out to verify the 
performance of the proposed algorithm. The testing 
platform is the H.264 reference software JM7.3. The 
default ER-RDO algorithm is taken as a reference in the 
comparison. According to [6], it is good enough to operate 
about K=30 decoders in the encoder for ER-RDO. Two 
sequences, i.e. Foreman in QCIF format at 15 frames per 
second (fps) and Paris in the CIF format at 30fps, are used. 
Only the first frame is encoded as I frame, and the left 
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frames are encoded as P frames. Each packet contains one 
row of MBs in transmission, e.g. 11 MBs in QCIF format. 
The packet loss situation is simulated according to the 
error resilience testing conditions specified in [9].  

Fig. 2 shows the YPSNR-Bitrate curves under the 
packet loss rate 10% and 20%, respectively. The results 
show that the proposed algorithm outperforms ER-RDO in 
terms of transmission efficiency in all cases. In other 
words, the proposed RD model works more stable rather 
than the statistics from 30 times decoding. Furthermore, 
compared to the ER-RDO algorithm that adds 30 times 
decoding to the encoder, the proposed algorithm 
introduces much less extra computational complexity, 
which makes it more practical in real applications.  
 

4. CONCLUSION 
 
In this paper, we have presented an efficient rate-
distortion model for H.264 video encoder in the packet 
loss environment. The encoder keeps tracking the 
distortion on a block basis while taking into account the 
source characteristics, network conditions as well as the 
error concealment method. The proposed model reveals 
the inherent relationship between the potential error-
propagated distortion and the characteristics of the input 
source video data. Compared to the error robust rate-
distortion optimization method in H.264 test model, the 
proposed model performs better in terms of both 
transmission efficiency and computational complexity. 
Furthermore, although this algorithm is proposed for 
H.264 encoder, it is also feasible to be used in other 
standard-compliant video encoders. 
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Fig. 2. Experimental results on Foreman and Paris 
sequences. 
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