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ABSTRACT 

 
Seganalysis has recently attracted researchers’ interests 
with the development of information hiding techniques. 
In this paper we propose a new method based neural 
network to get statistics features of images to identify 
the underlying hidden data. We first extract features of 
image embedded information, then input them into 
neural network to get output.  And experiment results 
indicate this method is valid in steganalysis. This 
method will be used for internet/network security, 
watermarking and so on. 
 

1. INTRODUCTION 
  

Information hiding (maybe called data hiding) has 
become the focus of research now. This is the art of 
hiding a message signal in a host signal, such as audio, 
video, still images and text document without any 
imperceptible distortion of the host signal. Digital 
watermark is one of the most important data hiding 
applications. The major driving force for this is the 
need for effective copyright protection for digital 
media. This hidden information (mark, logo and so on) 
can be used to verify by owner with software if 
breaking of copyright law, and maintaining owner’s 
legal rights. This is the positive application of 
information hiding technology. But there must to exist 
the negative aspect for everything. Some who have 
ulterior motives utilize this technology to transmit 
illegal information for avoiding law enforcement. It is 
said after 911 terrorist attacks, people think terrorist 

may be communicated with each other by data hiding 
technology. US today printed an article “Terror groups 
hide behind web encryption” by Tuck Kelley[1]. In his 
article, he writes “US officials and experts say 
steganography is the latest method of communication 
being used by Osaw bin Laden and his associates to 
out for law enforcement”.  And this may be true or 
will be true. In this case, the data hiding in digital 
media on Internet has proven to be a boon for terrorists. 
So how to determine whether digital media has hidden 
information become a emergency problem for social 
security and stability. This new research area is called 
as steganalysis similar with cryptanalysis. Contrast to 
the goal of Information hiding, Steganalysis is the art 
of discovering and rendering useless such covert 
messages, hence making information hiding failed. 
Though steganography is often confused with the 
relatively well-know cryptography, the two are but 
loosely related. Cryptography is about hiding the 
contents of a message, steganography, on the other 
hand, is about concealing the very fact that a message 
is hidden. Detection of steganography, estimation of 
message length, and its extraction belong to the field of 
steganalysis. Some definitions and several methods of 
steganalysis were proposed in the literature [2~,9,16]. In 
[2], authors give an overview of some characteristics to 
detect the existence of hidden information. And author 
in [3] gives a good description of popular free 
software’s steganalysis. H. Farid in [4] tells a 
steganalysis method based fisher linear classifier. 
I.Aveibas et al in [5] take the regress analysis to 
analysis image based image metrics. And for LSB 
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embedding methods, the most successful resarchers 
may be J. Fridrich[6,7,8,9]. Some good review papers 

[10~12] are recommend. And with the help of 
steganalysis, ones can find more robustness methods to 
resist attack and analysis [12]. 

 
2. INFORMATION DETECTION BASED ON 

NEURAL NETWORK 
 

The information detection is based on result that 
host image must be difference with hidden information 
host image. Maybe because human eye’s mask features, 
we can’t find any difference between host images and 
hidden information host images. But in essentially, data 
hiding process have to alter host image for embedding 
data. In other words, data hiding algorithms reveals 
statistical evidence or traces which can be used to 
detect the existence of hidden information in still 
images.  

Because now popular data hiding methods can be 
divided into two major classes: spatial domain and 
transform domain. Spatial domain is simple and easy 
to implementation, but their robustness is weaker than 
other methods’ based other domain. Transform domain 
includes discrete Fourier transform, discrete cosine 
transform, discrete wavelet transform mainly. And in 
spatial domain, mainly data hiding method is least 
significant bit (for short writing LSB) including all 
kinds of improved LSB methods. In transform domain, 
methods can be divided into several classes, 
quantization based, LSB based. Because we hope our 
method is feasible to all kinds of hiding methods no 
regardless embedding information in spatial or 
transform domain. So we try our best to consider all 
kinds methods’ features. But due to methods is too 
much, so we only consider transforms used in common 
data hiding methods. 

In this paper, we only consider following 
transforms, DFT, DCT and DWT. Firstly we analysis 
object digital image according these three different 
kinds transforms in this method. The object image is 

transformed into transform domain data according 
these three transforms. Then calculate these transforms 
data’s statistical features which can be exploited to 
detect hided information. The reason for selecting DFT, 
DCT and DWT is that most data hiding method operate 
in these domains. So we select these domains to design 
algorithm to be able to detect methods as many as 
possible. These selected features should be 
significantly impacted by the data hiding processing. 
But it is difficult to find those features, so we select 
neural network to process this problem, neural network 
has the super capability to approximation any nonlinear 
functions. For these features which have more effected 
by data hiding process, neural network will assign 
larger weight coefficients and for these features which 
have less effected by data hiding process, neural 
network will assign less weight coefficients. Next 
section we explain our method and features selecting 
processing. 

 
3. IMAGE FEATURES EXTRACTING 

 
First we analysis image’s discrete cosine 

transform domain’s statistics features. We divide each 
image into 8×8 sub-block and then take DCT of each 
sub-block. Based on analysis of I. Aveibas et.al work [5], 
data hiding process possesses statistical difference in 
image quality metric scores obtained from 
blurred-and-hidden images as compared to 
blurred-but-non-hidden host images. We select spectral 
measures based on DFT and DCT. In DFT data hiding 
process, one quantize the magnitude to hide 
information and can’t change the phase information 
(this is very important), so selecting metrics based on 
magnitude (two statistics, image and its sub block) In 
DWT, we select these same metrics with in DFT. 
Finally in DFT and DCT, we select 4 statistics. Next 
we take three levels DWT of each training images, and 
we calculate the mean value, variance, skewness and 
kurtosis of each part of every level. Then according 
pyramid algorithm’s characteristic to forecast the 

II - 510

➡ ➡



original data then calculate the error’s statistics 
features [4]. Because in calculating process, variance is 
very larger than other statistics, we give up variance 
statistics. So every image only has 36 statistics. Added 
with DCT’s 4 statistics based image metrics, each 
image has 40 statistics. So we set the number of neural 
network input as 40, the output is one. We use –1 and 1 
to denote without hidden information and with hidden 
information respectively. 

 
4. PERFORMANCE ANALYSIS AND 

EXPERIMENT RESULTS 
 
From the measured statistics of training sets of 

images with and without hidden information, our 
destination is to determine whether an image has been 
hidden information or not. Because data hiding process 
is a nonlinear process, if we only use linear classifier to 
classify images, it is not a good simulation. And neural 
network has an excellent capability to simulate any 
nonlinear relation, so we make use of neural network 
to classify images. 
In I.Aveibas paper [5], he used following regression 
model, each decision label y in a sample of n 
observations as a linear function of the image quality 
measure scores x’s plus a random error: 

 
And the complete model is  

 
The corresponding optimal MMSE linear predictor β 
can be obtained by 

 
but we found that neural network is more feasible to 

process nonlinear problem, so  In this paper we take 
use of BP neural network to train and simulate images. 
This BP neural network uses three levels: input level, 
hidden level and output level. In neural network, the 
important issue is the slow of convergence. In practice, 
this is the main limitation of neural network 
applications. And many new algorithms claimed fast 
convergence were developed. In this paper a single 
parameter dynamic search algorithm is used to 
accelerate network train. Each time only one parameter 
to be searched to achieve best performance, so this 
learning algorithm has a better improvement than other 
old algorithms ([12 13]). We set the number of this 
network’s input as features, and node number of hidden 
level is set to be 40, and output is either yes or no. 

 
Fig.1. Three level BP neural network 

We select two training set of images.  In this example, 
two trainings include 23(no hidden) and 21 (hidden) 
images respectively. The data hiding method is Brain 
Chen’s quantization index modulation methods. The 
training process time is 21.763 second. Total iteration 
number is 400 steps. Ant the test image base includes 
40 (no hidden) and 41(hidden) images. The result is 
follow as table 1. (Note: This hiding method based on 
B. Chen’s work [15]) 

Table1. Test results 
type Total 

number 
Right 
detection 

rate 

Hidden 
images 

41 35 85.4% 

No hidden 
images 

40 30 75.0% 
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5. CONCLUSION 
 
This paper provides a new method to detect the 

existence of hiding information. This method  find 
statistically evidences after host images has been 
hidden information, then using the capability of 
approximation of neural network for determining 
whether an image has been hidden information or not. 
We analysis the difference and some traces in detail. 
And results indicate that this method is promising. 
There is a lot of work that still needs to be done. Many 
other watermarking schemes and algorithm will to be 
included this research and extensive tests need to be 
done with a larger number of images 

Detection technique development in this area of 
data hiding will continue. We find image’s statistic 
features are important clues to determine whether 
hiding information or not from the detection process. 
So this suggests us to develop more robustness method 
with statistic features altered as little as possible. 
Steganalysis not only prevent will but also advance 
information hiding to provide another method to hide 
important information in digital media for transmitting 
on Internet rather than cryptography. 
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