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Abstract. This paper investigates the score normalization technique for en-
hancing the performance of face authentication. We firstly discuss the thresh-
olding approach for face authentication and put forward the “score variation” 
problem. Then, two possible solutions, Subject Specific Threshold (SST) and 
Score Normalization (SN), are discussed. But SST is obviously impractical to 
many face authentication applications in which only a single example face im-
age is available for each subject. Fortunately, we have theoretically shown that, 
in such cases, score normalization technique may approximately approach the 
SST by using a uniform threshold. Experiments on both the FERET and CAS-
PEAL face database have shown the effectiveness of SN for different face au-
thentication methods including Correlation, Eigenface, and Fisherface. 

1   Introduction 

The development of person identity verification based on biometric information pro-
vides wide potential applications in security, law enforcement, and commerce. A 
number of biometric traits have been studied for identity verification in the recent 
years, such as face, voice, signature, fingerprint, iris, retina, palm print, gait, etc [1]. 
Among them, face recognition has some unique advantages. For instance, facial im-
ages are easy to capture without any invasion by using various digital cameras or 
scanners, while some other traits like fingerprint and iris require special equipments, 
some of which even may have potential invasion. In addition, the verification results 
using facial images can be checked easily by common people while some other traits 
can be distinguished only by few experts (e.g. fingerprint or iris). Furthermore, face 
verification systems can be deployed in the scenarios either the person cooperates or 
not (even not known), which provides special advantage for security surveillance. 

A face verification system usually consists of four main modules: data acquisition, 
feature extraction, feature matching, and decision making [2]. The data acquisition 
module acquires the biometric data from a user; the feature extraction module proc-
esses the acquired biometric data and extracts a feature set to represent it; the match-
ing module compares the extracted feature set with the stored templates using some 
matching algorithm in order to calculate matching scores; finally, the decision mod-
ule compares the matching scores with a threshold. If the score is equal or larger than 
the threshold, the claim is conformed, or else is denied.  

For face verification, many factors cause the scores to fluctuate. Variations in ex-
pression, lighting, aging will make the similarity scores of genuine faces decrease, 
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even smaller than those of imposter faces under normal conditions. What is more, 
different persons enrolled in the system have different characteristics. Therefore, the 
distribution of genuine and imposter scores may vary from person to person. This 
problem, which we call “score variation” problem, will make the performance de-
grade obviously. So, using Uniform Threshold (UT) for all subjects in the decision-
making module is evidently unsuitable. Two possible solutions, Subject Specific 
Threshold (SST) and Score Normalization (SN) [2], can be used to solve this prob-
lem. 

The SST method assigns a specific threshold for each subject in the database, in 
order to adjust to different genuine and imposter score distribution of different sub-
jects. Multiple example images are needed to model the genuine and imposter distri-
bution for each person. But for many face authentication applications, only a single 
face image is available for each subject, so the genuine distribution is unavailable and 
SST can not be applied directly. In these cases, the SN methods are more commonly 
exploited. SN methods are mostly used in classifier fusion [2], signature verification 
[3], and speaker verification [4] domains. In face authentication filed, Sanderson etc. 
[5] use a Gaussian Mixture Model (GMM) based classifier for classification, in which 
the imposter distribution is modeled for normalization. Perronnin etc. [6] use rela-
tional approaches and develop two new score normalization methods R-Norm and G-
Norm. Both their work need multiple images to train Gaussian model for each sub-
ject. The FRVT 2002 test [7] uses score normalization at similarity score level as a 
post-processing operation. 

In this paper, we deal with only the similarity score, but not caring the types of the 
classifier. First, we put forward the constraints of the optimal Subject Specific 
Threshold (SST). Then, we show theoretically that Z-Norm, one of the SN methods, 
can approximately approach the SST method when genuine distribution is unavail-
able. We perform experiments to show how Z-Norm changes the distribution of 
scores, and its approximate performance to SST. Our experiments on FERET [8] and 
CAS-PEAL [9] face-database verify the effectiveness of SN for different face authen-
tication methods including Correlation [10], Eigenface [11], and Fisherface [12].  

2   Solutions to “Score Variation” Problem 

In face verification, the system compares the candidate image with the image of the 
claimed identity to get a similarity score s . The decision module accepts or rejects the 
identity by comparing with a threshold θ , which is referred as the Uniform Thresh-
old (UT) method.  

if  accept, otherwise rejects θ≥  (1) 

There are two probability distributions of pair-wise matching scores as illustrated 
in Fig. 1. The genuine distribution characterizes the similarity scores of two images 
from the same person, while the imposter distribution characterizes the similarity 
scores of two images from different persons. 

Ideally, the genuine distribution will show small differences and the imposter dis-
tribution will show large differences. But for a real-world face verification system, 
variations in pose, lighting, expression, and aging may decrease the genuine scores 
significantly. In addition, since different persons enrolled in the system have different 
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characteristics, the distributions of genuine and imposter scores may also vary for 
different persons. This problem, which we call as “score variation” problem, will 
degrade the performance of UT-based systems obviously. Two possible solutions, 
Subject Specific Threshold (SST) and Score Normalization (SN), are previously pro-
posed to solve this problem. 

genuine

imposter

p(s)

sT  

Fig. 1. Genuine and imposter distribution in a UT-based system 

2.1   Subject Specific Threshold (SST) 

One solution to the “score variation” problem is through the Subject Specific Thresh-
old (SST) approach. In this approach, each subject iG  in the database has a specific 
threshold iθ . For subject iG , the decision making rule is redefined as: 

if  accept, otherwise rejectis θ≥  (2) 
Then the False Alarm Rate (FAR) and Hit Rate (HR) for subject iG  are defined as: 
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where )|s(p iλ and )|s(p iλ  are respectively the imposter distribution and the genuine 
distribution for the iG  subject (refer to Fig. 1). So, the total FAR and HR for all reg-
istered subjects are defined as:  
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For a face authentication system, if the FAR is fixed to t (e.g. according to the 
practical requirement), one should set the thresholds of each subject, 1 2 | |, , , Gθ θ θ , in 

order to get a highest HR. These thresholds can be solved by using the Lagrange 
Multipliers. First, we define the Lagrange function: 
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To obtain a maximum of HR, the partial derivatives iF θ∂ ∂ should be zero, that is,  
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So, finally we have: 
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If we further assume the genuine scores of subject iG satisfy a Gaussian distribution 
( , )i iN µ σ  and imposter scores be a Gaussian distribution ( , )i iN µ σ , given a certain 

value K , the subject specific threshold can be solved by 

( , , , , )i i i i if Kθ µ σ µ σ= . (9) 

2.2   Score Normalization (SN) 

Previous studies have shown that the performance of a number of biometric verifica-
tion systems, especially those based on behavioral traits such as written signature or 
voice, can be improved by using score normalization method. In score normalization, 
the normalized score is a function of original similarity score, the input sample, the 
client specific information, and the information of imposters [6]. Researchers have 
proposed several SN methods, such as Z-Norm [3], T-Norm [6], G-Norm [8], etc. 
Among them, the Z-Norm method normalizes the similarity score by using the mean 
and standard deviation of the imposters:  

i
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where 
i

uλ  is the mean of the scores from imposter images of subject iG , 
iλσ  is the 

standard deviation.  
Z-Norm actually aims to make the imposter distribution of different subjects the 

same standard normal distribution (0,1)N . Thus, one can easily configure the final 
verification system by setting a uniform threshold for all subjects.  

3   Using Z-Norm to Approximately Approach SST 
In the SST method, optimal target specific thresholds 1 2 | |, , , Gθ θ θ  are estimated by 

the candidate facial image, the genuine and imposter score distribution of identity iG . 
However, in many face verification systems, only a single image per subject is en-
rolled in the system. Thus, the genuine distribution can not be obtained. In this case, 
we can neglect the genuine distribution in Eq.8, using only the imposter term:  

( | ) 1 ,     ( 1,2, | |)i ip K i Gθ λ = =  (11) 

Suppose the imposter scores satisfy a Gaussian distribution ( , )i iN µ σ , then 
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We will see in the experimental part that 
iλσ varies little for all subjects, so 
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This form is equivalent to Z-Norm since 
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This means that the Z-Norm method approximately approaches the SST method 
when only imposter distribution is available in the system.  

4   Experiments and Analysis 
Experiments are performed on two public face databases, FERET and CAS-PEAL. 
For FERET database, the training set contains 1002 frontal images of 429 persons. 
Four testing sets Fafb, Fafc, DupI, DupII are used to test the performance under 
variations of expression, lighting and aging. For CAS-PEAL database, the training set 
contains 300 persons with 4 images per person. Six testing sets Accessory, Aging, 
Background, Distance, Expression and Lighting are used to test performance under 
corresponding variations. For each facial image used for training and testing, the 
preprocessing procedure consists of locating the centers of two eyes, geometrical 
transformation to place the center of two eyes on specific position. Each image is 
cropped to the size 64*64, processed by histogram equalization, and concatenated by 
rows to form a vector of 4096 dimension. 

First, we conduct an experiment to show the effectiveness of Z-Norm on CAS-
PEAL training set. The CAS-PEAL training set contains 300 subjects, 4 images per 
subject. Thus, for every subject, 6 genuine scores and 4784 imposter scores can be 
computed by using correlation method. The mean and variance of genuine and im-
poster scores before and after Z-Norm for each subject are shown in Fig. 2, whose 
horizontal axis denotes the subject number. The two figures in the top row show the 
mean and variance before Z-Norm and the bottom row shows them after Z-Norm. 
One can find that before Z-Norm, the distribution of scores fluctuates a lot for each 
subject, while the variances of imposter scores for each subject are almost the same. 
After Z-Norm, the mean and variance of imposter scores are 0 and 1 for each subject, 
which will greatly facilitate the setting of a uniform threshold.  

   

 

Fig. 2. Genuine and imposter scores distribution of each subject before and after Z-Norm 

Secondly, we conduct experiments on FERET face database to verify the effect of 
Z-Norm, and SST (using Eq.12). Figure 3 shows the ROC curve of normalized corre-
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lation method testing on the FERET-FB probe set. As we can see clearly, the ROC of 
Z-Norm and SST are approximate, and both outperform UT impressively. 

 

Fig. 3. ROC curves of correlation method with UT, Z-Norm and SST on fafb probe set 

Finally, verification testing experiments are conducted on the FERET and CAS-
PEAL face database to compare the EER of Z-Norm and UT. Since SST performs 
similarly to Z-Norm, it is not tested in these experiments. We test three different veri-
fication methods: Correlation, Eigenface, and Fisherface. Figure 4 and 5 show com-
parison results on the four probe sets of FERET and the six probe sets of CAS-PEAL 
respectively. For each classifier, the left column shows the EER by using UT, while 
the right column shows that of the Z-Norm method. From these figures, one can see 
that Z-Norm method can get better performance on FERET fafb, DupI, and DupII 
testing sets. On most of the testing sets of CAS-PEAL database, Z-Norm enhances 
the performance with only one exception (Fisherface on Aging test set). 

The experimental comparisons on the FERET and CAS-PEAL database show that 
Z-Norm can generally enhance the performance for Correlation and Eigenface 
method. For Fisherface method, Z-Norm does not improve the verification perform-
ance obviously. 
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Fig. 4. EER on FERET database (Cor: Correlation, Eigen: Eigenface, Fisher: Fisherface) 
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Fig. 5. EER on CAS-PEAL database (Cor: Correlation, Eigen: Eigenface, Fisher: Fisherface) 

5   Conclusions 

This paper discusses two methods, Subject Specific Threshold (SST) and Score Nor-
malization (SN), aiming at the “score variation” problem caused by the significant 
variations in testing images due to varying lighting, pose, and expressions. We have 
theoretically and experimentally shown that a uniform threshold after score normali-
zation using Z-Norm can approximate the SST method. In addition, our experiments 
on FERET and CAS-PEAL face database with three different face verification meth-
ods also illustrate the effectiveness of the Z-Norm method compared with the uniform 
threshold (UT) without score normalization.  
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