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ABSTRACT 
 
Scalable video coding (SVC) has become more and more important with the enrichment of multimedia data and the 
diversification of network and terminal devices. In current MPEG SVC activities, a scalable extension of H.264/AVC, 
called scalable video model (SVM)1-4, is proposed by HHI and has shown further coding efficiency improvement and 
scalability functionality. However, the SVM model doesn’t provide an efficient rate control scheme now, and rate 
control is achieved through a full search for selecting a suitable quantization parameter (QP). That is very inefficient and 
much time-consuming. In this paper, an efficient rate control scheme is proposed for the SVM, which is derived from the 
state-of-the-art hybrid rate control schemes of JVT5,6 with some considerations for scalable video coding. In the 
proposed rate control scheme, the rate distortion optimization (RDO) involved in the step of encoding temporal subband 
pictures is only implemented on the low-pass subband pictures, and rate control is independently applied to each spatial 
layer. For each spatial layer, the rate control is implemented at GOP, picture and basic unit levels. Furthermore, for the 
temporal subband pictures obtained from the motion compensation temporal filtering7-11 (MCTF), the target bit 
allocation and quantization parameter selection inside a GOP could make full use of the hierarchical relations inherent 
from the MCTF. The proposed rate control scheme has been implemented into SVM3.01 and experiment results show 
that the proposed algorithm can achieve the target bit rate with little bit rate fluctuation and keep fine image quality at the 
same time, but the computation complexity is reduced heavily. 
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1.  INTRODUCTION 
 
With the fast convergence of computer, communications, and entertainment industries, various digital media applications 
are connected through the communications networks now. In a networking environment such as Internet, the end systems 
may have a wide variety of capabilities and requirements. The compressed bit streams created for one particular 
application may not be satisfactory, efficient, or even useful for servicing the users with different resource capacities. An 
efficient approach to dealing with the heterogeneity issue is scalable coding, where the coded bitstreams for low-end 
applications are just embedded as subsets of the coded bitsstreams for high-end applications. As such, a single coded 
bitstreams can be applied to diverse application environments by selectively transmitting and decoding related sub-
bitstreams. Some desirable scalable functionalities including SNR scalability, bit rate scalability, spatial scalability, 
temporal scalability, and complexity scalability, allow decoding at different image quality, coding bit rate, pixel 
resolution, frame rate, and decoder complexity respectively. Scalable coding is also demonstrated to be more robust for 
transmission over an error-prone environment combined with a prioritized data protection strategy. 
 

Recently, with the enhancing demands for scalable video coding, in MPEG-21, a scalable video coding group has 
been founded to establish a standard to meet this requirements. In the just past MPEG meeting, a scalable extension of 
H.264/AVC proposed by HHI, has adopted as the reference software of the scalable video coding, called SVM in SVC 
group. To achieve an efficient scalable bit-stream representation of a video sequence, the temporal correlations between 
pictures are exploited using an open-loop prediction incorporated in the MCTF. The related temporal analysis-synthesis 
filter bank is generalized to facilitate an adaptive block-based choice between the motion-compensated lifting 
representations12,13 of the Haar filter (uni-directional prediction) and the 5/3 filter (bi-prediction), both coupled with 
multiple-reference frame capabilities. Employing the MCTF, an ordered set of temporal subband pictures with reduced 
temporal frequency are produced, and coded subsequently in different approaches. The first picture is independently 
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coded as an instantaneous decoding refresh (IDR) picture, and all remaining pictures are coded in “B...BP” or “B...BI” 
format. In addition, forward motion estimation and mode selection is applied between the temporal low-pass subband 
pictures. For the temporal high-pass pictures, except for intra MBs, there aren’t further processing involved. To achieve 
spatial scalability, a multiple layers stream with different spatial resolution is coded together in SVM, and each layer is 
coded with that for H.264/AVC. In addition, a new quantization strategy based on the hierarchical relations inherent 
from MCTF, is employed for the temporal subband pictures. Furthermore, intra mode would be selected when no inter 
mode is efficient. These new tools further improve coding efficiency compared with the single-layer coding. On the 
other hand, these new features make it difficult for rate control on SVM. 

 
Rate control holds an important position in video coding, although it’s not a normative tool for any video coding 

standard. In video communications, rate control must ensure the coded bitstream can be transmitted successfully and 
make full use of the limited bandwidth. As a consequence, a proper rate control scheme is usually recommended by a 
standard during the development, e.g. TM514 for MPEG-2, TMN8 and TMN1215,16 for H.263, and VM817 for MPEG-4, 
etc. H.264/AVC is the newest international video coding standard, and some work about rate control has been done 
for H.264/AVC too. In the contribution18, a rate control scheme based on VM8 has been proposed to and adopted by 
H.264/AVC test model. In another contribution19, an improved rate control for H.264/AVC is provided with rate 
distortion optimization (RDO) and hypothetical reference decoder (HRD) jointly considered, part of which has also been 
adopted by H.264/AVC test model. 

 
Rate control involves not only quantization parameter selection but also optimal mode decision and optimal bit 

allocation. Rate control also should guarantee the decoder never suffers from underflow or overflow. Firstly, the 
quantization parameter for each coding unit (e.g. the macroblock) is determined so as to fulfill the target bit rate 
constraint, which can be fulfilled by the rate-distortion (R-D) model. For example, in TM5, a simple linear rate-distortion 
model is introduced. In TMN8 and VM8, a more accurate quadratic R-D model is used, which can reduce rate control 
error and provide better performance but have relatively higher computational complexity. In a different way, the 
relation between rate and QP is indirectly represented with the relation between rate and ρ , where ρ  is the percent of 
zero coefficients after quantization20,21; and also, a modified linear R-D model with an offset indication overhead bits is 
used for rate control on H.261/3/4 in the contributions22,23. Secondly, rate control usually incorporate with RDO, which 
could brings more coding efficiency for optimized mode decision and bit allocation. In order to reduce the temporal 
correlations among successive frames, inter-frame coding is widely used, which is usually realized by motion 
compensation prediction (MCP). With block basis motion estimation, the residual texture and motion vectors associated 
in the current block need to be coded finally. Obviously, for a given bit rate, over-large motion information or residual 
information wouldn’t give the best coding efficiency, so the trade-off between the motion information and the residual 
information, on which the motion compensated video coding heavily depends, should be considered. The trade-off is 
usually achieved by a rate distortion optimization (RDO), that is formulated by minimizing the cost J 24, shown as 
follows, 

RDJ optλ+=                                            (1) 

here the distortion D representing the residual (texture or prediction error) measured as sum absolute distortion (SAD) or 
mean absolute distortion (MAD), is weighted against the number of bits R associated with the motion information by 
using the Lagrange multiplier optλ . Each λopt corresponds to a bit rate range and a trade-off between the motion 

information and the residual information. A large λopt works well at a low bit rate while a small λopt works well at a high 
bit rate24. Thirdly, the coded bitstream is usually variable bit rate with variable length coding (VLC). For transmitting the 
bitstream in the constant bit rate (CBR) or variable bit rate (VBR) channel, buffering mechanism should be considered to 
smooth the variations between the bit rate of coded bitstream and that of channel bandwidth. Thus, in the past the buffer 
manage strategy have been fully studied for the video coding standards, which is known as the hypothetical reference 
decoder (HRD) in H.261/3/4 and the video buffer verifier (VBV) in MPEG-1/2/4. As shown in Figure 1,  
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where f is the predefined frame rate, Ni is the size of the ith GOP, Ri(j), bi(j) and Vi(j) are the instant available bit rate, 
actual generated bits and occupancy of the virtual buffer for the jth picture in the ith GOP, respectively. For the first 
picture (j = 1) in a GOP, the number of remaining bits calculated from the upper formula in (2) is the allocated bits for 
the current GOP in fact. Besides, the instant available bit rate Ri(j) can be variable for the different frames or GOPs 
Considering the VBR case, while in the CBR case, Ri(j) is always equal to Ri(j-1) and (2) can be simplified as:  

)1()1()( −−−= jbjBjB iii                                      (3) 

Initially, the virtual buffer is filled by the motion bits generated previously in the MCTF, so the occupancy of virtual 
buffer is initialized as mi(1) which presents the motion bits of the jth picture in the ith GOP. Except the first GOP, besides 
initial motion bits, the virtual buffer’s occupancy of the last GOP coded also is considered as upper formula (4) shown. 
After a picture coded, the Vi(j) is updated as bottom formula (4): 
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Besides bit allocation, the initial quantization parameter decision is also included in the GOP level rate control. For the 
first GOP, the predefined quantization parameter specified for motion estimation/mode decision in the MCTF is used as 
the initial quantization parameter for simplicity. For other GOPs, the initial quantization parameter is predicted as 
follows, 
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where sumQP(i-1) is the sum of average QP for all I/P pictures in the (i-1)th GOP, and p
iN 1− is the total number of P 

pictures in the (i-1)th GOP.  

2.2. Picture level rate control 
Picture level rate control allocates target bits for each picture based on the remaining bits, picture’s complexity and 
virtual buffer’s occupancy. Getting the target bits and MAD of current picture, the quantization parameter can be 
obtained based on the R-D model15. The MAD of a block A of size N×N located at (x, y) inside the current picture 
compared to a block B located at a displacement of (vx, vy) relative to A in a previous picture is defined as: 
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where Fi is the current picture and Fi-t is a previously coded picture. In our proposed rate control algorithm, the picture 
level rate control consists of two stages: pre-encoding and post-encoding. In the pre-encoding stage, QP decision for 
each picture are accomplished with virtual buffer considerations, while in the post-encoding stage, the models updating 
with the statistical results is implemented. 

2.2.1. Pre-encoding stage 
In this stage, the quantization parameter of each picture is calculated. Firstly, the target bits are allocated for the current 
picture, and then the quantization parameter for the current picture can be obtained with the pre-defined rate distortion 
(R-D) model.  
 

The target bit allocation should both consider the occupancy of virtual buffer and remaining bits for the rest 
pictures. Firstly, smoothing the occupancy of virtual buffer by regulating bit rate arriving, the target bits allocated for the 
jth picture in the ith GOP based on instant bit rate and the occupancy of virtual buffer are determined as: 
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Secondly, remaining bit allocation for the jth picture in the ith GOP is computed as:  
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where rpN ,  and rbN ,  are the number of the remaining I/P pictures and the number of the remaining B pictures, 

respectively, )(ˆ jX t
i  is the predicted complexity measure for the current coding picture, and Kp/Kb is the ratio of I 

picture’s QP and P/B picture’s QP regulated with the selected wavelet function in the MCTF1. The complexity measure 
is the product of target bits and average QP for a picture (basic unit or MB). For pictures with type B, the complexity can 
be determined beforehand, while for the pictures with type I/P, the complexity only can be predicted from the nearest 
picture coded previously. After coding a picture in the ith GOP, the actual generated bits and average QP can be obtained, 
and then, the complexity measure is updated as: 

)1()1()( −×−×= javgQPjbjX iii α                               (9) 

where avgQPi(j-1) is the average of quantization parameters of the previously coded picture, α  is a constant and set as 
0.9 when next picture is P type otherwise set as 1 in our experiments. Specially, in the SVM, the pictures with type of I 
or P both are the temporal low subband pictures, and also except the first GOP with one I and one P pictures, only one I 
or P picture is in a GOP, so the complexity of I/P picture in the next GOP shall be predicted from that of I/P picture in 
the previously coded GOP. In conclusion, the predicted complexity measure is computed as: 
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Lastly，the parameter of target bits is determined with a weighted combination of )(~ jTi  and )(ˆ jTi : 

)(~)1()(ˆ)( jTjTjT iii ×−+×= ββ                               (11) 

where β is a constant and set as 0.9 in our experiments. To conform to the virtual buffer requirement, the target bits are 
further bounded by: 

)}}(T ),(max{),(min{)( i jjZjUjT iii =                           (12) 

where Zi(j) and Ui(j) are the minimum buffer constraint and maximum buffer constraint for preventing buffer from 
overflow and underflow. Same as the state-of-the-art hybrid coding, at least a picture needs buffering for decoding 
successfully. At the same time, the maximum buffer constraint is set as (14) avoiding buffer overflow. 
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where tr,1(1) is the removal time of the first picture from the coded picture buffer. 

Getting the target bits for a picture, the QP can be obtained with pre-defined R-D model. After motion estimation 
and mode selection in the MCTF (pre-mode-decision), the MAD of I/P pictures is still unable to be determined, so it is 
predicted from the closet picture coded previously by a linear model, 

21 )1()(~ ajaj ii +−×= σσ                                   (15) 

where a1 and a2 are two coefficients with initial values 1 and 0. And then, the quantization parameter corresponding to 
the target bits is computed as:  
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where )(, jm ih  is the total number of header bits and motion vector bits, 1c  and 2c  are two coefficients. Since a 
drop in peak signal-to-noise ratios (PSNR) among successive pictures will deteriorates the visual quality of the whole 
sequence, the quantization parameter QPi(j) is adjusted by:  

{ }{ })1(,2)1(min,2)1(max)1( 11 iiii QPQPQPQP +−= −−                   (17) 

With such modifications, the difference in PSNR is not more than 2 between two successive pictures. And more, 
considering QP boundary in the SVM, the final quantization parameter is further bounded by 51 and 0. The quantization 
parameter is then used to perform quantization for each MB in the current picture. Specially, for B pictures, the MAD 
can be calculated from the current picture except intra block determined in the MCTF. The quantization parameter 
corresponding to the target bits is then calculated by using the formula (16). But for the intra blocks in B pictures, the 
MAD can’t be obtained, and also is unreasonable predicted from any coded picture; however, only few intra blocks lie in 
a B picture. When pre-mode-decision is implemented, those intra modes can be recorded. Therefore, the MAD of the 
current intra block can be calculated approximately based on the recorded information in the pre-mode-decision stage. 

2.2.2. Post-encoding stage 
After encoding a picture, the parameters a1 and a2 of linear prediction model (15), as well as c1 and c2 of quadratic R-D 
model (16) are updated with a linear regression method similar to MPEG-4 Q226,27. Meanwhile, the remaining bits for 
the rest pictures Bi(j) is updated using (3). 
 
2.3. Basic unit level rate control 
Basic unit is defined to be a group of continuous MBs. It is used to obtain a trade-off between the overall coding 
efficiency and the bits fluctuation. The basic unit level rate control is similar to the picture level rate control, including 
MAD prediction, bit allocation, and quantization parameter decision in basic unit level. In our simulating system, the 
spatial layers with different resolutions from QCIF (176×144) to 4CIF (704×576) are coded for a same video clip. 
Generally, the basic unit level rate control is efficient for the large size pictures (>QCIF) from our experience. 
 

Firstly, the MAD of the lth basic unit is calculated in the current coding picture. In case I/P pictures, the predictive 
MAD, )(~

,. jilσ , is obtained by model (15) using the actual MAD of co-located basic units in the picture coded 
previously. In case B pictures, the MAD of current basic unit can be calculated directly. Secondly, determining the target 
bits for the lth basic unit is implemented as follows, 
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where Tr is the remaining bits for the rest basic units in the current picture, and initialized as the picture target bits Ti(j). 
Thirdly, the quantization parameter )(, jQP il for the lth basic unit of jth picture in ith GOP is calculated using the 
quadratic R-D model (16), and then bounded by: 

}})(),(min{,)(max{)( ,1.,1, DQuantjQPjQPDQuantjQPjQP ilililil +−= −−             (19) 

where DQuant is a constant, and generally is regulated with the quantization parameter. In our experiments, DQuant is 1 
if QPl-1,i(j) is greater than 27, otherwise is 2. Meanwhile, to maintain the smoothness of visual quality, (19) is further 
bounded by 

)}}(,6)1(,51min{,6)1(,0max{)( ,, jQPLjPQLjPQjQP iliiil +−−−−−=              (20) 

Specially, for the first basic unit in the current picture, the QP can be derived from average QP of all basic units in the 
previously coded picture, 

unit

i
i N

jsumQPjQP )1()(,1
−×= α                                (21) 

where Nunit is the number of basic unit in this picture, α is a constant as provided in (9). When the number of remaining 
bits is less than 0, the QP is set as:  

DQuantjQPjQP ilil += − )()( ,1,                                  (22) 

Similarly, the QP is further bounded by (20) to maintain the smoothness of perceptual quality. Lastly, the QP is used to 
perform RDO for all MBs in the current basic unit. After coding a basic unit, the number of remaining bits, the 
coefficients of linear prediction model (15) and quadratic R-D model (16) are updated. 

 
3.  EXPERIMENT RESULTS 

 
In order to evaluate the performance of the proposed rate control algorithm, we did encoding experiments using the 4CIF 
sequence “Crew” (704x576, 60Hz), CIF sequences “Husky” and “Foreman” (352x288, 30Hz) with the proposed rate 
control algorithm and the original rate control algorithm. The results show that the proposed algorithm controls bit rate 
successfully with little bit rate fluctuation; meanwhile, the picture’s quality of the proposed algorithm is better than that 
of original algorithm; furthermore, time-consuming is reduced compared with original method. In our simulating system, 
four level spatial scalabilities (QCIF, 15Hz, 96kbps), (QCIF, 15Hz, 192kbps), (CIF, 30Hz, 384kbps) and (CIF, 30Hz, 
750kbps) is provided for the sequences “Crew” and “Husky”; four level spatial scalabilities (QCIF, 15Hz, 64kbps), 
(QCIF, 15Hz, 128kbps), (CIF, 30Hz, 256kbps) and (CIF, 30Hz, 512kbps) is provided for the sequence “Foreman”. The 
proposed rate control algorithm is implemented independently in each layer. For the enhancement layer with same 
spatial resolution as base layer, the motion information is obtained by using that of base layer; meanwhile, it is only 
performed in the CBR case although it can be worked in the VBR case; in addition, it is implemented in the basic unit 
level with basic unit size being the number of MBs in a row of a picture. Table 1-3 in the next page shows the coding 
results of the proposed rate control algorithm. The sequence format and testing conditions are also shown in Table 1-3. 
From the tables, we can see that the proposed algorithm can efficiently control the bit rate at each layer which has 
different combined resolutions of spatial, temporal and SNR. Usually, the mismatch of target bit rate and real bit rate 
does not exceed 0.5%. Figure 2-3 shows the PSNR per frame for the test sequence “Crew” coded at the same bit rate 
with the proposed rate control and the original rate control. From these figures, the curves of proposed algorithm almost 
are above the curves of original algorithm, i.e. the PSNR of proposed algorithm is higher than that of original algorithm 
at the large part of frames. In average, the PSNR gain is about 0.2-1.5dB. 
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Figure 2: PSNR versus frame curve of sequence “Crew” at 96kbps/192kbps with QCIF, 15Hz 
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Figure 3: PSNR versus frame curve of sequence “Crew” at 384kbps with CIF, 30Hz 

 

Table 1: The results with proposed rate control for “Crew” sequence 

 
Layer Target 

bit-rate(kbps) 
Achieved 
bit-rate(kbps) 

Mismatch Psnr(db) 

0(176x144,15) 96 96.28 -0.29% 34.13 
1(176x144,15) 192 192.52 -0.27% 38.09 
2(352x288,30) 384 383.31 0.18% 34.14 
3(352x288,30) 750 748.28 0.23% 37.07 
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Table 2: The results with proposed rate control for “Foreman” sequence 

Layer Target 
bit-rate(kbps) 

Achieved 
bit-rate(kbps) 

Mismatch Psnr(db) 

0(176x144,15) 64 64.28 -0. 44% 33.86 
1(176x144,15) 128 127.76 0.19% 37.20 
2(352x288,30) 256 255.44 0.22% 33.96 
3(352x288,30) 512 510.52 0.29% 36.99 

 

Table 3: The results with proposed rate control for “Husky” sequence 

Layer Target 
bit-rate(kbps) 

Achieved 
bit-rate(kbps) 

Mismatch Psnr(db) 

0(176x144,15) 96 95. 62 0.39% 33.72 
1(176x144,15) 192 192.21 -0.11% 38.38 
2(352x288,30) 384 385.46 -0.38% 35.19 
3(352x288,30) 750 747.68 0.31% 37.10 

 
 

4.  CONCLUSIONS 
 
In this paper, an efficient rate control scheme for the SVM is presented. In each layer, the bit allocation is scaled down 
from the low to the high subband pictures owing to the hierarchical wavelet decomposition structure, and subsequently, 
the QP for each picture (or a basic unit) is determined based on a quadratic R-D model. Experiment results show that the 
generated bit rate is very close to the target bit rate, and meanwhile keep fine quality of the pictures. The initial 
parameters decision, optimized quantization mechanism and further inter-layer predictions need to be studied in our 
future work. Meanwhile, the probability model and rate distortion function specified for the subband pictures should be 
considered furthermore.  
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