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Abstract—We consider the problem of scheduling multicast 
traffic in a buffered crossbar switch with multiple input queues 
at each input port. In this paper, we design and investigate a 
series of combinations of queuing policies and scheduling 
algorithms and report the simulation result. It is shown that a 
small number of input queues at each input port can 
dramatically improve the performance under burst multicast 
traffic in buffered crossbar switches. Under this architecture, it 
is feasible to design simple queuing policies and scheduling 
algorithms for high speed switches while keeping high 
performance and small size of buffer within crossbar.  

Index terms—scheduling; multicast; buffered crossbar switch 

I.  INTRODUCTION 
Input queuing (IQ), together with a crossbar switch fabric, 

virtual output queues (VOQs) [1], [2] and fixed-size cells, is 
now extensively used in high-speed routers. In each time slot, 
the scheduling of unicast traffic in an N×N input-queued 
switch is a bipartite matching problem, and naturally many 
bipartite matching algorithms, maximum or maximal, 
weighted or not, are utilized in IQ scheduling, such as 
LQF[2], LPF [3], PIM [1], iSLIP [2],  and DRRM [4].  

Recently, more and more applications are involved in the 
use of multicast, such as multimedia streaming, group 
interactions and cluster-based communication. This leads to a 
tremendous increasing of multicast traffic over the Internet. 
Many schemes have been proposed to address the multicast 
scheduling for input queued crossbar switches, but most of 
them are based on the simplest queuing discipline – first in 
first out (FIFO). The multicast scheduling scheme can be 
based on no fanout-spliting or fanout-splitting service 
disciplines [5], [6]. In the no fanout-splitting service 
discipline, a multicast cell must be transferred to all of its 
destinations in the same time slot. In the fanout-splitting 
service discipline, a multicast cell may be transferred to the 
output ports over any number of time slots. It has been shown 
that the fanout-splitting service discipline significantly 
improves the throughput of the multicast switch system. 

Algorithm TATRA was proposed in [7]. The idea behind 
this algorithm is to schedule the head of line cells in such a 
way that it leaves the residue, i.e., copies of head of line cells 
that cannot be scheduled in the current time slot, on the 

smallest number of input ports so as to make more new cells 
in the input queues attend the scheduling process in the next 
time slot. Although TATRA achieves good performance, it is 
difficult to implement since the process cannot be parallelized. 
WBA was also proposed in [7], which achieves similar 
performance to TATRA but is easy to be parallelized. 

Switches with a single FIFO queue for multicast at each 
input port usually experience HOL blocking, which degrades 
the throughput. HOL blocking for multicast traffic can be 
eliminated by the multicast VOQ architecture [8], in which 
each input has to maintain up to (2N – 1) queues. However, 
this architecture is impractical in large switches because of its 
poor scalability.   

In order to alleviate the HOL blocking, a window-based 
resolution scheme [9] was proposed, which allows a window 
of cells at the head of an input queue to contend for accessing 
idle output ports in the current time slot. However, it needs 
complicated hardware logic to implement. Other approaches 
were proposed in [10], [11], which maintain multiple queues 
in one input port. Simulation results show this scheme 
achieves better performance.  

In [12], the authors considered the output contention 
resolution for multiple time slots instead of the current time 
slot only. It outperforms most of those algorithms which only 
consider the output contention resolution for the current time 
slot, yet at the cost of the higher scheduling complexity. 

However, for high-capacity switch, none of these 
algorithms has been considered as an efficient solution 
because of performance and/or implementation problems. 
Buffered crossbar switches have recently attracted more 
attention owing to their potential to yield both faster and less 
expensive switches. Researchers have found that the buffered 
crossbar switches achieve good performance with simple 
scheduling algorithms [13-16]. But existing works mainly 
focus on the unicast scheduling. 

Mhamdi etc. first proposed to handle multicast traffic by 
buffered crossbar switch with a single FIFO queue at each 
input port [17]. The authors designed a MXRR algorithm and 
evaluated its performance. It was shown that the new scheme 
is more efficiently and far better than the previous schemes. 
However, under burst traffic, the gain of buffered crossbar in 
handling multicast traffic is marginal due to serious HOL 
blocking existing in FIFO queue.  

In this paper we proposed buffered crossbar with multiple 
queues at each input port to handling multicast traffic. We 
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design and investigate different algorithms under the new 
architecture. The simulation results show that adding a few 
queues at each input port can greatly improve the 
performance while keeping the simplicity of the algorithms. 

The rest of the paper is organized as follows. In Section II 
we describe the proposed architecture and algorithms. In 
Section III we evaluate the proposed schemes by simulation. 
We end this paper with concluding remarks in Section IV. 

II. ARCHITECTURE AND ALGORITHMS 

A. Architecture  
Traditional discussions on multicast usually focused on 

crossbar switches without any buffer at the crosspoints. For 
this architecture, the scheduling algorithms are usually quite 
complex, hence unsuitable to high capacity switches. 
However, by adding a small amount of buffer at the 
crosspoints, which is feasible in current technology, the 
scheduling problem radically changes and is dramatically 
simplified: For a M × N switch, M + N schedulers, M at 
inputs and N at outputs, operate in an independent and 
parallel manner, and each of them deals with only a single 
resource.  

By extending the work in [17], we consider a switch model 
as Fig. 1. There are M input and N output ports in our model. 
Each input has k queues to contain fixed-size multicast cells. 
There is no inner speedup and hence no output queues. The 
crossbar contains M × N small queues, one per crosspoint.  
The scheduler of buffered crossbar switch with multiple input 
queues operates in three stages. The first is the cell 
assignment (CA) stage. Each input with a cell arrival assigns 
the cell to one of the queues. Because the number of queues is 
much smaller than the number of possible multicast addresses, 
this operation is not as simple as that for unicast scheduling, 
in which the scheduler puts the cell directly in the queue for 
the appropriate output port. The second is input scheduling 
(IS) stage. Each input picks a cell and sends its copies to the 
crosspoint buffers corresponding to its fanout set. The third is 
output scheduling (OS) stage. Each output picks a crosspoint 
buffer and takes a cell from it. All the processing can be run 
on each input and output independently and in parallel. 
Therefore the scheduling in buffered crossbar can be 
pipelined to run at high speed, and this makes buffered 
crossbar switches appeal for high performance switches and 
routers. 
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Fig. 1. The architecture of buffered crossbar with multiple input queues for 
multicast scheduling 

B. Algorithm 
In this subsection, we will discuss the details of scheduling 

schemes of different stages. 
1) Cell assignment (CA) 

The scheme to assign incoming cell to queues has an effect 
on the performance of the system. There are three intuitive 
design principles pointed out in [11], [12]. 

1. The head of queues should be “diverse”, i.e. they should 
span a large part of the set of all outputs for which the 
input holds cells. 

2. Cell with multicast addresses that are the same or very 
similar should go to the same queue, so as to provide 
more scheduling options.  

3. Load balancing among queues may be beneficial to 
improve performance. 

A scheme named Majority was proposed in [10]. It 
associates multiple sets of masks with each input queue. 
When a cell arrives, it is put in the queue for which the 
number of matching ports between the mask and the cell 
fanout is the highest. Ties are resolved by multiple levels of 
comparisons. However, there is no detail for the algorithm 
and it’s not clear how many levels of comparisons are enough. 
Bianco etc. proposed minimum distance queuing (MDQ) and 
load-balanced queuing (LBQ) for cell assignment [11]. In 
order to partition the load among the queues, they keep a list 
with all the multicast flows. The size of the list is up to (2N − 
1) in the worst case. Furthermore, both of them need to be 
aware of the traffic patterns of the multicast flows to get a 
good partition of the load among the queues. This is too 
complex for a high speed switches.   

In this paper we propose some cell assignment schemes for 
high speed switch. We choose the schemes with reasonable 
complexity as the candidates.  

1. Cell oriented round-robin assignment (CRRA) 
Each cell is assigned to one of the k queues according to 
the round-robin priority. This scheme distributes the load 
to the queues uniformly. 

2. Burst oriented round-robin assignment (BRRA) 
Each burst is assigned to one of the k queues according 
to the round-robin priority. In this paper, the burst is 
defined as a continuous arrival of cells with the same 
fanout set. This scheme satisfies the second design 
principle to some extent; however, it cannot assure that 
cells in different bursts but with the same multicast 
address were assigned to the same queue.   

3. Cell oriented shortest queue first (CSQF) 
This scheme assigns a cell to the queue with the smallest 
occupancy. It considers the load balance among queues 
at an input, but the decision is made based on the instant 
status of the switch.   

4. Burst oriented shortest queue first (BSQF) 
This scheme assigns a burst to the queue with the 
smallest occupancy. It considers the load balance among 
queues at an input while satisfying the second design 
principle to some extent 

2) Input scheduling (IS) 

After the cell assignment, the input should pick a cell to 
send its copies to the crosspoint buffers corresponding to its 
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fanout set in each time slot. We call it input scheduling. In 
this paper, we propose and investigate 4 schemes.  

1. Round robin (RR) 
In this scheme, the scheduler selects the cell to transfer to 
the crosspoint buffers according to the round-robin 
priority.  

2. Minimum residue  first (MRF) 
Among the cells at the heads of the queues, this scheme 
picks the cell with minimum residue after transmission. 
If there are more than one cell having the minimum 
residue, ties are broken by selecting one of them 
randomly.  The residue of a cell is defined as the number 
of outputs to which that the multicast cell has not 
transferred. This scheme tries to complete the 
transmission of a cell as soon as possible, so as to let the 
new cell behind it attend the contention.  

3. Maximum service first (MSF) 
In this scheme, for each cell at head of queue, the 
number of its copies that can be transferred to crosspoint 
buffers in current time slot is calculated. And the 
scheduler picks a cell with the largest number. Ties are 
broken randomly.  

4. Maximum ratio of service first (MRSF) 
In this scheme, for each cell at head of queue, the ratio of 
the number of its copies which can be scheduled in 
current time slot, to the number of all its copies waiting 
for being scheduled is calculated. And the scheduler 
picks a cell with the maximum ratio. Ties are broken 
randomly. This scheme tries to combine the advantage of 
both MRF and MSF. 

3) Output scheduling (OS) 

1. Round robin (RR) 
The scheduler selects the cells in crosspoint buffers to 
transfer to output according to the round-robin policy.  

2. Longest queue first (LQF)  
This scheme can be used when the size of the crosspoint 
buffer is greater than one cell. It chooses the cell at the 
head of the longest queue at crosspoint, and tries to free 
the heavily occupied crosspoint buffer so that more 
blocked cell at input can be handled.  

All scheduling stages, including cell assignment, input 
scheduling and output scheduling, can use random scheme. 
However, we find that this scheme usually shows a little 
poorer performance than the round robin scheme. In addition, 
its complexity is also a little more than round robin. So we 
don’t discuss and evaluate random scheduling in this paper. 

III. PERFORMANCE EVALUATION 
The simulation results are gathered from a 2 × 8 and an 8×8 

buffered crossbar switch with different number of queues in 
each input. Traffic patterns used in our simulation include 
Bernoulli i.i.d arrival and burst arrival, and all inputs and 
outputs are equally loaded. For burst traffic, the traffic is 
generated as a burst arrival of cells (ON burst), followed by 
bursts of no cells (OFF burst). All cells within an ON burst 
have the same destination. Following [17], the average burst 
size we use is 16 cells. For both traffic models, the multicast 
vectors are uniformly distributed over all possible multicast 

vectors. Thus for a M × N switch, the average fanout is 
N/(2(1−2−N)). The traffic load over an output is ρM/(2(1−2−N )), 
where ρ is the cell arrival rate at an input port. In order to 
evaluate the maximum throughput, we keep traffic load over 
an output 100% in our simulation. 

A. Evaluation of  the cell assignment schemes 
In this subsection, we evaluate performances of different 

cell assignment schemes. We mainly focus on the throughput 
behavior. When conducting this evaluation, we adopt the 
round robin scheduler for both input and output scheduling. 
Fig. 2 shows the saturated throughput performance for an 8×8 
buffered crossbar switch with 4 queues at each input, and Fig. 
3 shows the throughput for a 2 × 8 buffered crossbar switch 
with 4 queues at each input. From the simulation result, we 
find that there is no significant difference between round-
robin and shortest queue first scheme, even though they have 
different complexity. 

It is very interesting that the saturated throughput of cell 
oriented algorithms is higher than that of burst oriented 
algorithms. We speculate that for highly offered load, there 
are usually many cells in queues. So even if the cells 
belonging to the same burst are assigned to different queues, 
they usually don’t arrive at the head of the queue at the same 
time. Therefore they don’t alleviate the diversity of the head 
of queues. For cell based schemes, after completely 
transferring a cell, a new cell with different destination will 
appear sooner than the burst oriented algorithms, so the 
crosspoint buffer gets more opportunities to be filled. This 
will improve the throughput performance. 

B. Evaluation of the input scheduling schemes 
In this subsection, we evaluate the performance of different 

input scheduling schemes. We use CRRA for cell assignment 
and RR for output scheduling. The number of queues at each 
input is equal to 4. 
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Fig. 2. Throughput of output ports for an 8 × 8 switch with different cell 
assignment schemes  
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Fig. 3. Throughput of output ports for a 2 × 8 switch with different cell 
assignment schemes  
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Figs. 4 and 5 show the simulation results of different input 
scheduling schemes for a 2 × 8 switch under different traffic 
patterns. The RR scheme usually achieves the poorest 
performance, whereas the MRSF achieves the best. When the 
size of crosspoint buffer is equal to 1, the throughputs of 
different schemes show quite large difference. The difference 
between RR and MRSF is more than 0.1.  But when the size 
of crosspoint buffer is greater than 3, the difference becomes 
quite small. 

For an 8 × 8 switch, all schemes achieve similar throughput 
performance with a difference less than 0.015. We omit the 
figures due to space limitation. 

C. Evaluation of the output scheduling schemes 
When we conduct the evaluation of the performance of 

different output scheduling schemes, we use CRRA for cell 
assignment schemes and RR for input scheduling scheme. All 
the evaluations are carried out under buffered crossbar 
switches with 4 queues at each input. Fig. 6 shows the 
simulation result. We find that different output scheduling 
schemes achieve almost the same throughput. 

 

1 2 3 4 5 6 7 8
0.5

0.6

0.7

0.8

0.9

1

Crosspoint buffer size (cells) 

T
hr

ou
gh

pu
t 

of
 o

ut
pu

t 
po

rt
s

RR
MSF
SRF
MRSF

 
Fig. 4. Throughput of output ports for a 2 × 8 switch with different input 
scheduling schemes under Bernoulli i.i.d traffic 
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Fig. 5. Throughput of output ports for a 2 × 8 switch with different input 
scheduling schemes under burst traffic 
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Fig. 6. Throughput of output ports for different output scheduling schemes  

D. Evaluations of the effects of the number of queues at 
each input and  buffer sizes at crosspoint 

We choose two sets of scheduling algorithms, CRR-RR-
RR and CRR-MRSF-LQF. CRR-RR-RR is a combination 
with lowest complexity. MXRR proposed in [17] appears in 
our simulation as CRR-RR-RR with single queue at each 
input. CRR-MRSF-LQF tries to achieve the best performance 
by the algorithms with higher complexity.  

Fig. 7 shows the throughput for an 8 × 8 switch with CRR-
RR-RR scheme under Bernoulli i.i.d traffic. We find that both 
increasing the number of queues at each input and increasing 
the size of crosspoint buffer can improve the throughput 
performance. But the size of crosspoint buffer counts more. 

Fig. 8 shows the throughput for a 8 × 8 switch with CRR-
RR-RR scheme under burst traffic. Unlike the result under 
Bernoulli i.i.d traffic, increasing the size of the crosspoint 
buffer is of less help to the improvement of throughput 
performance than increasing the number of queues at each 
input. 

Fig. 9 shows the throughput for a 2 × 8 switch with CRR-
RR-RR scheme under Bernoulli i.i.d traffic. Increasing the 
number of queues at each input cannot improve the 
throughput. This is because for a 2 × 8 switch with a single 
queue, the head of line blocking is usually not very serious 
under Bernoulli i.i.d traffic. The scheduler always completely 
transfers a cell and then serves a new one behind it at once. 
This probably is more efficient than serving different queues 
at an input port in round robin manner over multiple time 
slots, which sometimes continuously accesses the cells with 
little residue. 

However, we can see from Fig. 10 that the gain still mainly 
comes from the multiple input queues at each input for burst 
traffic. Especially, when the size of crosspoint buffer is 
greater than 1 cell, the throughput performance is improved 
much more with the increasing of the number of input queues. 
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Fig.7. Throughput of output ports for an 8 × 8 switch with CRR-RR-RR 
scheme under Bernoulli i.i.d traffic 

0
2

4
6

8

0
2

4
6

8
0.7

0.8

0.9

1

Crosspoint buffer size(cells)Number of queues at each input 

T
hr

ou
gh

pu
t 
of

 o
ut

pu
t 
po

rt
s

 
Fig. 8. Throughput of output ports for an 8 × 8 switch with CRR-RR-RR 
scheme under burst traffic 
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Figs. 11 and 12 show the simulation result of CRR-MRSF-
LQF scheme for a 2×8 switch. It achieves better performance 
than CRR-RR-RR at the cost of higher complexity. It 
achieves throughput more than 0.9 with 8 queues at each 
input when the size of crosspoint buffer is equal to 8. But for 
1 queue at each input, the throughput declines to 0.65.  

For an 8 × 8 switch, the performance of CRR-MRSF-LQF 
is similar to that of CRR-RR-RR. We omit the simulation 
result due to space limitation. 
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Fig. 9 Throughput of output ports for a 2 × 8 switch with CRR-RR-RR 
scheme under Bernoulli i.i.d traffic  
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Fig. 10. Throughput of output ports for a 2 × 8 switch with CRR-RR-RR 
scheme under burst traffic 
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Fig. 11. Throughput of output ports for a 2 × 8 switch with CRR-MRSF-LQF 
scheme under Bernoulli i.i.d traffic  
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Fig. 12. Throughput of output ports for a 2 × 8 switch with CRR-MRSF-LQF 
scheme under burst traffic 

IV. CONCLUSION 
In this paper, we propose to handle multicast traffic by 

buffered crossbar switch with multiple input queues at each 
input port. We design a series of algorithms for proposed 
architecture and make an intensive investigation on them. The 
simulation results show that increasing the size of crosspoint 
buffers cannot improve much the performance under burst 
multicast traffic when the input only uses a single FIFO 
queue. However, slightly increasing the number of queues at 
each input can significantly improve the throughput 
performance under burst multicast traffic, even by very 
simple algorithms. So it is feasible to construct high speed 
multicast switches by the buffered crossbar with multiple 
queues at each input while achieving high performance. 
Among three scheduling stages, the input scheduling is the 
key factor to affect the system performance.   
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