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Abstract

This paper presents a rate control scheme for H.264 by introducing the concept of basic
unit and a linear prediction model. The basic unit can be a macroblock (MB), a slice, or a
frame. The linear model is used to predict the mean absolute differences (MADs) of the
remaining basic units in the current stored picture by those of the co-located basic units in
the previous stored picture. The target bits for the current stored picture are computed by
adopting a fluid flow traffic model and linear tracking theory, and are further bounded by
two values that are derived by taking the hypothetical reference decoder (HRD) into consid-
eration. The remaining bits are allocated to the remaining basic units in the current stored pic-
ture according to their predicted MADs. The corresponding quantization parameter is
computed by using a quadratic rate-distortion model. The rate distortion optimization
(RDO) is then performed for all MBs in the current basic unit by the quantization parameter.
Both constant bit rate and variable bit rate cases are studied. The average PSNR is improved
by up to 0.8 dB for an encoder using our scheme compared to an encoder using a fixed
quantization parameter. With our scheme, an H.264 encoder can be adaptive to time varying
channel bandwidth that is available for the coding process.
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1. Introduction

Video compression has made steady progress over the last 20 years, with 2X bit-
rate reduction every 5 years. With more and more applications, video coding moves
beyond mere compression. A joint source-networking coding will provide the best
solutions for these applications [1]. One of the key issues for the joint source-net-
working coding is the bit rate adaptation of the coding system. An encoder employs
rate control as a way to regulate varying bit rate characteristics of the coded bit-
stream to produce high quality decoded pictures at bit rates that are provided by
the network. Specifically, the rate control is used to compute quantization parame-
ters for the current frame and the number of skipped frames according to the spec-
ified bit rate and the statistics of the current frame, like mean absolution difference
(MAD), mean squared error (MSE), and head bits of each predefined unit (which
can be a macroblock (MB), a frame, or an object) [2–4,6,14]. Rate control is thus
a necessary part of an encoder. There are five key parts on rate control: (1) a rate-
distortion (R-D) model at the predefined unit level. The R-D model sets up a rela-
tionship among quantization parameter, the statistics of the current unit, and the
available number of bits; (2) the frame level bits allocation by using the statistics
of the current frame and the coded frames and the available channel bandwidth;
(3) the unit level bits allocation by using the statistics of all units in the current frame;
(4) quantization parameter of each instantaneous decoding refresh (IDR) picture,
which is determined by the length of group of pictures (GOP) and the available chan-
nel bandwidth; and (5) the number of skipped frames.

The rate control has been widely studied in standards, like MPEG 2, MPEG 4,
H.263, and so on [2–4,6,14]. These scheme focused on the case that the available
channel bandwidth for the coding process is constant. However, this cannot be guar-
anteed by the current Internet with the best effort service or the Internet with the rel-
ative differentiated quality of service (QoS) [5]. It is thus necessary to design a rate
control scheme such that a video encoder can be adaptive to time varying channel
bandwidth that is available for the coding process. Meanwhile, the rate control in
H.264 is more complex than TM5, Q2, and TMN 8 in the sense the statistics of
the current frame is available in TM 5, Q2, and TMN 8 while it is not available
for the rate control in H.264 [2,3,14]. This is because that the quantization parame-
ters are involved in both rate control and rate distortion optimization (RDO) in
H.264 while it is only involved in rate control in MPEG 2, MPEG 4, and H.263.
There exists a typical chicken and egg dilemma when the rate control is implemented
for H.264: to perform RDO for an MB, a quantization parameter should be first
determined for the MB by using the MAD of the current MB. However, the
MAD of the current MB is only available after performing the RDO. An intuition
method is to predict the statistics of each MB in the current frame by that of co-
located MB in the previous frame. However, there exist problems associated with
the prediction at the MB level. For example, imagine the case that an MB in the cur-
rent frame is an Intra-MB while the co-located MB is an Inter-one. Thus, Li et al. [9]
provided a frame layer rate control scheme for H.264 by introducing a linear model
to predict the MAD of the current stored picture by the actual MAD of the previous
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stored picture, which solves the chicken and egg dilemma that is mentioned above.
Jiang et al. [11] proposed an interesting scheme in to improve video distortion,
due to scene change, by more accurately predict frame complexity using the statistics
of previous encoded frames. However, both schemes focused on the frame level and
the bit fluctuation may be too large.

To solve this problem, we introduce the concept of basic unit, which can be
either a slice, or a frame. All MBs in the same basic unit share a common quan-
tization parameter [12]. The linear model is adopted to predict the MADs of the
remaining basic units in the current stored picture by the actual MADs of the
co-located basic units in the previous stored picture. With the linear model and
the concept of basic unit, our scheme is described in detail as follows: the target
bits for the current frame are computed by utilizing a fluid flow traffic model
and linear tracking theory, and are determined by the frame rate, the current buffer
occupancy, the target buffer level and the available channel bandwidth. The target
bits are further bounded by two values that are derived by taking the hypothetical
reference decoder (HRD) into consideration. The remaining bits for the current
frame are allocated to the remaining basic units according to their predicted
MADs. A quadratic R-D model is used to compute the corresponding quantiza-
tion parameter, which is then used to perform the RDO for each MB in the cur-
rent basic unit. We focus on the case that the available channel bandwidth for the
coding process is time varying while our scheme is also applicable to the case that
the bandwidth is constant. The available channel bandwidth can be estimated by
feedback information provided by the receiver [5]. Compared to an H.264 encoder
using fixed quantization parameter, our scheme can improve the average PSNR up
to 0.8 dB. The improved average PSNR is 0.47 dB for all H.264 test sequences un-
der normal test condition. The major contributions of this paper are listed as
follows:

1. Introduce the concept of basic unit to obtain a good trade-off between bit fluctu-
ation and coding efficiency;

2. Propose a linear model to predict the MADs of the remaining basic units in the
current stored picture by those of the co-located basic units in the previous stored
picture and solve the chicken and egg dilemma;

3. Provide an effective buffer regulation scheme which can be utilized in both CBR
case and VBR case while the existing schemes focus on the CBR case;

4. Propose an adaptive scheme to compute the quantization parameter of the IDR
picture in each GOP. With our scheme, the quantization parameter is adaptive
to both the GOP length and the available channel bandwidth.

The rest of this paper is organized as follows: the concept of basic unit and two
models are given in the following section. GOP layer rate control scheme, frame
layer rate control scheme, and basic unit layer rate control scheme are presented
in Sections 3–5, respectively. Section 6 contains extensive experimental results to
illustrate the efficiency of our scheme. Finally, concluding remarks are given in
Section 7.
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2. Preliminary knowledge

In this section, we shall first present the problem associated with the rate control
for H.264.

2.1. The chicken and egg dilemma

The coding process of a MB that is related to the rate control is illustrated in
Fig. 1 and is given by [15,7]

Statistics of current frame ! Rate control ! Quantization parameter

! RDO ! Statistics of current frame ! Coding.

Since quantization parameters are involved in both rate control and RDO, there ex-
ists a dilemma when the rate control is implemented: to perform RDO for an MB, a
quantization parameter should be first determined for the MB by using the MAD of
the MB and the number of header bits. However, the MAD of the current MB and
the number of header bits are only available after performing the RDO. This is a typ-
ical chicken and egg dilemma. Because of this, the rate control for H.264 is more dif-
ficult than those for MPEG 2, MPEG 4, and H.263.

To study the rate control for H.264, we should find a way to estimate the MAD of
the current MB. Besides this, we also need to compute target bits for the current
frame and to determine the number of contiguous MBs that share a quantization
parameter. To solve the problems, we also need the following preliminary
knowledge.

Current
frame

Reference
frames

DCT

Rate
controlMode decision

Motion
estimation

Motion
compensation

Quantization
+

-

Quantization parameters

Statistics of current frame

Chicken and egg dilemma Channel:

CBR or VBR

Fig. 1. The coding process of a MB related to the rate control.
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2.2. The definition of basic unit

The concept of basic unit is defined by [7].

Definition 1. Suppose that a frame is composed of Nmbpic MBs. A basic unit is
defined to be a group of contiguous MBs which is composed of Nmbunit MBs where
Nmbunit is a fraction of Nmbpic.

Denote the total number of basic units in a frame by Nunit, which is computed by

N unit ¼
Nmbpic

Nmbunit

. ð1Þ

All MBs in the same basic unit share a common quantization parameter. It should be
mentioned that the authors of [3] tried to achieve a similar objective at lower bit rate
by setting weight to each MBs. The concept of the basic unit can also be extended to
study the rate control for MPEG 2, MPEG 4, and H.263.

2.3. A fluid flow traffic model

We shall now present a fluid flow traffic model to compute the target bits for the
current coding picture. Let Ni denote the total number of frames in the ith group of
picture (GOP), and Vi(j)(i = 1, 2, . . . , j = 1, 2, . . . , Ni) denote the occupancy of virtual
buffer before coding the jth frame. It can be shown from the fluid flow traffic model
that [6]

V iðjþ 1Þ ¼ maxfV iðjÞ þ biðjÞ � RiðjÞ
f ; 0g

V 1ð1Þ ¼ V s=8

V iþ1ð1Þ ¼ V iðNiÞ

8><
>: ; ð2Þ

where bi (j) is the coded bits of the jth frame in the ith GOP, Ri (j) is the available
channel bandwidth which can be either constant or time varying, f is the predefined
frame rate, and Vs is the buffer size whose maximum value is determined based on
different level and different profile [15].

2.4. A linear MAD prediction model

Suppose that the (jL + 1)th picture is a stored picture and the number of succes-
sive non-stored pictures between two stored pictures are L. The chicken and egg
dilemma can be solved by a linear model

~dl;iðjLþ 1Þ ¼ a1dl;iðjL� Lþ 1Þ þ a2; ð3Þ
where ~dl;iðjLþ 1Þ is the predicted MAD of the lth basic unit in the current stored pic-
ture in the ith GOP, dl, i (jL � L + 1) is the actual MAD of the lth basic unit in the
previous stored picture, a1 and a2 are two coefficients of the prediction model. The
initial values of a1 and a2 are set to 1 and 0, respectively. They are updated after cod-
ing each basic unit [7].
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It should be mentioned that dl, i (jL � L + 1) is a reference value for the prediction.
There are many other choices for the reference value. For example, 16 · 16 based
motion estimation and compensation can be proceeded for all MBs in the current
picture to obtain the rough knowledge of the MADs and the numbers of header bits
for them. We can also use the most possible mode used in the previous frame to per-
form motion estimation and compensation to get the rough information. The result-
ing MAD can be used as the reference value. For simplicity, we choose
dl, i (jL � L + 1) as the reference value. Similarly, there also exist many models for
the prediction and for simplicity, we choose the linear model.

2.5. A quadratic rate-distortion (R-D) model

Our quadratic mode is derived from that in [2,4] by taking the quantization
scheme of H.264 into consideration, and is provided by

b̂l;iðjLþ 1Þ ¼ c1
~dl;iðjLþ 1Þ

Qstep;l;iðjLþ 1Þ þ c2
~dl;iðjLþ 1Þ

Q2
step;l;iðjLþ 1Þ

; ð4Þ

where b̂l;iðjLþ 1Þ is the number of texture bits for the lth basic unit, c1 and c2 are two
coefficients of the quadratic model, and Qstep, l, i (jL + 1) is the quantization step for
the lth basic unit. The relationship between the quantization parameter,
QPl, i (jL + 1), and the quantization step, Qstep, l, i jL + 1 is given as follows [15]:

Qstep;l;iðjLþ 1Þ ¼ 2QPl;iðjLþ1Þ=6 � dðQPl;iðjLþ 1Þ%6Þ; ð5Þ

dð0Þ ¼ 0.675; dð1Þ ¼ 0.6875; dð2Þ ¼ 0.8125; dð3Þ ¼ 0.875; dð4Þ ¼ 1;

dð5Þ ¼ 1.125. ð6Þ

It should be mentioned that the quantization parameter instead of the quantization
step is used in the quadratic R-D model in [2,4].

2.6. HRD conformance

A lower bound and an upper bound for the target bits of each frame are deter-
mined by taking the hypothetical reference decoder (HRD) into consideration.
The lower bound and the upper bound for the jth frame in the ith GOP are denoted
by Zi (j) and Ui (j), respectively.

Let tr, i (j) denote the remove time of the jth frame in the ith GOP from the coded
picture buffer (CPB). Also let be (t) be the bit equivalent of a time duration t with the
conversion factor being the buffer arrival rate [15]. Obviously, be (t) has the following
property:

beðt2Þ � beðt1Þ 6 ðt2 � t1ÞR; t2 P t1 P 0; ð7Þ
where R is the maximum channel bandwidth within the interval [t1, t2].

The upper bound and the lower bound are initialized as follows [8]:
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Zið1Þ ¼ Bi�1ðNi�1Þ þ
Rið1Þ
f

; ð8Þ

Uið1Þ ¼ Bi�1ðNi�1Þ þ beðtr;1ð1ÞÞx; ð9Þ

where Bi�1(Ni�1) is the remaining bits of the (i � 1)th GOP and B0 (N0) = 0. The val-
ue of x is 0.9.

The successive bounds Ui (j) and Zi (j) are computed iteratively as [10]

ZiðjÞ ¼ Ziðj� 1Þ þ RiðjÞ
f

� biðj� 1Þ; ð10Þ

UiðjÞ ¼ Uiðj� 1Þ þ RiðjÞ
f

� biðj� 1Þ
� �

x. ð11Þ

It can be easily shown that a rate control scheme conforms to the HRD if two
conditions

tr;1ð1ÞR 6 V s ð12Þ

ZiðjÞ þ beðtr;1ð1ÞÞ � V s 6 biðjÞ 6
RiðjÞ
f

ð13Þ

are satisfied.
With the concept of the basic unit, models (2) and (3), our scheme works step by

step as follows:

1. Compute the target bits for the current frame by using the fluid traffic model (2),
linear tracking theory [13] and the bounds Ui (j) and Zi (j).

2. Predict the MADs of the remaining basic units in the current stored picture by
using linear model (3) and the actual MADs of the co-located basic units in the
previous stored picture.

3. Allocate the remaining bits to the remaining basic units in the current stored
picture according to the predicted MADs.

4. Compute the corresponding quantization parameter by using the quadratic R-D
model (4) and (6).

5. Perform RDO for each MB in the current basic unit by the quantization param-
eter derived from step 4 [15,16].

6. Update the parameters a1 and a2 of model (3) and c1 and c2 of model (4).

Clearly, the chicken and egg dilemma is solved, even though it may not be the best
solution. Our rate control consists of three levels: the GOP level rate control, the
frame level rate control and an optional basic unit layer rate control. The details
are provided in the following three sections.
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3. GOP-level rate control

In this level, the total number of bits allocated to each GOP is computed and the
initial quantization parameter of each GOP is set.

3.1. Total number of bits

The initial value of bits allocated for the ith GOP is computed as

Bið1Þ ¼
Rið1Þ
f

Ni þ Bi�1ðNi�1Þ. ð14Þ

It can be shown from (14) that the coding results of the latter GOPs depend on those
of the former GOPs. To ensure that all GOPs have a uniform quality, each GOP
should use its own budget.

Since the channel bandwidth may vary at any time, Bi is updated frame by frame
as below.

BiðjÞ ¼ Biðj� 1Þ � biðj� 1Þ þ RiðjÞ � Riðj� 1Þ
f

ðNi � jþ 1Þ; j ¼ 2; 3; . . . ;Ni.

ð15Þ
In the case of the CBR, i.e., Ri (j) = Ri(j � 1), Eq. (15) is simplified as

BiðjÞ ¼ Biðj� 1Þ � biðj� 1Þ ; j ¼ 2; 3; . . . ;Ni. ð16Þ
In other words, Eq. (15) is also applicable to the CBR case.

3.2. Initial quantization parameter

In our scheme, the initial quantization parameter of the ith GOP, QPi (1), is pre-
defined based on the available channel bandwidth and the GOP length. Normally, a
small QP1(1) should be chosen if the available channel bandwidth is wide and a big
QP1(1) should be used if it is narrow. The IDR picture and the first stored picture of
the GOP are coded by QPi(1). The other QPi(1) is computed by

QPið1Þ ¼ max min

PNpði�1Þ
j¼1

�QP i�1ðjLþ 1Þ
Npði� 1Þ

((

�min 2;
Ni�1

15

� �
;QPi�1ð1Þ þ 2

�
;QP i�1ð1Þ � 2

�
; ð17Þ

where Np(i � 1) is the total number of stored pictures in the (i � 1)th GOP and
�QPi�1ðjLþ 1Þ is the average value of all quantization parameters of the jth stored
picture in the (i � 1)th GOP. QPi(1) is further adjusted by

QPið1Þ ¼ QP ið1Þ � 1; ifQPið1Þ > QPi�1ðNpði� 1ÞLþ 1Þ � 2; ð18Þ
where QPi � 1(Np (i � 1)L + 1) is the quantization parameter of the last stored pic-
ture in the (i � 1)th GOP. Clearly, QPi(1) is adaptive to both the GOP length and
the available channel bandwidth.
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The IDR picture and the first stored picture in each GOP are coded by QPi(1) if
the basic unit is chosen as a frame. Otherwise, only the IDR picture in each GOP is
coded by QPi(1).

4. Frame level rate control

The frame level rate control scheme consists of two stages: pre-encoding and post-
encoding.

4.1. Pre-encoding stage

The objective of this stage is to compute quantization parameters of all frames.
For simplicity, different methods are provided to compute the quantization param-
eters of the stored picture and the non-stored picture.

4.1.1. Quantization parameters of non-stored pictures

To simplify our algorithm, the quantization parameters of non-stored pictures are
obtained through a linear interpolation method as follows:

Suppose that the (jL + 1)th and the (jL + L + 1)th frames are stored pictures and
the quantization parameters of two adjacent stored pictures are QPi (jL) and
QPi (jL + L + 1), respectively. The quantization parameter of the kth (1 6 k 6 L)
non-stored picture is given according to the following two cases:

Case 1. When L = 1, there is only one non-stored picture between two stored
pictures. The quantization parameter is computed by

QPiðjþ 1Þ ¼
QPiðjÞþQPiðjþ2Þþ2

2
if QPiðjÞ 6¼ QPiðjþ 2Þ

QPiðjÞ þ 2 Otherwise

(
. ð19Þ

Case 2. When L > 1, there are more than one non-stored picture between two
stored pictures. The quantization parameters are computed by

QP iðjLþ kÞ

¼ QPiðjLþ 1Þ þ aþmax min
ðQPiðjLþ Lþ 1Þ � QPiðjLþ 1ÞÞðk � 1Þ

L� 1
;

��

2ðk � 1Þ
�
;�2ðk � 1Þ

�
; k ¼ 2; 3; . . . ; L; ð20Þ

where a is a function of the difference between the quantization parameter of the first
non-stored picture and QPi (j), and is given as
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a ¼

�3 QPiðjLþ Lþ 1Þ � QPiðjLþ 1Þ 6 �2L� 3

�2 QPiðjLþ Lþ 1Þ � QPiðjLþ 1Þ ¼ �2L� 2

�1 QPiðjLþ Lþ 1Þ � QPiðjLþ 1Þ ¼ �2L� 1

0 QPiðjLþ Lþ 1Þ � QPiðjLþ 1Þ ¼ �2L

1 QPiðjLþ Lþ 1Þ � QPiðjLþ 1Þ ¼ �2Lþ 1

2 Otherwise

8>>>>>>>>>><
>>>>>>>>>>:

. ð21Þ

The cases that QPi (jL + L + 1) � QPi(jL + 1) < �2L + 1 can only occur at time in-
stant that the video sequence switches from one GOP to another GOP. It can be ver-
ified that |QPi (jL + k + 1)�QPi(jL + k)| < 2.

The final quantization parameter QPi(jL + 1 + k) for the non-stored picture is
further bounded by 0 and 51.

Remark 1. Since the non-stored pictures are not used to predict other pictures,
relatively larger quantization parameters are chosen for them to save more bits for
the stored pictures. The overall prediction gain is thus improved. Meanwhile, the
smoothness of visual quality is also kept by setting the maximum value of the
difference between quantization parameters of two adjacent pictures as 2. h

4.1.2. Quantization parameters of stored pictures

The quantization parameters of stored pictures are computed by the following
two steps:

Step 1. Determine target bits for each stored picture.

The bits that are allocated to the current stored picture should be adjusted accord-
ing to the current buffer occupancy and the picture complexity. Step 1 is composed of
the following two sub-steps:

Step 1.1. Predefine a target buffer level for each stored picture in the current GOP.

After coding the first stored picture in the ith GOP, the value of the target buffer
level is initialized as

Sið2Þ ¼ V ið2Þ; ð22Þ
where Vi(2) is the actual buffer occupancy after coding the first stored picture in the
ith GOP.

Suppose that the (jL + 1)th picture is a stored picture. The target buffer level for
the picture is determined by

SiðjLþ 1Þ ¼ SiðjL� Lþ 1Þ � Sið2Þ � V s=8

NpðiÞ � 1

þ
�W p;iðjL� Lþ 1ÞðLþ 1ÞRiðjLþ 1Þ
f ð �W p;iðjL� Lþ 1Þ þ �W b;iðjLÞLÞ

� RiðjLþ 1Þ
f

. ð23Þ
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In the above equation, �W p;iðjL� Lþ 1Þ is the average complexity weight of stored
pictures that have been coded, �W b;iðjLÞ is the complexity weight of non-stored pic-
tures that have been coded. They are computed as follows:

�W p;iðjL� Lþ 1Þ ¼ W p;iðjL� Lþ 1Þ
8

þ 7 �W p;iðjL� 2Lþ 1Þ
8

; ð24Þ

�W b;iðjLÞ ¼
W b;iðjLÞ

8
þ 7 �W b;iðjL� 1Þ

8
; ð25Þ

W p;iðjL� Lþ 1Þ ¼ biðjL� Lþ 1Þ �QPiðjL� Lþ 1Þ; ð26Þ

W b;iðjLÞ ¼
biðjLÞ �QP iðjLÞ

1.36
; ð27Þ

where �QP iðjÞ is the average value of quantization parameters in the jth frame, Wp

and Wb are the weight of the current/previous stored picture and non-stored picture.
In the case that there is no non-stored picture between two stored pictures, i.e.,

L = 1, Eq. (23) can be simplified as

Siðjþ 1Þ ¼ SiðjÞ �
Sið2Þ � V s=8

NpðiÞ � 1
. ð28Þ

It can be easily shown that Si (Ni) is about Vs/8. Thus, if the actual buffer fullness is
exactly the same as the predefined target buffer level, it means that each GOP uses its
own budget. However, since the rate-distortion (R-D) model and the linear MAD
prediction model are not accurate [2,4], there usually exists difference between the
actual buffer occupancy and the target buffer level. We therefore need to compute
target bits for each stored picture to reduce this difference. This is achieved by the
following sub-step.

Step 1.2. Compute target bits for the current stored picture.

Using model (2) and linear tracking theory [13], the target bits allocated for the jth
stored picture in the ith GOP are determined based on the target buffer level, the
frame rate, the available channel bandwidth and the actual buffer occupancy as
follows:

~T iðjLþ 1Þ ¼ RiðjLþ 1Þ
f

þ cðSiðjLþ 1Þ � V iðjLþ 1ÞÞ;

where c is a constant, its typical value is 0.125.
If the number of generated bits is around ~T iðjLþ 1Þ, it can be easily shown that

V iðjLþ 2Þ � SiðjLþ 2Þ � ð1� cÞðV iðjLþ 1Þ � SiðjLþ 1ÞÞ. ð29Þ
Therefore, a tight buffer regulation can be achieved by choosing a large c. However,
a small c is selected in our scheme to improve video distortion that is due to scene
change.
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Meanwhile, the number of remaining bits should also be considered when the tar-
get bit is computed, i.e.,

T̂ iðjLþ 1Þ ¼ W p;iðjL� Lþ 1ÞBiðjLÞ
W p;iðjL� Lþ 1ÞNp;r þ W b;iðjLÞNb;r

;

where Np, r and Nb, r are the numbers of the remaining stored pictures and the
remaining non-stored pictures, respectively.

The target bits are a weighted combination of the items ~T iðjLþ 1Þ and T̂ iðjLþ 1Þ,
i.e.,

T iðjLþ 1Þ ¼ bT̂ iðjLþ 1Þ þ ð1� bÞ~T iðjLþ 1Þ; ð30Þ
where b is a constant and its typical value is 0.875.

It can be known from (30) that a tight buffer regulation can be achieved by choos-
ing a small b. Similarly, a large b is selected in our scheme to improve video distor-
tion that is due to scene change.

To maintain the quality of the coded frames, the target bit Ti (jL + 1) is bounded
by

T iðjLþ 1Þ ¼ max T iðjLþ 1Þ;mhdr;iðjL� Lþ 1Þ þ RiðjLþ 1Þ
4f

� �
. ð31Þ

where mhdr,i(jL � L + 1) is the number of bits used for the header and motion vectors
by the previous stored picture.

To conform with the HRD, the target bits are further bounded by

T iðjLþ 1Þ ¼ minfmaxfZiðjLþ 1Þ; T iðjLþ 1Þg;UiðjLþ 1Þg. ð32Þ

Step 2. Compute the quantization parameter of the current stored picture and
perform RDO for each MB in the current picture.

The MAD of the current store picture is predicted by model (3) using the actual
MAD of the previous stored picture. The quantization parameter QPi (jL + 1) cor-
responding to the target bits is then computed by using the quadratic model (4)
and (6). The details on this can be found in [2,4,6], it is thus not elaborated in this
section. To maintain the smoothness of visual quality among successive frames,
the quantization parameter QPi (jL + 1) is further adjusted by

QPiðjLþ 1Þ ¼ minfQP iðjL� Lþ 1Þ þ 2;

maxfQP iðjL� Lþ 1Þ � 2;QP iðjLþ 1Þgg; ð33Þ

where QPi(jL � L + 1) is the quantization parameter of the previous stored pictures.
Meanwhile, it should be bounded by the global bounds provided by H.264, i.e.,

QPiðjLþ 1Þ ¼ minfmaxfQPiðjLþ 1Þ; 0g; 51g. ð34Þ
The quantization parameter is then applied to perform RDO for each MB in the cur-
rent stored picture by using the method provided in [15,16].
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4.2. Post-encoding stage

There are three tasks in this stage: update the parameters a1 and a2 of model (3),
update the parameters c1 and c2 of quadratic R-D models (4) and (6), and determine
the number of frames that need to be skipped.

After encoding a frame, the parameters a1 and a2 of model (3), as well as c1 and c2
of quadratic R-D models (4) and (6) are updated. A linear regression method similar
to that in [2,4] is used where the sliding window size is computed by using the method
provided in [6] instead of that in [2,4].

The actual number of bits generated, bi (j) is added to the current buffer. To pre-
vent the updated buffer from overflow, the frame skipping parameter Npost is set to
zero and increased until the buffer condition

V iðjþ N postÞ < 0.8V s ð35Þ

is satisfied [2], where the buffer fullness is updated as

V iðjþ lþ 1Þ ¼ V iðjþ lÞ � Riðjþ lÞ
f

; 1 6 l 6 N post � 1.

5. Basic unit level rate control

If the basic unit is not selected as a frame, an additional basic unit level rate con-
trol should be added to our scheme.

Same as the frame layer rate control, the quantization parameters for the
IDR pictures and the non-stored pictures are the same for all basic units in
the same frame. They are computed almost the same as that at the frame level
provided that QPi (jL + 1) and QPi (jL + L + 1) are replaced by the average val-
ues of quantization parameters of all basic units in the corresponding stored
pictures.

In the remaining part of this section, we shall provide the basic unit layer rate con-
trol for each stored picture.

Same as the frame level, we shall first determine target bits for each stored picture.
The process is the same as that at the frame layer. The bits are then allocated to the
remaining basic units according to their predicted MADs.

The basic unit level rate control selects the values of quantization parameters
of all basic units in a stored picture, so that the sum of generated bits is close
to the frame target Ti (jL + 1). The following is a step-by-step description of this
method.

Step 1. Predict the MADs of the remaining basic units in the current stored picture
by model (3) using the actual MADs of the co-located basic units in the previous
stored picture.

Step 2. Compute the number of texture bits b̂l;iðjLþ 1Þ for the current basic unit.
This step is composed of the following three substeps:
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Step 2.1. Compute the target bits for the current basic unit.

Let Tr,i (jL + 1) denote the number of remaining bits for the the remaining basic
units in the current stored picture, and the initial value of Tr, i (jL + 1) is Ti (jL + 1).
The target bits for the lth basic unit are given by

~bl;iðjLþ 1Þ ¼ T r;iðjLþ 1Þ
~d
2

l;iðjLþ 1ÞPNunit
k¼l

~d
2

k;iðjLþ 1Þ
. ð36Þ

Remark 2. Since only dk,i (jL + 1) is available by using our simple method, our basic
unit layer bit allocation scheme is thus designed as (36). The RDO cost should be
used if 16 · 16 or 8 · 8 based motion estimation and compensation is performed for
the current frame. It is desirable to use the available information as much as possible
in the bit allocation scheme. h

Step 2.2. Compute the average number of header bits that are generated by all cod-
ed basic units:

~mhdr;l ¼ ~mhdr;l�1 1� 1

l

� �
þ m̂hdr;l

l
ð37Þ

mhdr;l ¼ ~mhdr;l
l

Nunit

þ mhdr;1 1� l
Nunit

� �
; 1 6 l 6 Nunit; ð38Þ

where m̂hdr;l is the actual number of header bits generated by the lth basic unit in the
current stored picture, mhdr,1 is the estimate from all basic units in the previous
frame.

Remark 3. If the estimation of motion cost is available, it can also be used to
achieve a more accurate estimation of the head bits for the current basic unit. h

Step 2.3. Compute the number of texture bits b̂l;iðjLþ 1Þ as below.

b̂l;iðjLþ 1Þ ¼ ~bl;iðjLþ 1Þ � mhdr;l. ð39Þ

To maintain the quality of each basic unit, b̂l;iðjLþ 1Þ is further bounded by

b̂l;iðjLþ 1Þ ¼ max b̂l;iðjLþ 1Þ;RiðjLþ 1Þ
4fNunit

� �
. ð40Þ

Step 3. Compute the quantization parameter of the current basic unit by using the
quadratic R-D model (4) and (6). We need to consider the following three cases:
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Case 1. When the basic unit is the first one in the current stored picture, the quan-
tization parameter is given by

QP 1;iðjLþ 1Þ ¼ �QP iðjL� Lþ 1Þ; ð41Þ

where �QPiðjL� Lþ 1Þ is the average value of quantization parameters for all basic
units in the previous stored picture.

Case 2. When Tr(jL + 1) < 0, the quantization parameter should be greater than
that of previous basic unit such that the sum of generated bits is close to Ti(jL + 1),
i.e.,

QPl;iðjLþ 1Þ ¼ QPl�1;iðjLþ 1Þ þ 1. ð42Þ

To maintain the smoothness of visual quality, the quantization parameter is further
bounded by

QPl;iðjLþ 1Þ ¼ maxf �QPiðjL� Lþ 1Þ � 2;

minf �QPiðjL� Lþ 1Þ þ 2;QPl;iðjLþ 1Þgg. ð43Þ

Two major functions of bounds are to maintain the smoothness of visual quality and
to compensate the inaccuracy of model (3).

Case 3. Otherwise, we shall first compute a quantization parameter
QPl,i(jL + 1) by using the quadratic model (4) and (6). Similar to case 2, it
is bounded by

QPl;iðjLþ 1Þ ¼ maxfQPl�1;iðjLþ 1Þ � 1;

minfQPl;iðjLþ 1Þ;QPl�1;iðjLþ 1Þ þ 1gg. ð44Þ

The objective is to reduce the blocking artifacts. Meanwhile, to maintain the smooth-
ness of visual quality, it is further bounded by (43).

Step 4. Perform RDO for all MBs in the current basic unit.

Step 5. Update the number of remaining bits Tr and update the parameters of the
linear MAD prediction model and the quadratic R-D model.

Step 6. After coding the current stored picture, �QP iðjLþ 1Þ is updated.

Remark 4. To obtain a good trade-off between average PSNR and bit fluctuation,
Nmbunit is recommended to be the number of MBs in a row for field coding, adaptive
field/frame coding and MB adaptive field/frame coding, and Nunit is recommended
to be 9 for other applications. h
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Remark 5. To reduce the number of bits used for the difference among the quanti-
zation parameters of MBs, the syntax of H.264 could be modified by inserting a
number in the beginning of the bit stream to indicate the exact number of MBs in
the basic unit. We then only need to code the difference among the quantization
parameters of basic unit instead of those of MBs. h

6. Experimental results

Extensive experiments have been carried out in this section by using [18]. The test
conditions are given in Table 1 [17]:

An encoder employs rate control as a way to regulate varying bit rate character-
istics of the coded bitstream to produce high quality coded frames at a given target
bit rate. The target bit rate can be given in many ways. For example, it can be a pre-
defined CBR, or a VBR determined by the status of the Internet.

We shall first test the effect of different basic units on the bit fluctuation and the
average PSNR. We consider two video sequences with QCIF size where the target bit
rate is 64 kb/s, the frame rate is 15 frames/s, the GOP length is 150, QP0 is 25, and
RDO is switched off. The experimental results are illustrated in Fig. 2, and Tables 2
and 3. It is shown that a frame layer rate control could achieve a high PSNR but a
big bit fluctuation, while MB layer rate control could have small bit fluctuation with
slight loss in PSNR. A basic unit layer rate control can be used to obtain a good
trade-off.

We now consider the case that the target bit rate is time varying. Test sequences
are Foreman, News, Container, and Silent with QCIF size(4:2:0), Mobile, Paris, and
Tempete with CIF size (4:2:0); Source frame rate is 30 frames/s, encoded frame rate
is 15 frames/s; 150 frames are used for each sequence and the GOP length is 150; QP
for the first I frame is 21 for sequences with QCIF size and 26 for sequences with CIF
size, the time varying bandwidth is 128 kb/s (the first 59 frames 1 6 j 6 59) and
192 kb/s (the remaining 91 frames 60 6 j 6 150) for video sequences with QCIF size,
is 512kb/s (the first 59 frames 1 6 j 6 59) and 786 kb/s (the remaining 91 frames
60 6 j 6 150) for video sequences with CIF size. The experimental results are listed
in the Table 4 and Figs. 3–9. It is shown that the actual bit rate is kept close to the

Table 1
Testing condition

MV resolution 1/4 pel
Hadamard On
RDO On (IBBP), Off (IPP)
Search range ±32
Restrict search range 2
Reference frame 1
Symbol CABAC
GOP structure IPP (VBR, CBR), IBBP (CBR)
Platform JM6.1c
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Fig. 2. Comparison of bit fluctuation among different choices of basic unit for video sequences Foreman
and News.
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predefined bandwidth. With our scheme, the H.264 encoder can be adaptive to the
time varying channel bandwidth that is available to the coding process. Meanwhile,
the buffer neither underflows nor overflows. The available channel bandwidth is fully
utilized. However, the actual buffer occupancy does not track the target buffer level
well. This is due to the following two reasons: (1) the estimation of the header bits is
not accurate and the header bits occupy a large part of the total bits for a basic unit;
and (2) the estimation of the MAD is also not accurate enough.

We finally compare the coding efficiency of an H.264 encoder with our rate con-
trol to that of an H.264 encoder with a fixed quantization parameter. In other words,
the target bit rate is generated by first coding a video sequence with a fixed quanti-
zation parameter, and then serves as the input to the H.264 encoder with our rate
control. This type of comparison is recommended by the ad hoc group of H.264
according to [17].

Table 3
Comparison of bit fluctuation among different choices of basic unit

Sequences Nmbunit Mean (bits) Standard deviation

News 99 (frame) 4060 1303
News 11 (slice) 4063 969
News 1 (MB) 4072 533
Foreman 99 (frame) 4052 1153
Foreman 11 (slice) 4056 636
Foreman 1 (MB) 4078 876

Table 2
Comparison of average PSNR among different choices of basic unit

Sequences Nmbunit Y (dB) U (dB) V (dB)

News 99 (frame) 37.96 41.22 41.58
News 11 (slice) 37.89 41.14 41.64
News 1 (MB) 37.66 41.23 41.61
Foreman 99 (frame) 33.94 38.50 39.76
Foreman 11 (slice) 33.85 38.47 39.73
Foreman 1 (MB) 33.74 38.38 39.62

Table 4
Experimental results for our adaptive rate control under time varying channel

Video sequence Average PSNR (dB) Skipped frames Resulted bandwidth (kb/s)

Foreman 38.36 0 166.64
News 43.64 0 166.81
Container 43.42 0 166.78
Silent 42.66 0 166.87
Paris 39.82 0 668.78
Tempete 34.12 0 642.35
Mobile 31.94 0 668.31
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Fig. 3. Experimental results for video sequence Foreman under time varying channel.
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Fig. 4. Experimental results for video sequence News under time varying channel.
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Fig. 5. Experimental results for video sequence Silent under time varying channel.
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Fig. 6. Experimental results for video sequence Container under time varying channel.
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Fig. 7. Experimental results for video sequence Paris under time varying channel.
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Fig. 8. Experimental results for video sequence Mobile under time varying channel.
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Fig. 9. Experimental results for video sequence Tempete under time varying channel.
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Fig. 10. Comparison results between our scheme and a fixed QP scheme for video sequences News and
Foreman under CBR.
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Fig. 11. Comparison results our scheme and a fixed QP scheme for video sequences Container and Silent
under CBR.
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Fig. 12. Comparison results our scheme and a fixed QP scheme for video sequences Paris and Mobile
under CBR.
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Test sequences are Container, Coastguard, News, Silent, and Foreman with
QCIF size (4:2:0), Mobile, Tempete, and Paris with CIF size (4:2:0); Source frame
rate is 30 frames/s, encoded frame rate is 15 frames/s for Container, News, Silent,
Foreman and Paris and 30 for other sequences; 150 frames are used for each se-
quence with 15 frames/s, 300 frames for sequences with 30 frames/s, and the GOP
length is 30; The fixed quantization parameters are set to 28, 32, 36, and 40, respec-
tively [17]. QP0 in our scheme are set to 26, 30, 34, and 38, respectively.

The experimental results are given in Figs. 10–13. It is shown that compared to an
H.264 encoder using fixed quantization parameter, our scheme can improve the aver-
age PSNR up to 0.8 dB. The improved average PSNR is 0.47 dB for H.264 test
sequences under normal test condition.

7. Conclusions

This paper has proposed an adaptive rate control scheme for H.264 by introduc-
ing the concept of basic unit and a linear mean absolute difference (MAD) prediction
model. The MADs of the remaining basic units in the current stored picture are pre-
dicted by the linear model using the actual MADs of the co-located basic units in the
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Fig. 13. Comparison results our scheme and a fixed QP scheme for video sequence Tempete under CBR.
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previous stored picture. The target bits for the current stored picture are computed
by adopting a fluid flow traffic model and linear tracking theory. The bits are allo-
cated to all remaining basic units in the current picturer according to their predicted
MADs. The corresponding quantization parameter is computed by using a quadratic
rate-distortion model. The rate distortion optimization is then performed for each
macro-block (MB) in the current basic unit by using the quantization parameter.
Both constant bit rate (CBR) and variable bit rate (VBR) cases are studied in this
paper. The average PSNR is improved by up to 0.8 dB for an encoder using our
scheme compared to an encoder using a fixed quantization parameter. The overall
average improvements in PSNR for all the test sequences recommended by H.264
is 0.47 dB. With our scheme, an H.264 encoder can be adaptive to time varying chan-
nel bandwidth that is available for the coding process.
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