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Abstract

Matrix pair beamformer (MPB) is a promising blind beamforméhich exploits the temporal sig-
nature of the signal of interest (SOI) to acquire its spasialtistical information. It does not need
any knowledge of directional information or training sences. However, the major problem of the
existing MPBs is that they have serious threshold effectstha thresholds will grow as the interference
power increases or even approach infinity. In particulds igsue prevails in scenarios with structured
interference, such as, periodically repeated white nd®gs, or MAIs in multipath channels. In this
paper, we will first present the principles for designing pn@jection space of the MPB which are closely
correlated with the ability of suppressing structured rifgence and system finite sample performance.
Then a multiple-interference-channel based matrix paanifermer (MIC-MPB) for CDMA systems is
developed according to the principles. In order to adaptytwachic channels, an adaptive algorithm for
the beamformer is also proposed. Theoretical analysis andlation results show that the proposed
beamformer has a small and bounded threshold when the @rdede power increases. Performance
comparisons of the MIC-MPB and the existing MPBs in varioosrarios via a number of numerical

examples are also presented.
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. INTRODUCTION

Adaptive beamforming is a promising technique to spatiallppress interference, and can be used
in dense interference environments, such as, direct sequarde division multiple access (DS-CDMA)
systems. Adaptive beamforming techniques often make uae&pbwn training sequence or the direction-
of-arrival (DOA). However, the time-varying nature of mtbcommunication requires continuous DOA
tracking or pilot signals in these methods, which increahescomplexity and bandwidth requirement.
In addition, steering vector errors will cause performaloss in DOA-based beamformers as well [1],
[2].

To overcome these problems, many blind adaptive beamfgrralgorithms have been extensively
studied. The constant modulus algorithm (CMA) is a class rafdgnt-based algorithm that works on
the premise that the existence of an interference causdadtion in the amplitude of the array output,
which otherwise has a constant modulus [3]-[6]. But for tbegible presence of constant modulus (CM)
interfering signals (e.g. MAI, BPSK jamming, etc.) and thleuirement for power control, the blind
algorithm based on CM property is less feasible for DS-CDMAtems [[12]. Another class of blind
algorithms exploit the temporal signature of the signalrdéiiest (SOI) to acquire its spatial statistical
information, which also only requires the spreading code timings of the desired user![7]-[12] as
the CMA methods[[4][6]. In[[7]=[10], the eigenstructurdstime pre- and post-correlation (PAPC) array
covariance matrices are used to derive the beamformer, andug kinds of low complexity iteration
algorithms are developed. The Maximin algorithm propose[d 1], [12] uses a filter pair (FP) to separate
the SOI and the interference, and update the weight vectatdgpest decent method.

As indicated in our recent work [13]|_[14], these approachkare the same processing structure,
i.e., two projections to construct two estimated matricafved by a generalized eigen-decomposition
of the matrix pair, and hence are referred to as matrix paintiermer (MPB). We also find the key
assumption that the two matrices share the same interieigagstics is not valid in many cases, which
will cause so-called matrix mismatch [13], [14]. Due to mamismatch, the MPB always suffers from
a threshold effect. When the input signal-to-noise ratiNR$ is below the threshold, the performance
of the beamformer will degrade rapidly, and the main beanh pdgint to the direction of interferers. In
some cases, the threshold SNR is infinity and the MPB failevienr. Furthermore, the existing MPB is

vulnerable to structured interference in many cases, ssigiedodically repeated white noise, tones, and
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MAIs in multipath channels. As a result, the threshold wilby as the interference power increases. In
order to make the beamformer work, the power of the SOI shaldd increase to compete with that
of the interference. This property means the MPB cannottionainder this condition. Therefore, it is
important to design an MPB with ability of suppressing stuwed interference.

Finite sample effect is another important factor havingrapdct on the performance of a beamformer.
Since insufficient sample-support may cause a considenaiBlaatch between true and sample covariance
matrices in practical implementations, the calculated@aigenvalues will be a significant spread around
the correct values [1]. As a result, how much independergensamples obtained can determine the
performance of a beamformer. Robust design of a beamfomvetving diagonal loading factor [15],
[16] is another approach to cope with this problem, whichedsgtizes the system by compressing the
noise eigenvalues of the correlation matrix so that themmbtapability against small interference sources
is reduced[[16]. However, how to choose the best loadingfdat a real scenario in order to combat
the finite sample effect is still an open problem.

Based on the above observations and the analytic resultarimegent work, in this paper, we first
propose several principles for designing the projectioacsepfor MPBs. Then a multiple-interference-
channel based matrix pair beamformer (MIC-MPB) for CDMAteyss is developed. The beamformer
has a small and bounded threshold, i.e., the threshold duegow when the power of the interference
increases. Moveover, by exploiting more signal-free fetence samples, the approach achieves a less
perturbed noise subspace and avoids signal cancelation.

The rest of the paper is organized as follows. Section |l gmesa general framework of MPB to
summarize and reinterpret the basic ideas_in [7]-[12],0fedd by reviewing some results concerning
threshold effects of the existing MPBs. In Section lll, westfipresent the principles for designing the
projection space based on the results. Then, a multiptefarence-channel based MPB is proposed
according to the principles. In order to adapt to dynamicnoleds, Section IV derives an adaptive
algorithm for the proposed beamformer. Finally, Sectionixég a number of computation and simulation

results that illustrate the good performance of this beaméo, and Section VI concludes the paper.

[I. PROBLEM FORMULATION
A. Signal Model

In a CDMA system withM users, the transmitted baseband signal ofitheuser is

+o0o
sit) =\/Pr Y bi(k)ei(t — kTy) (1)
k=—o00
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where Pr is the transmit powerb;(k) € {+1, —1} is the kth transmitted symbol by thé&h user;c;(t)
is its normalized signaling waveform, supported[onT;]; andTs denotes the symbol interval;(¢) can

be expressed as
N-1
= Ci(n)y(t — nTe) 2)
n=0

where C;(n) € {+1,—1} is the spreading code assigned to ike user;v(¢) is the normalized chip
waveform with time duratiorf,; and N = T,/T.. is the processing gain.

The receiver has an antenna arraylofsotropic elements that receives signals from far field.hEac
user signal arrives at the array via different paths. We rassall elements experience identical fading
for each path. In addition, there af@ jammings received. Then the total received signal afteriarar

demodulation is
M-1 D,

v si(t—Tij)a(bi;) +qu v(t) 3)
=0 j=1

where;;, 7;; anda(6;;) are the path gain, delay and array response vector fojtth@ath of theith
user;D; is the number of paths for thih user;z,(t) anda(d,) are the waveform and the array response
vector for theqth jamming; v(¢) is the space-time white noise. For uniform linear array () Lwth
interelement spacing and carrier wavelength, the ith component of(6) is e™7/ >~ #50sin@) whered is

the DOA and can bé, or §;;.

After matched filtering and chip-rate sampling, the diserggnal can be written as

(n+1)T.
x(n) = / x(t)Y*(t — nT,)dt

Te
M-1 D; +oo Q
S VP D bi(k)ei(n —nij — kN)a(0;) + > zg(n)a(8y) + v(n) 4)
=0 j=1 k=—o00 q=1

where (-)* denotes conjugate?’;; andn,;; are power and chip delay for thgh path of theith user,
respectively. We have omitted; in (4) and contained it itP;;; z,(n) andv(n) are the discrete counterpart
of z,(t) andv(t).

We also assume the propagation delays of multipath signais & desired user, enumeratedias 0
in (4), can be perfectly estimated as the existing MRBs [[Z2}[and our goal is to recoveéy(k) from
x(n) with fidelity. There areD, paths for the desired user, and our strategy is to constaahformer for
each path to suppress all other signals except the specé#tbdip fact, the delayed replica of the desired
signal in the multipath propagation can be treated as MAlsmwthe relative delay between a certain
path and the desired one is greater than one chip, since teadipg code is assumed to have good

cross-correlation and self-correlation property. Thertwa-dimensional rake combiner is employed to
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combine outputs of th®, beamformers, and the procedure is similai to [9]] [10]. 8ithee main purpose
of this paper is to address the problem of the threshold edfethe MPB, without loss of generality, the
first beamformer (corresponding to the first path of the @esuser) is used for the following analysis

for notational convenience. To be more specific, we rewiddeas

D
x(n) =Y VPisi(n)a(6;) + v(n), ()
=0

where D = Zf‘igl D, +@Q —1 < L; s;(n) is the discrete sequence of tit# signal with normalized
power, withsg(n) is the SOI, and;(n), s2(n),...,sp(n) are interferers such as other multipath signals
of the desired user, MAls by othéf —1 users, and jammers, etg;, a(6;), andd; are its power, steering

vector and DOA, respectively. Specifically, the SQ(n) is

+o0o
so(n) = > bo(k)eo(n — kN — np), (6)

k=—o00

whereng = ng; is the equivalent propagation delay.

B. The Matrix Pair Beamformer

The steering vectai(d;) in (B) is a spatial signature of thénh signal, which is different from others so
long as they arrive from different directions. Beamformeiispatial filter that exploits such difference
to pass the desired signad(n) while suppressing;(n)...sp(n) andv(n). A statistically optimum
beamformerl[ll] generally requires at least, either explior implicitly, the information about the steering
vectora(fp) and the interference covariance matrix. The latter one neagplaced by the data covariance
matrix, so the remaining problem is how to acqua@,). To work “blindly”, i.e. without explicit
information of DOA, the methods in[7]=[12] exploit the teoral signature of the desired signal to acquire
these spatial statistical information. Specifically, iingplemented by two orthogonal projection operations
and a generalized eigen-decomposition to exploingmatch—matchmechanism in a covariance matrix
pair. Hence, we refer to them as matrix pair beamformer [[II3[]. With the data segmentation, the array

outputs corresponding to thgh symbol of the SOI can be expressed in the following matwixnf

X (k)2 | x(EN +ng) --- x(kN +ng + N — 1)

] D
= \/Fobo(k)}aocg%—z VPas! (k)+V (k)
- i=1

= [v/Pobo ()] aoch 1A;0:ST(RHV(k), )
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wherea; stands fora(¢;), (¢ € {0,1,...,D}) and A is a matrix whose columns are the steering vectors
of interferersa; ...ap; co is the temporal signature vector of the SOl composed of tiheasiing code
and(-)” denotes transposd; (k) are the matrix form of the noise;(k) are the matrix form of théth

interferer andS; (k) is the matrix whose columns agg(k)...sp(k), with

INEIE aD]
i T
co 2 | eo(0) cof1) -+ cO(N—1)}
(k) 2 [k +m0) -+ si(kN 4mg 4+ N 1)
Sy(k) 2 :sl(k) so(k) --- sD(k:)]
V() 2 [ v(kN +ng) - v(k;N+n0+N—1)}

e, 2 ciiag{Pl,Pg,--- ,PD}.

Then, thekth data block in each antenna is projected onto two subspaugsal spaceS and
interference spacg, respectivelyS is a one-dimensional space with base vetigr= c,/v/'N, andZ is
a specifically designedz-dimensional space with base vecttbf%), . ,hgf). The projection operation
produces signal snapsheg (k) and the interference snapsit (k). DefineHz = [h(Il) h(z2) h(z”)]
and assum@ZH; = I, where(-) denote conjugate and transpose. Then the projection proeed
may be written as

xs(k) = X(k)hg

— 1 3QT *

_ [\/NPobo(k)} 20+ = A18; ST (K)cj +vs (k) 8)

Xz(k) = X(k)Hz

= [VRibo(k)] aoch H; + A 107 ST () + Vz (k). ©)
wherevs(k) = V(k)hs andVz(k) = V(k)Hz.

Assume the SOI is uncorrelated with the interferers, we canve the covariance matrices gk (k)

andXz(k) as

Rg 2 E{xs(k)xg (k:)} = 02 agal! + Qs (10)
R; 2 iE{XI(k)Xg (k;)} = 02 apal! + Qr, (11)
rT
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where

0%, = Pyci!Pscy = NPy (12)
P,

03, = —cllPrcy, (13)
rT

Qs and Q7 are the covariance matrices of the last two termd_n (8) Ahdré3pectivelyPs and P71

are the projection matrices & andZ, defined as

Ps = hshZ = icocgf (14)
N
Pr =HH] = Z h(zr) [h(zr)]H- (15)

r=1

In practice,Rs andRz are computed by sample averaging (c.f. Sedfioh V).

In most of the existing approaché&sjs one dimensional spacez(= 1). The pre- and post-correlation
(PAPC) scheme [7]5[10] uses(n) to calculateRz, thus it is equivalent to selecting one column of
Inv«y asHgz, ie.

sz[o 010 - o}T. (16)

The Maximin scheme in_[11] and [12] employs a monitor filteridolate the interference, which can be
interpreted as

. . T
Hy=co® { 1 2nfur .. gi27fur(N-1) } 7 a7

where fur € (0,1] is the normalized center frequency of the monitor filter (M&)d © denotes the
Hadamard product.

Under the maximum signal-to-interference-plus-noise i@ISINR) criterion, it is well known that the
optimal weight vector for the first propagation path of theidet usemw, is the generalized eigenvector

corresponding to the largest generalized eigenvalue ofrihieix pair (Rs,Rz), i.e.,
RSWOpt = )\maXRIWopta (18)

where \,ax iS the largest generalized eigenvalue. Therefore, the M&Bnsaximize the output signal-

to-interference-plus-noise ratio (SINR) when,,; is applied toxs(k), and the outpuy, (k) is

yo(k) = wllixs(k) = ys(k) + yr(k) + yn (k), (19)
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where
ys(k) = |/ NPobo(k) | whhao

yr(k) = A18]ST (k)ej

I u
\/—Nwopt
yn (k) = wllivs(k).

Then, the final array output after a two-dimensional rake l@ioer can be written as|[9], [10]
Do
2(k) =D yjolk), (20)
j=1

wherey; (k) is the jth output of the beamformer corresponding to iftle propagation path, and the

typical expression ofj; ,(k) can be referred td_(19).

C. Threshold Effects Regarding MPB

Based on the theoretical analysis in|[13],/[14],.x has the following property:

)\max ~ max{’y() + 1771 + 1}7 (21)

where
_ L(N - B)SNR
0= TILBSNR+ N

is a monotonically increasing function @NR, and SNR £ a§0/02 is the SNR of the SOI after

(22)

despreading (or equivalently, input SNR per symbgljs the normalized power leakage ratio (PLR) in

interference channel defined as

2 2 H
o o cy Pzc

20 N 0270 0. (23)
P() USO rT

~v1 + 1 is the the largest generalized eigenvalue of the matrix i, Qz), which is co-determined by
the structure and power of interferers as well as the priojecpaces of the MPB. It can be derived that

~1 could be bounded if the following expression is satisfled,[134]
It nyrcStnyy, (24)
where
72 R{P;}
s 2 R{Ps}

= span{SI(l)},
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where (-)* denotes orthogonal complement spaRg;) denotes the range space of a matdix; is the
space spanned by interference sequence$afid are the waveforms of the interferers in the first period.

The optimal weight vectow,,, can be approximated by the following equation![13],![14]

p1-Ritag  if yo >
WOpt ~ (25)

po - R'a., if v <,
wherea,, is an appropriate linear combination of the steering vectdrinterferersa;, as, ...,ap, and
w1, 1o are the coefficients. The expressionwf,, means that ify, > ~;, the main beam of the MPB
will point to the DOA of the SOI; ifyg < 71, the main beam of the MPB will point to the DOA of the
interferers. Furthermore, i # 0, the beamformer will form a notch in the direction of the S@thuse
Rz contains parts of the desired signal.

Our work also shows that the existing MPBs are vulnerabletriactired interference, such as peri-
odically repeated white noise, tones, and MAIs in multipeltlannels for[(24) can hardly be satisfied in
some cases of those scenarios. For periodical interfergBdg can be rewritten as the following [13],
[14]

R{PVI HZ} ») R{PVI hs}, (26)

or equivalently,
R{Hy, B H, } > R{Hy, B bs . 27)

where Py, is the projection matrix of the subspat®, Hy, is a base matrix of the subspabg £

R{HV,} = R{Sl(l)}. If (26) does not hold;; + 1 will grow as the interference power increases.
From the above discussion, we see that the threshold efiedBs rely heavily on base matrid

for the interference spacg. Therefore, in the following section, we will propose apmiate methods

to handle this effect as well as finite sample performancedsigthing appropriate base vectors for the

interference space.

I1l. THE MULTIPLE INTERFERENCECHANNEL BASED MPB

In this section, starting from the above results, we firsspng the principles for designing projection

space for MPBs.
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Chip matched ~ 1-N Serial FrT 51
filter t=nT to Parallel o
o 2 ‘
PN code
Chip matched _ 1-N Serial FFT
filter t=nT % to Parallel |
e*/ZM,/ ¢

Xy (k)

PN code

Chip matched | 1-N Serial FFT =
filter t=nT to Parallel -
ionha ‘ X, (k)

PN code

Fig. 1. Projection operations to separate the signal chamkethe interference channels using FFT base vectors.

A. Principles for Designing Projection Space for MPBs

1) Ability of Suppressing Structured Interferenc®nce an MPB can work properly only 4y > 1,
vo should be as large as possible for a giNR. (22) shows thaty, is a monotonically decreasing
function of 3, so 3 should be designed as small as possible. It can also be foond (fl1) and[(2b)
that, if 5 # 0, there will be the sample-correlation terms between the &@dIthe interference-plus-noise
in Rz because of finite sample effects. Everyif > ~;, the sample-correlation terms will cause the
main-lobe unstable as well as a signal cancellation effethé beamformer output![2], [17]. Therefore,

S should be designed to e With (23), we can easily derive that
B=0 < TICSt (28)

On the other handy,; should be as small as possible for given power of interfexe{@6) means the
subspace spanned by the columngtbf projected onto); must contain the subspace spannedhy
projected ontoV;. SinceR{HVIH{}’IhS} C Vr, (28) always holds so long avg{HVIH{}’IHI} =V,

which means the columns (H%’HVI are linear independent, i.e.,
v #0, H{Hy, -n#0. (29)

This expression shows the subspacehould be properly designed in order that the subspace-
R{Sl(l)} does not contain any vector which is perpendicular to the;p;alwz{HI} =17.

2) Improving Finite Sample Size Performandé:8 = 0 and Rz does not contain any component of
the SOI, the beamformer can be considered as an MiminumnéeiBistortionless Response (MVDR)
beamformer when, > ~; by (28), and the performance of the beamformer is degradestlyrioy the

disturbed noise spackl[1] and at le#St~ 2L samples of data are needed to maintain an average loss
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ratio of better than one-half (less than 3 dB)I[18]. It can basidered that the number of independent
noise samples available is the number of the effective sesnjiVe now examine the relationship between

the number of effective samples afid From [9), therth column ofXz(k) can be written as

<) (k) = [v/Pobo(h) |[aoeh [00]” + A1€7ST0) 0] 4 vz, (k), r=12...rr  (30)

wherevz (k) £ V(k)[hg)]*. Since all elements oV (k) arei.i.d zero-mean Gaussian random variables,

it can be easily obtained that
E {VI,r(k)Vg,r'(k,)} = Uz(srr’(skk/:[; (31)

i.e., the noise component; ,.(k) of different xg)(kz) is mutually independent. As a result, the number
of the effective samples extracted per data symbelrisand the total number of the effective samples
is K - rz with K symbols. This result shows that the dimensignof subspac& determines the finite

sample performance of an MPB.

B. The Multiple Interference Channel based MPB

According to [28) and(29), we can select the subspaes the following equation
7 = St =span{co}*. (32)

Since only vectors irspan{cy} can be perpendicular t@, there is no vector iﬂz{SI(l)} which is
perpendicular taZ so long ascy ¢ R{Sl(l)}. This condition can be easily satisfied in most cases in
a multi-user CDMA system. On the other hand, the dimensipof the subspac& equals toN — 1
under this condition, then the effective number of samplasioed per symbol is alsy — 1, which is

the maximum value obtained wheh= 0.

Specifically, we select the following vector as the tie (r = 1,..., N —1) base vector of the subspace
7,
h) o W, 33

IMIC = \/—NCO © Wy, (33)

Where{WS{,,W}v, ... ,W%‘l} are the base vectors of the Discrete Fourier Transform (D&&fjned
as,

. r . r(N—-1) T
Wi = [ 1 &2y ... QI . (34)

Comparing with the Maximin or PAPC method which has only oeretor in interference channel (or
equivalently, subspacg), this method ha$v — 1 base vectors, so it can be called Multiple-Interference-

Channel Matrix Pair Beamformer (MIC-MPB).
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If we define anL x N matrix
an L x N matrix
and anN x N matrix

W= [Wy Wy - Wy,

it can be easily obtained froml(8) arid (30)

Xu(k) = X(0) [ ey bye - B ]
- [X(k) @co} W, (35)

(38) indicates the projection operations implemented leytthse vectors defined in_(33) are equivalent
to the procedure illustrated in Figl 1. The zero frequendypuwis of all DFTs generates(k), and allrth
frequency outputs fornst%’"(k:). Mixing with the spreading code flattens the spectrum of tierference
and noise, making the power evenly distributed on all fregies. Furthermore, using the DFT base

vectors for projection operations can be efficiently impdened by Fast Fourier Transform (FFT).

IV. ADAPTIVE ALGORITHM

In this section, we derive a blind adaptive algorithm for pheposed MIC-MPB for each signal path of
the desired user. In order to adapt to time-varying envireminwe use the exponentially weighted sample
correlation matriceRs(k) andRz(k) instead ofRs andRz. Then, the recursive update equation for

the matrices can be written as

Rs(k) = pRs(k — 1) + xs(k)x§ (k) (36)
Rz(k) = pRz(k — 1) + RE (k) (37)
where
RE(H) & 3 ) [ (1)

andy is a positive constant less than Since the update term ifi_(37) is not rank one, we cannot apply

Woodbury equality [20],[[21] to compute its inverse. To sotkis problem, Iefc(IT)(k) = x(IT)(k:)/\/N -1
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and define
R2 (k: 1) ZA(" [ ]H (38)
Rz(k;t) £ pRz(k — 1) + RZ (; 1), (39)

Then we haveR2 (k) = R2(k; N — 1), Rz(k; N — 1) = Rz(k + 1;0) = Rz(k), and R (k;t) =
R2 (k;t — 1) + X(It)(k)[xg)(k)]H. As a result, the following recursive equation can be oletdin

H
Ra (k1) = u(t) - R (it — 1) + %0 () [ (k)] (40)

wherep(t) is defined as
p ot=1
p(t) = (41)
1 2<t<N-1
We then apply Woodbury equality t6 (40) and obtain
()]~ P kst — DY ()

L (o) [590)] P ket - (k)
P 0= (0] {1-cthin [0 )] b - 1) (@3)
;

whent = N — 1, the value ofP(k;t) are assigned t®(k) =2 R

c(k;t) = (42)

(k) and reinitialization is need as the
following,
Pk)=P(k;N —1) (44)
P(k+1;0) = P(k; N —1). (45)
In summary, [(36),[(41),(42)[(#3)._(#4), arld45) compléte update oRz(k) andP(k) = R;'(k).
Then we can update the weight vecterby power iterations [21]:

w(k)
lw ()]

w(k+1) = P(k)Rs(k) (46)

The details of the algorithm are shown in Algoritiiin 1.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we provide numerical examples to verifyvhkdity of the proposed MIC-MPB scheme,
and compare the performance of it with that of the PAPC and&te@min beamformer. In the simulations,
we assume the transmitted DPSK signal is spreaded by adisiirchip Gold sequenceN = 31) and

modulated onto carrier frequency dbfGHz for each user. The data-symbol and spreading sequerees a
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Algorithm 1 MIC-MPB Beamforming Alogrithm
Rs(0) = I whered is a small positive number
P(0,0) = P(0) =611
w0 =[1 0 - 0]T
for k=1,2...do
Rs(k) = uRas(k — 1) +xs(k)xZ (k)
fort=1,2,...,N—1do
if t =1 then

n(t) =p
else

u(t) =1
end if
2P (k) = % (k) VN =1
(ks t) = ()]~ P (ki t = DX ()

L ()] R )T P (ks t - )R (k)

P(k;t) = ()] {1 - ek K ()7 }P kst — 1)
if t=N —1 then

P(k) =P(k; N — 1)

P(k+1;0) =P(k; N — 1)
end if

end for
w(k+1) =P(k)Rs(k)
yo(k) = wH (k)xs (k)

end for

randomly generated for each simulation trial at the rates06fkbps and3.1 Mbps, respectively. Since
each signal path of the desired user is processed sepabgtelynploying the two-dimensional RAKE
receiver, without loss of generality, we assume the desisst has one propagation path in the first two
subsections. In the last subsection, we will discuss perdioice of the proposed beamformer in a special

case for RAKE processing, i.e., there are multipaths witniital delay of the desired user.

A. Ability of Suppressing Structured Interference

Firstly, we study the ability of suppressing structurectifgrence of the beamformers. Three typical
scenarios—the received SOI with periodically repeatedentnbise, tones, and MAIs in multipath channels
are simulated with some specially selected simulation mpaters of the interferers. In all the cases,
we consider a uniform linear array (ULA) with eight omniditonal antennas( = 8) spaced half a
wavelength apart. In these simulations, we also assumethibaSOI always arrives from° and the
power of the interferers are always assumed to be equal im sznario.

Fig. [2 shows the largest and second largest generalizedweiges of the matrix pair of the MIC-
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Fig. 2. The largest and 2nd largest generalized eigenvalfidse MIC-MPB vs.SNR in five tones case.

MPB with five tones interferers. The tones are assumed toniggoon the array from the directioB8®,
—50°, —20°, 19°, and 45° with frequency offsetsl00 kHz, —300 kHz, 0, 400 kHz, and —100 kHz,
respectively, with respect to the carrier frequencyl dBHz of the SOI. The simulated eigenvalues are
obtained by computing the matrix paks and Rz from generated received array signals then using
eigen-decomposition operation. In order to avoid finite gleneffects,1 million data symbols K = 10°)
are used to estimate the covariance matrix pair. Theotefica 1 is computed by[(22) and; + 1 by
using eigen-decomposition of the matrix p&a@Qs, Qz). From this figure, we can observe that when
SNR < —-0.6 dB, 79 + 1 < 71 + 1 and the largest eigenvalue of the matrix pair equals- 1; when
SNR > —0.6 dB, 7o + 1 linearly increases while; + 1 remains a constant, the largest eigenvalue then
switches toyp + 1. Therefore, the threshold of the MIC-MPB can be considesed@®6 dB. Sincey; +1
of the beamformer remains the same when the power of thdentes or the interference-to-noise ratio
(INR) increases, the threshold of the MIC-MPB is small andrxted in this scenario.

Fig.[3—-Fig[5 show the normalized output SINRs correspanthrthe MIC-MPB, Maximin, and PAPC
scheme versus inpBNR in the three scenarios. The normalized output SINR is defagethe output

SINR of the MPB normalized by the optimum SINR with no inteefiece, given by

SINR,

Ga 21
SINRop

(47)

where
E{Jys ()}
B{lyi (k) } + E{lyn(W]2}

SINR, £
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P,
SINR,p; = G_g lag||? - [leo|* = LSNR.

The simulated normalized output SINRs are obtained by usliegabove equations with simulated
received signals, and the theoretical values are compyted lapproximated piecewise functi@{SNR)
described in[[183],[114]. In Fid.]3, two periodically repeaterhite noise arrive a30° and —40°, respec-
tively. The periods of the interferers are both equal to theation of a CDMA symbolT;. In Fig.

[, there is one incident MAI signal with three-ray multipatblays of3 chips, 5 chips, and4 chips
from directions30°, —20°, and—50°, respectively. The simulation parameters in Fig. 5 are #mesas
those in Fig[R. Some points need to be noted that these gsiotulgarameters are specially designed in
order to give prominence to the threshold effects the MPRBsabse the threshold of the Maximin or
PAPC is very small (far more less th&NR) and the beamformers can be well-behaved in most cases.
Since G reflects the limiting performance of a beamformar,= 10° symbols are simulated for each
SNR under given INRs in every experiment to eliminate finite skrgffects. However, deviation in
simulated values still can be seen in the figures when ¥NB) dB andSNR are below the thresholds

of the proposed MIC-MPB scheme. This phenomenon can be iggpldy [25%), i.e., wherSNR is
below the threshold, the steering vectors of the interfekeitl dominate and the beamformer can be
considered as an Miminum Power Distortionless Responsd®@®)meamformer, which will receive the
interferers. Since larger INR means more interference paoatained inRz, more data samples are
required for “satisfactory” performanckl! [1], [19]. But ftre Maximin or PAPC beamformer, things are
totally different. This is because both schemes employ amewssional interference subspatewhich
make independent interferers correlated after projeajoeration. As a result, the steering vector of the
interferers contained iRz is a compound vector, which is different from,. Therefore, they can be
considered as MVDR beamformers wh8NR are below the thresholds, and far more less samples are
needed to maintain stable system performance.

From the figures, we can find that the proposed MIC-MPB schemmeachieve the optimum SINR
regardless of the received power of interference in theetlm®enarios whe®SNR > SNRyj, which
means the structured interference have been totally filtereder this condition. But for the Maximin
beamformer, more input signal power is needed for it to rethehupper plateau when the power of
the interferers or INRs increase. Meanwhile, its limitingriormance decreases when INR grows. This
is because the Maximin beamformer cannot perfectly eliteitiae interferers in these scenarios, which
can be verified by Fig.]7, the Maximin beamformer does not foleep nulls in the direction of the

interferers. For the PAPC beamformer, we can find that it detaly fails in the scenarios. Furthermore,
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Fig. 3. Normalized output SINRs corresponding to the MICBJRIaximin, and PAPC vsSNR in two periodically repeated
white noise case.

TABLE |
INPUT SNR THRESHOLDS OF THE BEAMFORMERS IN TWO PERIODICALLY REPEATED MITE NOISE CASE

Matrix Pair Input SNR ThresholdSNRt, (dB)
Beamformers| INR =10dB | INR =20 dB | INR =30 dB
MIC-MPB —0.93 —0.85 —0.84
Maximin 7.7 17.5 27.5
PAPC 00 o0 00
TABLE 1l

INPUT SNR THRESHOLDS OF THE BEAMFORMERS IN THRERAY MULTIPATH MAI CASE

Matrix Pair Input SNR ThresholdSNRt, (dB)

Beamformers| INR =10dB | INR =20dB | INR =30 dB

MIC-MPB —-94 -9.3 -9.3
Maximin 6.2 15.8 25.8
PAPC ) 9 )
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Fig. 5. Normalized output SINRs corresponding to the MICBJARIaximin, and PAPC vsSNR in five tones case.

its normalized output SINR decreases to zero in the orde{’D(ﬁNR‘z) when SNR goes to infinity.
Table[l-Tabld Tl give the input SNR thresholds of the beamiers in the three scenarios. Frdml(22),
the input SNR thresholds can be determined as the followingon

N o
L N-B14+m)

The values of the thresholds given in the tables are in acstifdwhat are shown in the corresponding

SNRy = (48)

figures in the same scenarios. The thresholds of the progd#@dVPB scheme are far more less than

those of the Maximin or PAPC scheme, and remain constanta WiRs increase. The thresholds of the
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TABLE 1l

INPUT SNR THRESHOLDS OF THE BEAMFORMERS IN FIVE TONES CASE

Matrix Pair Input SNR ThresholdSNRt, (dB)
Beamformers| INR =10 dB | INR =20 dB | INR =30 dB
MIC-MPB —0.64 —0.56 —0.55
Maximin 16.4 26.4 36.4
PAPC 00 0 00

10"
o
10t
20+
301
40F
50 !
60}
70
80}
90}

Interferer 1 the SOI  Interferer 2

Array Gain (dB)

Maximin
-100- | __mic-mpPB
110- | PAPC

1285 80 -70 -60 50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90
Direction of Arrival (degree)

Fig. 6. The array patterns corresponding to the MIC-MPB, itéxx and PAPC withSNR = 10.9 dB and INR= 30 dB in

two periodically repeated white noise case.

Maximin beamformer increase the same amount accordinggnwhNRs increasé0 dB. The thresholds
of the PAPC beamformer also show its failure because theesate always infinity in the three scenarios.
Fig.[8 and Fig[l7 demonstrate the array patterns of the MI@M®aximin, and PAPC beamformer in
the two periodically repeated white noise case. In Eig. 6,ptoposed MIC-MPB scheme can correctly
receive the SOI and null the interferes, but the Maximin oPPAbeamformer receives the interferers
and forms a side-lobe in the direction of the SOI. The figudidates that the MIC-MPB works at the

operating area while both the Maximin and PAPC beamformekwaob the failure area foBNR = 10.9
dB and INR= 30 dB (c.f. Fig.[3 and Tablél I). In Fid.]7, the received signal pows very large and
SNR = 40.9 dB is much larger thaBNRt, of the MIC-MPB and Maximin algorithm, so both algorithms
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Fig. 7. The array patterns corresponding to the MIC-MPB, Mux and PAPC withSNR = 40.9 dB and INR= 30 dB in
two periodically repeated white noise case.
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spanned by the waveforms of the interferers in one period

Fig. 8. Geometrical interpretation of different threstwlf the MIC-MPB, Maximin and PAPC beamformer.

can work properly. However, the Maximin beamformer jusinfoa side-lobe or a shallow notch in the
direction of the interferers. For the PAPC beamformer, a/ wiep null are placed in the direction of
the SOI fors # 0 and Rz contains part of the SOI, which can partly explain wydecreases when
SNR increases shown in the above figures.

Geometrical interpretation of different thresholds of M&EC-MPB, Maximin and PAPC beamformer
in the scenarios can be illustrated by Hi@). 8. For the beamdomwith one interference channel or one
dimensional interference subspatethe condition [(2]7) which make; bounded is equivalent to the
condition that requires the projected vectorsHf and hs onto V; must be in one line (c.f. Fid.]8).
But this condition can hardly be satisfied for uncertaintytted characteristics of the interferers. For the

proposed beamforming scheme with multiple interferen@nokls, since there are multiple base vectors
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in the interference channel, the condition can be easiigfid.

B. Performance of convergence rate with finite samples

In this subsection, we compare the performance of convemgate of the MPBs with finite samples.
In the simulations, we assume the receiver has an array célesnents [ = 10) with half wavelength
spacing, and receives a single path SOI frefh. There are seven MAIs, with INR ¢f0 dB and DOAs
of 35°, —35°, —45°, 0°, —50°, —60° and45°, respectively. Moreover, a broadband BPSK jamming also
arrives from60° with INR of 40 dB. These parameters have been verified not to cause ob¥imshold
effects of the Maximin and PAPC beamformer. Since thereveoadifferent approaches-stochastic gradient
method [9] and recursive least squares (RLS) method [LOPARPC beamformer to search the optimal
weight vector in the literature, we name the algorithms aP®/SG and PAPC-RLS respectively for
notational convenience. Figl 9 shows the normalized o 8fNRs, defined as the ratio of output SINRSs to
the optimum valusSINR,,,; under givenSNR, which are calculated by averaging ou®00 independent
trials. We observe that the proposed MIC-MPB scheme corgelg the optimum performance within a
few symbols, and is independent of the desired signal diineihig contrast, the PAPC-RLS and Maximin
schemes require much more symbols and the performance oS degrades when the inp8NR
increases. These results confirm the performance impraveofiehe MIC-MPB scheme, which extracts
more effective samples per data symbol and eliminates teediecomponent in interference subspace
7.
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We also simulate the performance of different adaptiverittyos for dynamic multiple access channels.
In this simulation, the inpuSNR is fixed to20 dB. Fig.[10 compares the tracking ability of the PAPC-
SG, PAPC-RLS, Maximin algorithm and MIC-MPB algorithm peesed in sectiof IV. The DOAs of
the seven MAIs are identical to the previous simulation. Titet two MAIs are8 dB stronger than the
power of the SOI and the others at@ dB stronger. The time they enter the channel are marked in the
figure. The results demonstrate that the proposed recuaiiegithm can null the new interferers within

a few symbols, much faster than the other three algorithms.

C. Performance when there are multipaths with identicabgel

In practice, the scatterers local to the mobile will causeaagular spread of abodf at a distance
of 1 km [22], and the relative delays between the multipaths armewnlly small. Thus, the assumption
that the relative delays are greater than one chip may ndt holthis subsection, we will show that the
proposed beamformer still work well under such condition.

Assume there ar®; paths for theith user. We first define a set = {1,2,...,D;} = Uf;1ui,s' S0
that the subsel; ; satisfies

1) Vs # s, Ups NU; s =

2) Vj,j' € Uis, nij = nijr = njs.

wheren;;, n;j, andn;, all denote the equivalent propagation delays of certaihathusi{; , contains
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Fig. 11. Array patterns of MIC-MPB for paths with differeneldys.

all the ith user’s path indices of the same delay. As a result, we oaritee@) as

=Y > > bilk)ei(n — nis — kN)a(6;,) +qu ) +v(n) (49)

=0 s=1k=—00
wherea(f;;) £ > jeu,. v/ Pija(0i;) is the compound steering vector. For the desired user () and
Vj € Uy, the matricesRs and Rz will only depend ons, so we denote them aRs s and Rz g
respectively. Thesth beamformer is then

Wopt,s = ﬂRI Sa 903 =p Z V POyRI & 903 (50)
]Eu() s

which means that theth beamformer will cancel all other signals except the oresny the delay of
ngs. Moreover, multiple beams will be formed to collect and camebthe multipath components from
different directions. Therefore, the algorithm is stillpdipable in such situation, and the only variation
is that justSy; beamformers are required.
Fig.[11 and Figl_T2 show the simulated array patterns whexékeys are different (dash line and dot
lines), and the array pattern when the delays are identsodild(line). In the simulation, array elements
L = 10 with half wavelength spacing are considered. Two uskfs<{ 2) communicates with the receiver.
The first user is the desired one and the second user acts a®\hriThere is a BPSK jammer from
40° and INR= 40 dB. The bandwidth of the broadband jammen j§.. Each user has two paths with
equal power. The DOAs of the two desired paths @treand 12°. The paths of the second user arrive
from —10° and —50°, and are20 dB stronger than each path of the desired user. The iBpR for
each desired path is5 dB. In the former situation, the proposed MIC-MPB schemen®two different
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beams to collect the two paths respectively, and each bearafawvill suppress the other path besides the
MAIs and the jammer. If the two desired paths have the idahtelay, then one uniform beam will be
formed to receive them, only nulling the MAIs and the jamntég.[12 also shows when delays are not
discriminable within one-chip period, two different beami still be formed, but the two desired path
are both collected by each beam. This implies that the pexpapproach is robust to angular spread,

where the delay spread is small.

VI. CONCLUSION

In this paper, we presented the principles for designingtbgction space which are closely correlated
with the ability of suppressing structured interferencd agstem finite sample performance. According
to the principles, we proposed an MIC-MPB scheme for CDMAtays which can be efficiently
implemented by FFT. We also derived an adaptive algorithmtiie beamformer. Computation and
simulation results show that the proposed beamformer hasadl sind bounded SNR threshold, and
can achieve the optimum SINR regardless of the received poWwmterference in the scenarios with
structured interference. Furthermore, the various sitimaesults illustrate that the proposed MIC-MPB
scheme has better finite sample performance, faster camnvezgate and more superior tracking capability

in the dynamical environment than the existing MPBs.
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