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#### Abstract

The quantum theory of optical coherence is applied to the scrutiny of the statistical properties of the relic inflaton quanta. After adapting the description of the quantized scalar and tensor modes of the geometry to the analysis of intensity correlations, the normalized degrees of first-order and second-order coherence are computed in the concordance paradigm and are shown to encode faithfully the statistical properties of the initial quantum state. The strongly bunched curvature phonons are not only super-Poissonian but also super-chaotic. Testable inequalities are derived in the limit of large angular scales and can be physically interpreted in the light of the tenets of Hanbury Brown-Twiss interferometry. The quantum mechanical results are compared and contrasted with different situations including the one where intensity correlations are the result of a classical stochastic process. The survival of second-order correlations (not necessarily related to the purity of the initial quantum state) is addressed by defining a generalized ensemble where super-Poissonian statistics is an intrinsic property of the density matrix and turns out to be associated with finite volume effects which are expected to vanish in the thermodynamic limit.
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## 1 Formulation of the problem

The current data accounting for various properties of the Cosmic Microwave Background (CMB) anisotropies and polarization are all consistent with the presence, prior to matterradiation equality, of a quasi-flat spectrum of curvature perturbations whose origin is customarily attributed to an (early) inflationary stage of expansion occurring when the Hubble rate was, roughly, of the order of one millionth of the Planck energy scale (see Refs. [1, 2, 3, 3, 4] and, for a more comprehensive perspective on large-scale data, also Ref. 54). When CMB data are combined with other data sets (such as the large-scale structure data [6, 7] and the supernova data [8, [9]) the typical parameters describing the large-scale curvature modes are slightly (but not crucially) modified. The agreement between the parameter determinations obtained by combining different data sets seems to reach the level of the per mill. This apparent (statistical) accuracy can be reached within the simplest scenario, conventionally dubbed $\Lambda$ CDM where $\Lambda$ stands for the dark energy component and CDM for the cold dark matter component. The quest for statistical accuracy should not forbid to think, in broader terms, to the very nature of the pre-inflationary initial conditions whose precise nature is all but well established [5] and anyway not explained in the framework of the $\Lambda$ CDM paradigm.

Can we establish, independently of the CMB data sets (see e.g. Refs. [1, 2, 4, 3]), the duration of the inflationary stage of expansion ${ }^{2}$ ? Not really: inflation could have been very long or it could have been just minimal (i.e. with approximate duration between 63 and 65 e-folds by assuming the largest value of the slow-roll parameter compatible with the current upper limits set by the WMAP data [1, 2]). Is it known which were the initial conditions of the scalar and tensor modes of the geometry around the onset of the inflationary dynamics? Not really: if inflation lasted much more than the required 65 e-folds probably the only sound initial state for the inflaton quanta (and within the logic of inflationary models) was the vacuum. Conversely, if the duration of inflation was just minimal (or close to minimal) then different kinds of quantum mechanical initial states could play a decisive role and their associated energy density can only be constrained by back-reaction considerations [10].

The pair of questions contained in the previous paragraph are usually answered within two opposite points of view. Within the first set of hypotheses, the duration of the inflationary phase is determined by the aim of reproducing some structure in the temperature

[^1]or polarization angular power spectra: in this case the duration of the inflationary phase is correlated (by construction) with the spectral behaviour of the initial data for the scalar and tensor modes of the geometry. The second (often tacit) assumption is that the duration of inflation is much larger than 60 efolds: in this way quantum mechanical initial conditions are better justified but the initial state does not have specific observable consequences. In different terms, the present measurements on the large-scale temperature and polarization anisotropies are only able to probe the power spectrum of curvature (adiabatic) fluctuations possibly present prior to matter-radiation equality over typical wavelengths much larger than the Hubble radius at the corresponding epoch. The increase of the number of inflatons or the addition of supplementary (non adiabatic) components in the initial conditions [12, 13, 14$]$ automatically increases the number of parameters by making the model less predictive even if, potentially, more sound.

The aim of the present paper is less pretentious than the two extreme approaches mentioned in the previous paragraph: instead of arguing (on a purely theoretical basis) how long inflation must have been, it seems plausible to scrutinize weather it is possible, at least in principle, to determine the statistical properties of the initial state of relic inflaton quanta. In this respect it is both plausible and useful to draw a physical analogy with a similar class of problems arising in the quantum optical treatment of the fluctuations of visible light (see [15, 16, 17] for three classic treatises covering, with different emphasis, all the theoretical tools which will also play a role in the forthcoming considerations). Consider, for sake of concreteness, a scalar quantum field $\hat{V}(\vec{x}, \tau)$ where $\vec{x}$ denotes the spatial coordinate and $\tau$ the time variable; $\hat{V}(\vec{x}, \tau)$ might denote the quantum field describing either relic phonons or the single polarization of a graviton; in the following discussion, however, the scalar field $\hat{V}(\vec{x}, \tau)$ denotes the single polarization of an electromagnetic wave in the visible frequencies as sometimes done in quantum optics [15]. The correlation function]:

$$
\begin{equation*}
G^{(1)}\left(\vec{x}, \vec{y} ; \tau_{1}, \tau_{2}\right)=\left\langle\hat{V}\left(\vec{x}, \tau_{1}\right) \hat{V}\left(\vec{y}, \tau_{2}\right)\right\rangle \tag{1.1}
\end{equation*}
$$

can be probed, in quantum optics, by the Young two-slits experiment which is sensitive to the interference of the amplitudes of the radiation field [17]. Young interferometry is not able, by itself, to provide informations on the statistical properties of the quantum state of the radiation field since various states with diverse physical properties (such as laser light and chaotic light) lead to comparable degrees of first-order coherence.

Until the mid fifties, Eq. (1.1) has been used to define the coherence of the radiation field: a field was said to be coherent when the interference fringes are maximized in Young-type

[^2](two-slit) correlation experiment. The normalized counterpart of Eq. (1.1) defines what it is customarily called visibility. The applications of the Hanbury Brown-Twiss (HBT) effect (first to stellar interferometry [18] and then more specifically to quantum optics [19]) demanded the accurate study not only of the correlations between field strengths (as defined in Eq. (1.1)) but also the analysis of the correlations between the intensities of the radiation field, i.e.
\[

$$
\begin{equation*}
G^{(2)}\left(\vec{x}, \vec{y} ; \tau_{1}, \tau_{2}\right)=\left\langle\hat{\mathcal{I}}\left(\vec{x}, \tau_{1}\right) \hat{\mathcal{I}}\left(\vec{y}, \tau_{2}\right)\right\rangle \tag{1.2}
\end{equation*}
$$

\]

where now $\hat{\mathcal{I}}(\vec{x}, \tau)=\hat{V}^{2}(\vec{x}, \tau)$ is the intensity of the radiation field. In the realistic case when the radiation field is described by the electric field the intensity will simply be the squared modulus of the electric field. The physical implications of HBT interferometry in general and of Eq. (1.2) in particular have been important for many areas of physics ranging from stellar astronomy [18] and quantum optics [15, 16, 17], to pion interferometry [20, 21, 22] and subatomic physics (see [23, 24] for two comprehensive reviews). In subatomic physics HBT interferometry has been used to determine the hadron fireball dimensions [22] which is related to the linear size of the interaction region in proton-proton collisions. HBT interferometry encodes two complementary pieces of information which characterize the source, i.e.

- the linear (or angular) size of the emitting (hyper)surface;
- the statistical properties of the emitting quanta (photons, pions, phonons, gravitons).

The first aspect is visually illustrated in the left plot of Fig. 1 where the correlations of the intensities of the radiation field $\mathcal{I}\left(\vec{x}, \tau_{1}\right)$ and $\mathcal{I}\left(\vec{y}, \tau_{2}\right)$ are depicted in the situation where $\tau_{1}=\tau_{2}=\tau$. In the case when the intensities are purely classical stochastic variables the degree of second-order coherence can be written as

$$
\begin{equation*}
\bar{g}^{(2)}\left(\vec{x}, \vec{y} ; \tau_{1}, \tau_{2}\right)=\frac{\left\langle\mathcal{I}\left(\vec{x}, \tau_{1}\right) \mathcal{I}\left(\vec{y}, \tau_{2}\right)\right\rangle}{\left\langle\mathcal{I}\left(\vec{x}, \tau_{1}\right)\right\rangle\left\langle\mathcal{I}\left(\vec{y}, \tau_{2}\right)\right\rangle} \tag{1.3}
\end{equation*}
$$

It is also common to define a slightly different normalized correlator (see, e.g. [23])

$$
\begin{equation*}
R(\vec{x}, \vec{y}, \tau)=\frac{\langle\mathcal{I}(\vec{x}, \tau) \mathcal{I}(\vec{y}, \tau)\rangle}{\langle\mathcal{I}(\vec{x}, \tau)\rangle\langle\mathcal{I}(\vec{y}, \tau)\rangle}-1 \tag{1.4}
\end{equation*}
$$

In Eqs. (1.3) and (1.4) $\langle\mathcal{I}(\vec{x}, \tau) \mathcal{I}(\vec{y}, \tau)\rangle$ denotes the intensities measured both in $\vec{x}$ and in $\vec{y}$ while $\langle\mathcal{I}(\vec{x}, \tau)\rangle$ and $\langle\mathcal{I}(\vec{y}, \tau)\rangle$ denote the intensities measured separately in the two points. This definition is schematically illustrated in the left plot of Fig. 1. If the intensities are constructed from an appropriate field operator, Eq. (1.3) is usually written, in a quantum optical context, as

$$
\begin{equation*}
\bar{g}^{(2)}\left(\vec{x}, \vec{y} ; \tau_{1}, \tau_{2}\right)=\frac{\left\langle: \hat{\mathcal{I}}\left(\vec{x}, \tau_{1}\right) \hat{\mathcal{I}}\left(\vec{y}, \tau_{2}\right):\right\rangle}{\left\langle: \hat{\mathcal{I}}\left(\vec{x}, \tau_{1}\right):\right\rangle\left\langle: \hat{\mathcal{I}}\left(\vec{y}, \tau_{2}\right):\right\rangle} \tag{1.5}
\end{equation*}
$$



Figure 1: In the plot at the left the physical idea of interfering intensities is schematically illustrated. In the plot at the right the different values of the intercept $\bar{n} \bar{g}^{2}(0)$ are reported for different quantum states as a function of the average multiplicity of each quantum state.
where the colon makes explicit the normal ordering of the operators. In quantum optics it is natural to impose the normal ordering in the correlators since the detection of light quanta (i.e. in the optical range of frequencies) occurs by detecting a current induced by the absorption of a photon [25, 26]. In the case of the relic phonons and gravitons the normal ordering of the correlators is not specifically justified (even if it is technically useful, as we shall see). One of the purposes of the present study is to give the correct quantum mechanical definition of the degree of second-order coherence in the case of the relic phonons and of the relic gravitons in strongly correlated quantum states with large occupation numbers per Fourier mode.

If the detection of the intensity occurs at the same spatial location (i.e. $\vec{x}=\vec{y}$ ) the degree of second-order coherence will depend upon the time difference $\tau=\tau_{1}-\tau_{2}$ with a bell-like shape. For $\tau \rightarrow 0$ (zero time-delay limit) the degree of second-order coherence reaches a specific value which depends upon the statistical properties of the source and which will be discussed in a moment. When $g^{(2)}(\tau) \rightarrow 1$ in the limit $\tau \gg 1$, the width of $g(\tau)$ estimates the coherence time of the source. A similar discussion can be conducted for the degree of space-time coherence and allows, in pion physics, an approximate determination of the hadronic fireball dimensions [22] (see also [23, 24]).

If photons are detected by photoelectric counting [16], Eq. (1.5) can be written, for a single of the radiation field and in the limit $\tau \rightarrow 0$ (i.e. zero time-delay limit) as

$$
\begin{equation*}
\bar{g}^{(2)}(0)=\frac{\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger} \hat{a} \hat{a}\right\rangle}{\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle^{2}}=\frac{D^{2}-\langle\hat{N}\rangle}{\langle\hat{N}\rangle^{2}}, \quad D^{2}=\left\langle\hat{N}^{2}\right\rangle-\langle\hat{N}\rangle^{2}, \tag{1.6}
\end{equation*}
$$

where $\hat{a}$ and $\hat{a}^{\dagger}$ obey the usual Heisenberg-Weyl algebra $\left[\hat{a}, \hat{a}^{\dagger}\right]=1$ and $D^{2}$ denotes the
variance. From Eq. (1.6) it is clear that different quantum states will lead to different values of $g^{(2)}(0)$. For practical applications it is useful to define the so-called Mandel parameter (related to the zero-time-delayed correlator of Eq. (1.4)) whose expression is

$$
\begin{equation*}
\mathcal{Q}=\langle\hat{N}\rangle\left[\bar{g}^{(2)}(0)-1\right]=\frac{D^{2}}{\langle\hat{N}\rangle}-1 \tag{1.7}
\end{equation*}
$$

In the case of a coherent state [25, 26]

$$
\begin{equation*}
D^{2}=\langle\hat{N}\rangle, \quad \bar{g}^{(2)}(0)=1, \quad \text { and } \quad \mathcal{Q}=0 \tag{1.8}
\end{equation*}
$$

and the radiation field is said to be second-order coherent. If the quantum state coincides with a Fock state containing $n$ particles (i.e. $|n\rangle$ ), the Mandel parameter equals -1 . The (single mode) Fock states defines the lower limit of the degree of second-order coherence i.e. $\mathcal{Q} \geq-1$ and $\bar{g}^{(2)}(0) \geq 1-1 /\langle\hat{N}\rangle$ (the equality is reached exactly in the case of a Fock state). Chaotic (e.g. white) light has the property of leading to a degree of second-order coherence double than in the case of a coherent state, i.e. $\bar{g}^{(2)}(0)=2$ which is a direct consequence of the (single mode) density matrix for a thermal state (see e.g. [15]). The quantum mechanical correlations are then reflected in the degree of second-order coherence and, ultimately, in the magnitude and sign of $\bar{g}^{(2)}(0)$. In Fig. $1\langle\hat{N}\rangle \bar{g}^{2}(0)$ is illustrated for different quantum states as a function of the average multiplicity $\bar{n}=\langle\hat{N}\rangle$ of each state. To distinguish graphically the different states it is practical to plot $\bar{n} \bar{g}^{(2)}(0)$ as a function of $\bar{n}$ (rather than $\bar{g}^{(2)}(0)$ itself as a function of $\bar{n}$ ). Chaotic light is an example of bunched quantum state (i.e. $\bar{g}^{(2)}(0)>1$ implying more degree of second-order coherence than in the case of a coherent state). Fock states are instead antibunched (i.e. $\bar{g}^{(2)}(0)<1$ ) implying a degree of second-order coherence smaller than in the case of a coherent state. Experimentally the zero time-delay limit is justified because the counting of photons (or pions) is made for typical times smaller than the coherence time of the source. In this sense bunched particles tend to arrive at the photodetector more simultaneously than their antibunched counterpart. The concept of bunching will be relevant for a complete understanding of the physical properties of curvature phonons (see, e. g. sections 2 and 6).

In this paper it will be argued that the tenets of the quantum theory of optical coherence can be used to fully characterize the correlation properties of cosmological perturbations. To explore different sets of initial conditions in conventional inflationary models the idea has been often to play either with a pre-inflationary phase of limited duration or to assign, in fully equivalent terms, an initial state on a given space-like hypersurface (see e.g. [10, 27, 28] and references therein). Different initial states result in large-scale modifications of the power spectrum which can be used either to suppress or to increase the power at large scales [28] (see also [29, 30]). Still, as it will be shown, different initial state lead to the
same degree of first-order coherence. Second-order interference effects (and second-order coherence) provide a framework where the statistical properties of the initial state can be classified and understood. The final aim of the approach pursued in this paper would be to reconstruct, by direct analysis of temperature and polarization correlations, the analog of the Mandel parameter and the degree of second-order coherence of the pre-decoupling initial conditions.

To pursue the program briefly outlined in the previous paragraph the first step is to apply and translate the theory of (quantum) optical coherence to the case of relic inflaton quanta (i.e. relic gravitons and relic curvature phonons). The layout of the paper is therefore the following. Section 2 contains a quantum mechanical premise where the second-order correlations are examined for a single degree of freedom (e.g. a mode of a cavity) but for quantum states whose statistical properties are very similar to those arising in the field theoretical discussion of the quantized scalar and tensor modes of the geometry. In section 3 the quantum treatment of the scalar and tensor modes of the geometry is specifically discussed in a unified perspective and by emphasizing those aspects which are germane to the present analysis. In section 4 the degree of first order coherence is computed and analyzed with particular attention to wavelengths larger than the Hubble radius. The intensity correlations are studied in section 5. In sections 6 and 7 the degree of second-order coherence is computed in different situations and always in the framework of the $\Lambda$ CDM scenario. The possibilities of a direct estimate of the degree of second-order coherence are also outlined. Section 8 contains the concluding remarks and the perspectives of forthcoming analyses.

## 2 Single mode of the field

By defining the quantum averages with respect to the state $|s\rangle$, the normalized degree of second-order coherence $4^{4}$ of Eq. (1.6) can be written as

$$
\begin{equation*}
\bar{g}^{(2)}=\frac{\langle s| \hat{a}^{\dagger} \hat{a}^{\dagger} \hat{a} \hat{a}|s\rangle}{\langle s| \hat{a}^{\dagger} \hat{a}|s\rangle} . \tag{2.1}
\end{equation*}
$$

By coarse graining over technical details which will be the subject of the forthcoming sections, it is fair to say that the quantum state of relic phonons (or relic gravitons) belongs to the same class of generalized coherent states which arise in the quantum theory of parametric amplification of Glauber and Mollow (see, e.g. the Hamiltonian of Eq. (3.3) in the first paper of [31]). The state $|s\rangle$ introduced in Eq. (2.1) will then be the result of the action of a given unitary operator $\mathcal{U}$ on a given initial state $\mid$ in $\rangle$, i.e. $|s\rangle=\mathcal{U}|\mathrm{in}\rangle$. In this analogy

[^3]the unitary operator $\mathcal{U}$ is to be understood as a time evolution operator. The averages over $|s\rangle$ can then be made explicit. Since $\mathcal{U}^{-1}=\mathcal{U}^{\dagger}$ and $\left[\hat{b}, \hat{b}^{\dagger}\right]=1$, the linear relation between the creation and annihilation operators ( $\hat{a}, \hat{a}^{\dagger}$ ) and ( $\hat{b}, \hat{b}^{\dagger}$ ) can be parametrized by the two complex coefficients $c_{ \pm}$:
\[

$$
\begin{equation*}
\hat{a}=\mathcal{U}^{\dagger} \hat{b} \mathcal{U}=c_{+} \hat{b}+c_{-}^{*} \hat{b}^{\dagger} ; \tag{2.2}
\end{equation*}
$$

\]

since $\left|c_{+}\right|^{2}-\left|c_{-}\right|^{2}=1, c_{ \pm}$depend upon three three real numbers (i.e. one amplitude and two phases); this occurrence is related to an underlying $S U(1,1)$ dynamical symmetry (see e. g. 32] which will be made explicit in section 3,

If the total number of efolds greatly exceeds the maximal number of efolds presently accessible by large-scale observation 5 (i.e. $N_{\text {tot }} \gg N_{\max }$ ), the state |in〉 coincides, in practice, with the vacuum, i.e. $\hat{b} \mid$ in $\rangle=0$. In this case the state $|s\rangle$ preserves the minimum uncertainty relations [31, 32, 33, 34] (see also [35]). These states are often dubbed squeezed [34, 35, 36, 37] and lead to a specific degree of second-order coherence which will be extremely relevant for the forthcoming considerations. The value of $N_{\max }$ can be computed once the postinflationary thermal history is sufficiently well specified (see, e.g. [5, 38, 39]) and will be discussed in greater detail later on; for the moment it suffices to posit that $N_{\max } \simeq 63$. If $N_{\text {tot }} \simeq N_{\max } \simeq N_{\min }$ the statistical properties of |in〉can have an impact on the large-scale power spectra as argued in [27] and, in this case, $\mid$ in $\rangle$ does not necessarily coincide with $|0\rangle$. Using Eq. (2.2) the numerator and denominator of Eq. (2.1) are separately given by ${ }^{6}$ :

$$
\begin{align*}
\langle s| \hat{a}^{\dagger} \hat{a}^{\dagger} \hat{a} \hat{a}|s\rangle & \left.\left.=\left|c_{-}\right|^{4}\langle\text { in }| \hat{b} \hat{b} \hat{b}^{\dagger} \hat{b}^{\dagger} \mid \text { in }\right\rangle+\left|c_{+}\right|^{4}\langle\text { in }| \hat{b}^{\dagger} \hat{b}^{\dagger} \hat{b} \hat{b} \mid \text { in }\right\rangle \\
& \left.+\left|c_{-}\right|^{2}\left|c_{+}\right|^{2}\left[\langle\text { in }| \hat{b} \hat{b}^{\dagger} \hat{b}^{\dagger} \mid \text { in }\right\rangle\langle\text { in }| \hat{b} \hat{b}^{\dagger} \hat{b}^{\dagger} \hat{b} \mid \text { in }\right\rangle \\
& \left.\left.\left.+\langle\text { in }| \hat{b}^{\dagger} \hat{b} \hat{b} \hat{b}^{\dagger} \mid \text { in }\right\rangle+\langle\text { in }| \hat{b}^{\dagger} \hat{b} \hat{b}^{\dagger} \hat{b} \mid \text { in }\right\rangle\right],  \tag{2.3}\\
\langle s| \hat{a}^{\dagger} \hat{a}|s\rangle^{2} & \left.\left.=\left[\left|c_{-}\right|^{2}\langle\text { in }| \hat{b} \hat{b}^{\dagger} \mid \text { in }\right\rangle+\left|c_{+}\right|^{2}\langle\text { in }| \hat{b}^{\dagger} \hat{b} \mid \text { in }\right\rangle\right]^{2} . \tag{2.4}
\end{align*}
$$

Excluding, for the moment, the logical possibility that the initial fluctuations have nothing to do with quantum mechanics (see section 66), the state $\mid$ in $\rangle$ can be either pure or mixed.

Let us now pause for a moment and let us elaborate on the distinction is between pure (or mixed) states and correlated states which will be relevant for the forthcoming considerations. The purity of a state does not determine, by itself, the degree of second-order coherence. A correlated state (i.e. a state exhibiting a degree of second-order coherence potentially larger than a coherent state) can be however modeled in terms of a mixed state whose statistical weights are appropriately chosen. Consider, for instance, the following parametrization of

[^4]the density matrix
\[

$$
\begin{equation*}
\hat{\rho}=|\mathrm{in}\rangle\langle\mathrm{in}|=\sum_{n} P_{n}|n\rangle\langle n|, \quad \sum_{n=0}^{\infty} P_{n}=1 \tag{2.5}
\end{equation*}
$$

\]

Thanks to the parametrization of Eq. (2.5), the second-order correlation effects of the state $|i n\rangle$ will be reflected in the correlation properties of the statistical ensemble defined by the weights $P_{n}$ [40]. A non vanishing initial degree of second-order coherence

$$
\begin{equation*}
\bar{g}_{\text {in }}^{(2)}=\frac{\left.\langle\text { in }| \hat{b}^{\dagger} \hat{b}^{\dagger} \hat{b} \hat{b} \mid \text { in }\right\rangle}{\left.\langle\text { in }| \hat{b}^{\dagger} \hat{b} \mid \text { in }\right\rangle} \neq 1, \tag{2.6}
\end{equation*}
$$

implies, in terms of the parametrization of Eq. (2.5), that the statistical weights must satisfy the condition

$$
\begin{equation*}
\sum_{n=0}^{\infty} n(n-1) P_{n} \neq\left[\sum_{n=0}^{\infty} n P_{n}\right]^{2} \tag{2.7}
\end{equation*}
$$

while there are various ways of satisfying the condition (2.7) it can be shown that if we want all the cumulant moments of the distribution $P_{n}$ to depend only upon the lowest two [41, then $P_{n}$ must obey the following recurrence relation

$$
\begin{equation*}
(n+1) P_{n+1}=(a+b n) P_{n}, \quad b \neq 0 . \tag{2.8}
\end{equation*}
$$

If $b=0$, then $\bar{g}_{\mathrm{in}}^{(2)}=1$ and $P_{n}$ is given by the standard form of the Poisson distribution with average multiplicity $\bar{n}=a$. If, however, $b \neq 0$ the generating function of the distribution is simply ${ }^{7}$

$$
\begin{equation*}
\mathcal{M}(s)=\sum_{n=0}^{\infty} s^{n} P_{n}=\frac{(1-b)^{a / b}}{(1-b s)^{a / b}}, \tag{2.9}
\end{equation*}
$$

where clearly $\mathcal{M}(1)=1$ as it must be to be compatible with Eq. (2.5). From Eq. (2.9) the various moments of the distribution are obtained by taking the derivatives of Eq. (2.9) at $s=1$. It is useful to parametrize the variance in terms of the ratio between $a$ and $b$ (i.e. $\zeta=a / b$ ) and in terms of $\bar{n}$ (the average multiplicity). In terms of these quantities the generating function of Eq. (2.9) can be written as

$$
\begin{equation*}
\mathcal{M}(s)=\frac{\zeta^{\zeta}}{[\bar{n}(1-s)+\zeta]^{\zeta}}, \quad \frac{D^{2}}{\bar{n}^{2}}=\frac{1}{\bar{n}}+\frac{1}{\zeta} \tag{2.10}
\end{equation*}
$$

where $D^{2}$ and $\bar{n}$ are defined, respectively, as $D^{2}=\mathcal{M}^{\prime \prime}(1)+\mathcal{M}^{\prime}(1)-\left[\mathcal{M}^{\prime}(1)\right]^{2}$ and $\bar{n}=\mathcal{M}^{\prime}(1)$; the prime in the two preceding expressions denotes a derivation with respect to $s$. While $\bar{n}$

[^5]simply denotes the number of particles of the initial state, $D^{2}$ (and hence $\zeta$ ) measures the degree of second-order coherence of the initial state. Equation (2.10) shows that the higher moments of the distribution are all expressible, as anticipated, solely in terms of $\zeta$ and $\bar{n}$ since they are given, by definition, as derivatives of $\mathcal{M}(s)$. The final expression for Eq. (2.1) is then given by
\[

$$
\begin{align*}
\bar{g}^{(2)} & =\frac{1}{\zeta} \frac{\bar{n}^{2} \bar{N}^{2}+\bar{n}^{2}(\bar{N}+1)^{2}+4 \bar{N}^{2}(\bar{n}+1)}{[2 \bar{N} \bar{n}+\bar{n}+\bar{N}]^{2}} \\
& +\frac{\bar{N}(\bar{N}+1)\left[4 \bar{n}^{2}+8 \bar{n}+1\right]+\bar{N}^{2}\left(\bar{n}^{2}+4 \bar{n}+2\right)+(\bar{N}+1)^{2} \bar{n}^{2}}{[2 \bar{N} \bar{n}+\bar{n}+\bar{N}]^{2}} \tag{2.11}
\end{align*}
$$
\]

where $\bar{N}=\left|c_{-}\right|^{2}$ and $\left|c_{+}\right|^{2}=1+\bar{N}$. There are various notable limits of Eq. (2.11):

- if $\bar{n}=0$ Eq. (2.11) reduces to

$$
\begin{equation*}
\bar{g}^{(2)}=3+\frac{1}{\bar{N}}, \tag{2.12}
\end{equation*}
$$

which is the result expected in the case of the squeezed vacuum state;

- if $\bar{N}=0$ and $\zeta=1, \bar{g}^{(2)}=2$ which is the case of a thermal state (see, e. g. [15, 16]);
- if $\bar{N}=0$ and $\zeta \rightarrow \infty$ then $\bar{g}^{(2)}=1$, which is the case of a coherent state (see, e.g. [15, 16]);
- if $\bar{N} \gg 1$ and $\bar{n} \gg 1$ then $\bar{g}^{(2)} \rightarrow 3(1+1 / \zeta) / 2$; thus, if $\zeta \rightarrow 1$ we shall have that also $\bar{g}^{(2)} \rightarrow 3$ as long as $\bar{N} \gg 1$ and $\bar{n} \gg 1$ : this result agrees with the well known result concerning the (single mode) squeezed thermal states [42].

The most general situation corresponds to the case where not only $\bar{n} \neq 0$ and $\bar{N} \neq 0$ but also when $\zeta \neq 0$. It is appropriate to conclude this discussion with a simple remark on the normal ordering in the definition of the degree of second-order coherence. Suppose that we define the degree of second-order coherence without resorting to normal ordering; for instance we can antinormal order (i.e. $\langle s| \hat{a} \hat{a} \hat{a}^{\dagger} \hat{a}^{\dagger}|s\rangle$ ) or even adopt a mixed kind of ordering (e.g. $\langle s| \hat{a} \hat{a}^{\dagger} \hat{a}^{\dagger} \hat{a}|s\rangle$ ). Denoting with $g_{\mathrm{g}}^{(2)}$ the degree of second-order coherence with generic ordering, it can be shown that

$$
\begin{equation*}
g_{\mathrm{g}}^{(2)}=\bar{g}^{(2)}+\mathcal{O}(1 /\langle N\rangle) \tag{2.13}
\end{equation*}
$$

where $\langle N\rangle$ schematically denotes the mean number of quanta which depends, ultimately, upon the initial state.

## 3 Relic phonons and relic gravitons

The simplest set-up compatible with the $\Lambda$ CDM paradigm stipulates that the background geometry is conformally flat with metric tensor $\bar{g}_{\mu \nu}=a^{2}(\tau) \eta_{\mu \nu}$, where $\tau$ denotes the conformal time coordinat ${ }^{8}$. The scalar and the tensor fluctuations of the geometry can be described as 43, 44, 45]

$$
\begin{align*}
\delta_{(\mathrm{s})} g_{00} & =2 a^{2} \phi, & \delta_{(\mathrm{s})} g_{i j} & =2 a^{2} \psi \delta_{i j}, \\
\delta_{(\mathrm{t})} g_{i j} & =-a^{2} h_{i j}, & \partial_{i} h_{j}^{i} & =h_{i}^{i}=0, \tag{3.1}
\end{align*}
$$

where $\delta_{(\mathrm{s})}$ and $\delta_{(\mathrm{t})}$ denote, respectively, the scalar and the the tensor fluctuations of the corresponding quantity; the gauge freedom has been completely fixed in Eq. (3.1) by selecting the conformally Newtonian gauge. If the inflationary stage of expansion is driven by a single background scalar field $\varphi$, defining with $\delta_{(\mathrm{s})} \varphi$ the scalar fluctuation of the inflaton and with $\varphi$ the actions describing the evolution of the scalar and tensor modes of the geometry can be written, respectively, as (see, for instance, [10, 11])

$$
\begin{align*}
& S_{(\mathrm{s})}=\frac{1}{2} \int d^{4} x \sqrt{-\bar{g}} \frac{z^{2}}{a^{2}} \bar{g}^{\alpha \beta} \partial_{\alpha} \mathcal{R} \partial_{\beta} \mathcal{R},  \tag{3.2}\\
& S_{(\mathrm{t})}=\frac{1}{8 \ell_{\mathrm{P}}^{2}} \int d^{4} x \sqrt{-\bar{g} g}{ }^{\alpha \beta} \partial_{\alpha} h_{i j} \partial_{\beta} h_{i j}, \tag{3.3}
\end{align*}
$$

where $\mathcal{R}$ represents the curvature perturbation on comoving orthogonal hypersurfaces whose explicit expression, in the case at hand, is

$$
\begin{equation*}
\mathcal{R}=-\psi-\frac{\mathcal{H} \delta_{\mathrm{s}} \varphi}{\partial_{\tau} \varphi}, \quad z=\frac{a \partial_{\tau} \varphi}{\partial_{\tau} \ln a}, \tag{3.4}
\end{equation*}
$$

and $\mathcal{H}=\partial_{\tau} \ln a$. Using that $\bar{g}_{\mu \nu}=a^{2}(\tau) \eta_{\mu \nu}$, Eqs. (3.2) and (3.3) can be written as

$$
\begin{align*}
S_{(\mathrm{s})} & =\frac{1}{2} \int d^{4} x \eta^{\alpha \beta} \partial_{\alpha} \mathcal{R} \partial_{\beta} \mathcal{R} z^{2}  \tag{3.5}\\
S_{(\mathrm{t})} & =\frac{1}{2} \int d^{4} x \eta^{\alpha \beta} \partial_{\alpha} h \partial_{\beta} h a^{2} \tag{3.6}
\end{align*}
$$

Equation (3.6) holds for each of the two tensor polarizations (see, e. g. [10, 46]) having defined $h_{\xi}=\sqrt{2} \ell_{\mathrm{P}} h$ with $\xi=\oplus, \otimes$ and $\ell_{\mathrm{P}}=1 / \sqrt{8 \pi G}$ (see also Eq. (6.5) where the reduced Planck mass $\bar{M}_{\mathrm{P}}=\ell_{\mathrm{P}}^{-1}$ enters the definition of the slow-roll parameters). Indeed $h_{i j}(\vec{x}, \tau)$ can be decomposed as

$$
\begin{equation*}
h_{i j}(\vec{x}, \tau)=\sum_{\xi} q_{i j}^{(\xi)} h_{\lambda}(\vec{x}, \tau) \tag{3.7}
\end{equation*}
$$

[^6]where $q_{i j}^{\oplus}=\left(\hat{a}_{i} \hat{a}_{j}-\hat{b}_{i} \hat{b}_{j}\right)$ and $q_{i j}^{\otimes}=\left(\hat{a}_{i} \hat{b}_{j}+\hat{a}_{j} \hat{b}_{i}\right)$; defining with $\hat{k}$ the direction of propagation of the wave, $\hat{a}, \hat{b}$ and $\hat{k}$ form a triplet of mutually orthogonal unit vectors. Probably the first paper mentioning quantum mechanics as a possible source of large-scale inhomogeneities, though not in the framework of any inflationary hypothesis, is the one of Sakharov [47]. The emphasis on the action for the normal mode of the scalar fluctuations (i.e. scalar phonons) appeared in a paper by Lukash [48] in the context of fluid models. Later on different authors applied it to scalar field matter with particular attention to the quantization of the fluctuations [49, 50] (see also 51]). The form of the actions is the one derived in [10. The scalar and tensor fluctuations of the geometry can be canonically quantized; after introducing the appropriate normal modes
\[

$$
\begin{equation*}
\mu(\vec{x}, \tau)=a(\tau) h(\vec{x}, \tau), \quad \nu(\vec{x}, \tau)=z(\tau) \mathcal{R}(\vec{x}, \tau) \tag{3.8}
\end{equation*}
$$

\]

the tensor and scalar Lagrangian densities become, respectively,

$$
\begin{align*}
\mathcal{L}_{(\mathrm{t})}(\vec{x}, \tau) & =\frac{1}{2}\left[\left(\partial_{\tau} \mu\right)^{2}+\left(\partial_{\tau} \ln a\right)^{2} \mu^{2}-2\left(\partial_{\tau} \ln a\right) \mu \partial_{\tau} \mu-\left(\partial_{i} \mu\right)^{2}\right]  \tag{3.9}\\
\mathcal{L}_{(\mathrm{s})}(\vec{x}, \tau) & =\frac{1}{2}\left[\left(\partial_{\tau} \nu\right)^{2}+\left(\partial_{\tau} \ln z\right)^{2} \mu^{2}-2\left(\partial_{\tau} \ln z\right) \nu \partial_{\tau} \nu-\left(\partial_{i} \nu\right)^{2}\right] \tag{3.10}
\end{align*}
$$

whose associated canonical momenta

$$
\begin{equation*}
\pi_{(\mathrm{t})}=\partial_{\tau} \mu-\left(\partial_{\tau} \ln a\right) \mu, \quad \pi_{(\mathrm{s})}=\partial_{\tau} \nu-\left(\partial_{\tau} \ln z\right) \nu \tag{3.11}
\end{equation*}
$$

can be used to derive the canonical Hamiltonians

$$
\begin{align*}
& H_{(\mathrm{t})}=\frac{1}{2} \int d^{3} x\left[\pi_{(\mathrm{t})}^{2}+2\left(\partial_{\tau} \ln a\right) \pi_{(\mathrm{t})} \mu+\left(\partial_{i} \mu\right)^{2}\right]  \tag{3.12}\\
& H_{(\mathrm{s})}=\frac{1}{2} \int d^{3} x\left[\pi_{(\mathrm{s})}^{2}+2\left(\partial_{\tau} \ln z\right) \pi_{(\mathrm{s})} \nu+\left(\partial_{i} \nu\right)^{2}\right] \tag{3.13}
\end{align*}
$$

Since Eqs. (3.12) and (3.13) have the same canonical structure, the two problems can be treated simultaneously by resorting to the Hamiltonian:

$$
\begin{equation*}
\hat{H}(\tau)=\frac{1}{2} \int d^{3} x\left[\hat{\pi}^{2}-2 i \lambda(\hat{\pi} \hat{\Phi}+\hat{\Phi} \hat{\pi})+\partial_{k} \hat{\Phi} \partial^{k} \hat{\Phi}\right] \tag{3.14}
\end{equation*}
$$

where $\hat{\Phi}$ and $\hat{\pi}$ are the two canonically conjugate field operators. In Eq. (3.14) $\lambda=$ $i\left(\partial_{\tau} \ln a\right) / 2$ (in the case of the tensor modes) and $\lambda=i\left(\partial_{\tau} \ln z\right) / 2$ (in the case of the scalar modes). Similarly $\hat{\pi}$ will coincide either with $\hat{\pi}_{(\mathrm{t})}$ (in the case of the tensor modes) or with $\hat{\pi}_{(\mathrm{s})}$ (in the case of the scalar modes). The Fourier representation of the field operators can be written as

$$
\begin{equation*}
\hat{\Phi}(\vec{x}, \tau)=\frac{1}{\sqrt{V}} \sum_{\vec{p}} \hat{\Phi}_{\vec{p}}(\tau) e^{-i \vec{p} \cdot \vec{x}}, \quad \hat{\pi}(\vec{x}, \tau)=\frac{1}{\sqrt{V}} \sum_{\vec{p}} \hat{\pi}_{\vec{p}}(\tau) e^{-i \vec{p} \cdot \vec{x}} \tag{3.15}
\end{equation*}
$$

where $V$ represents a fiducial (normalization) volume. In the continuum limit we will have $\sum_{\vec{k}} \rightarrow V \int d^{3} k /(2 \pi)^{3}$ and the canonical commutation relations impose, in Fourier space, $\left[\hat{\Phi}_{\vec{k}}, \hat{\pi}_{\vec{p}}^{\dagger}\right]=i \delta^{(3)}(\vec{k}-\vec{p})$ where $\hat{\Phi}_{\vec{k}}^{\dagger}=\hat{\Phi}_{-\vec{k}}$ and $\hat{\pi}_{\vec{k}}^{\dagger}=\hat{\pi}_{-\vec{k}}$ because of the hermiticity of the corresponding field operators in real space. Introducing creation and annihilation operators obeying $\left[\hat{a}_{\vec{k}}, \hat{a}_{\vec{p}}^{\dagger}\right]=\delta^{(3)}(\vec{k}-\vec{p})$, the field operators and the canonical momenta can be expressed as

$$
\begin{equation*}
\hat{\Phi}_{\vec{p}}=\frac{1}{\sqrt{2 p}}\left(\hat{a}_{\vec{p}}+\hat{a}_{-\vec{p}}^{\dagger}\right), \quad \hat{\pi}_{\vec{p}}=-i \sqrt{\frac{p}{2}}\left(\hat{a}_{\vec{p}}-\hat{a}_{-\vec{p}}^{\dagger}\right) \tag{3.16}
\end{equation*}
$$

Inserting Eq. (3.16) into Eq. (3.14) the resulting Hamiltonian in the continuum limit is

$$
\begin{equation*}
\hat{H}(\tau)=2 \int d^{3} p\left\{p \mathcal{K}_{0}(\vec{p})+\left[\lambda^{*}(\tau) \mathcal{K}_{-}(\vec{p})+\lambda(\tau) \mathcal{K}_{+}(\vec{p})\right]\right\} \tag{3.17}
\end{equation*}
$$

where the operators $\mathcal{K}_{ \pm}(\vec{p})$ and $\mathcal{K}_{0}(\vec{p})$

$$
\begin{equation*}
\mathcal{K}_{+}(\vec{p})=\hat{a}_{\vec{p}}^{\dagger} \hat{a}_{-\vec{p}}^{\dagger}, \quad \mathcal{K}_{-}(\vec{p})=\hat{a}_{\vec{p}} \hat{a}_{-\vec{p}}, \quad \mathcal{K}_{0}(\vec{p})=\frac{1}{2}\left[\hat{a}_{\vec{p}}^{\dagger} \hat{a}_{\vec{p}}+\hat{a}_{-\vec{p}} \hat{a}_{-\vec{p}}^{\dagger}\right] \tag{3.18}
\end{equation*}
$$

satisfy the commutation relations of the $S U(1,1)$ Lie algebra, i.e.

$$
\begin{equation*}
\left[\mathcal{K}_{-}(\vec{p}), \mathcal{K}_{+}(\vec{q})\right]=2 \mathcal{K}_{0}(\vec{p}) \delta^{(3)}(\vec{p}-\vec{q}), \quad\left[\mathcal{K}_{0}(\vec{p}), \mathcal{K}_{ \pm}(\vec{q})\right]= \pm \mathcal{K}_{ \pm}(\vec{p}) \delta^{(3)}(\vec{p}-\vec{q}) \tag{3.19}
\end{equation*}
$$

The group $S U(1,1)$ is not a symmetry group of the Hamiltonian of the problem but the $S U(1,1)$ algebra can be viewed, in the terminology of [52] (see also [53]), as the spectrum generating algebra insofar as the total (generalized) charge does commute with all the generators of the group (as well as with the total Hamiltonian) while the total number of particles does commute with the charge but not with the full Hamiltonian. Owing to the group structure (3.19) and to the specific form of the Hamiltonian of Eq. (3.17), the multiparticle final state can be obtained by applying to the initial state $\left|\Psi_{i}(\vec{p})\right\rangle$ the product of two unitary operators $\Xi\left(\varphi_{p}\right)$ and $\Sigma\left(\sigma_{p}\right)$ :

$$
\begin{equation*}
\left|\Psi_{f}(\vec{p})\right\rangle=\Xi\left(\varphi_{p}\right) \Sigma\left(\sigma_{p}\right)\left|\Psi_{i}(\vec{p})\right\rangle, \quad\left|\Psi_{f}\right\rangle=\prod_{\vec{p}}\left|\Psi_{f}(\vec{p})\right\rangle, \tag{3.20}
\end{equation*}
$$

where the unitary operators are defined as $:^{9}$

$$
\begin{equation*}
\mathcal{R}\left(\varphi_{p}\right)=\exp \left[-2 i \varphi_{p} K_{0}(\vec{p})\right], \quad \Sigma\left(\sigma_{p}\right)=\exp \left[\sigma_{p}^{*} K_{-}(\vec{p})-\sigma_{p} K_{+}(\vec{p})\right], \tag{3.21}
\end{equation*}
$$

with $\sigma_{p}=r_{p} e^{i \gamma_{p}}$ and $\alpha_{p}=\left(2 \varphi_{p}-\gamma_{p}\right)$; the time evolution of the variables $r_{p}(\tau), \varphi_{p}(\tau)$ and $\alpha_{p}(\tau)$ is given by

$$
\frac{d r_{p}}{d \tau}=2 i \lambda \cos \alpha_{p}
$$

[^7]\[

$$
\begin{align*}
\frac{d \varphi_{p}}{d \tau} & =p-2 i \lambda \tanh r_{p} \sin \alpha_{p} \\
\frac{d \alpha_{p}}{d \tau} & =2 p-4 i \lambda \frac{\sin \alpha_{p}}{\tanh 2 r_{p}} . \tag{3.22}
\end{align*}
$$
\]

Equations (3.22) are symmetric for $r_{p} \rightarrow-r_{p}$ and $\lambda \rightarrow-\lambda$. The corresponding Hamiltonian of Eqs. (3.14) is actually symmetric for

$$
\begin{equation*}
z \rightarrow \frac{1}{z} \quad \hat{\pi}_{\vec{k}} \rightarrow-k \hat{\Phi}_{\vec{k}}, \quad \hat{\Phi}_{\vec{k}} \rightarrow \frac{1}{k} \hat{\pi}_{\vec{k}} \tag{3.23}
\end{equation*}
$$

and analogously in the tensor case for $a \rightarrow 1 / a$. The transformation of Eq. (3.23) is related to electric-magnetic duality [54, 55, 56] in conformally flat background geometries when the $a$ and $z$ are replaced by the (dynamical) gauge coupling. The relation between the Schrödinger and the Heisenberg descriptions is easily worked out by appreciating that

$$
\begin{align*}
& \hat{\Phi}_{\vec{k}}(\tau)=f_{k}(\tau) \hat{a}_{\vec{k}}\left(\tau_{0}\right)+f_{k}^{*} \hat{a}_{-\vec{k}}^{\dagger}\left(\tau_{0}\right),  \tag{3.24}\\
& \hat{\pi}_{\vec{k}}(\tau)=g_{k}(\tau) \hat{a}_{\vec{k}}\left(\tau_{0}\right)+g_{k}^{*} \hat{a}_{-\vec{k}}^{\dagger}\left(\tau_{0}\right) \tag{3.25}
\end{align*}
$$

In section 2 the operators at the initial time $\tau_{0}$ have been denoted with $\hat{b}$; thus, accounting for the momentum dependence, we will denote $\hat{b}_{\vec{k}}=\hat{a}_{\vec{k}}\left(\tau_{0}\right), b_{-\vec{k}}^{\dagger}=\hat{a}_{-\vec{k}}^{\dagger}\left(\tau_{0}\right)$. The evolution of the mode functions $f_{k}(\tau)$ and $g_{k}(\tau)$ can be obtained from the evolution equations in the Heisenberg description:

$$
\begin{equation*}
i \partial_{\tau} \hat{\Phi}=[\hat{\Phi}, \hat{H}], \quad i \partial_{\tau} \hat{\pi}=[\hat{\pi}, \hat{H}] \tag{3.26}
\end{equation*}
$$

and they are given by

$$
\begin{equation*}
\partial_{\tau} f_{k}=g_{k}+\partial_{\tau} \ln a f_{k}, \quad \partial_{\tau} g_{k}=-k^{2} f_{k}-\left(\partial_{\tau} \ln a\right) g_{k} \tag{3.27}
\end{equation*}
$$

for the tensor case and by

$$
\begin{equation*}
\partial_{\tau} \tilde{f}_{k}=\tilde{g}_{k}+\partial_{\tau} \ln z \tilde{f}_{k}, \quad \partial_{\tau} \tilde{g}_{k}=-k^{2} \tilde{f}_{k}-\left(\partial_{\tau} \ln z\right) \tilde{g}_{k} \tag{3.28}
\end{equation*}
$$

for the scalar case. Both sets of mode functions are subjected to the following Wronskian normalization for any $\tau$

$$
\begin{align*}
& \tilde{f}_{p}(\tau) \tilde{g}_{p}^{*}(\tau)-\tilde{f}_{p}^{*}(\tau) \tilde{g}_{p}(\tau)=i  \tag{3.29}\\
& f_{p}(\tau) g_{p}^{*}(\tau)-f_{p}^{*}(\tau) g_{p}(\tau)=i \tag{3.30}
\end{align*}
$$

## 4 First-order coherence

The degree of first-order coherence is measured by the following normalized correlation function:

$$
\begin{equation*}
g^{(1)}(\vec{x}, \vec{y} ; \tau)=\frac{\langle\hat{\Phi}(\vec{x}, \tau) \hat{\Phi}(\vec{y}, \tau)\rangle}{\sqrt{\left\langle\hat{\Phi}^{2}(\vec{x}, \tau)\right\rangle\left\langle\hat{\Phi}^{2}(\vec{y}, \tau)\right\rangle}} . \tag{4.1}
\end{equation*}
$$

In the usual quantum optical set-up provided by standard interferometers (such as Michelson, Mach-Zehnder or Sagnac) the $\hat{\Phi}$-operators are replaced either by electric field operators or even by classical fields. In Young interferometry the electric fields are split, time delayed and then recombined on a screen. It is easy to show that the analog of Eq. (4.1) is nothing but the visibility, i.e. the normalized difference between the maximal and the minimal intensity of the light detected on the Young screen.

In quantum theory, the degree of first-order coherence is fully determined by the averaged multiplicity of the initial state. Let us suppose that the initial state is characterized by an averaged multiplicity $\bar{n}_{q}$ per each field mode. Following the notations employed in section 2 but accounting for the momentum dependence we will have

$$
\begin{equation*}
\langle\mathrm{in}| \hat{b}_{\vec{q}}^{\dagger} \hat{b}_{\vec{p}}|\mathrm{in}\rangle=\bar{n}_{q} \delta^{(3)}(\vec{q}-\vec{p}) . \tag{4.2}
\end{equation*}
$$

Given the average occupation number of the initial state, Eq. (4.1) can be computed in explicit terms. Recalling Eqs. (3.15) and (3.16) the two point function is simply given by

$$
\begin{align*}
& \langle\hat{\Phi}(\vec{x}, \tau) \hat{\Phi}(\vec{y}, \tau)\rangle=\frac{1}{4 \pi^{2}} \int q d q\left[\cosh 2 r_{q}-\cos \alpha_{q} \sinh 2 r_{q}\right]\left(2 \bar{n}_{q}+1\right) j_{0}(q r)  \tag{4.3}\\
& \langle: \hat{\Phi}(\vec{x}, \tau) \hat{\Phi}(\vec{y}, \tau):\rangle=\frac{1}{2 \pi^{2}} \int q d q\left[\cosh 2 r_{q}-\cos \alpha_{q} \sinh 2 r_{q}\right] \bar{n}_{q} j_{0}(q r) \tag{4.4}
\end{align*}
$$

where the normal ordered case has been included for comparison and where $j_{0}(q r)$ is the zeroth-order spherical Bessel function [57, 58]. To deduce Eqs. (4.3) and (4.4) it is useful to recall that

$$
\begin{equation*}
\hat{a}_{\vec{q}}=e^{-i \varphi_{q}}\left[\cosh r_{q} \hat{b}_{\vec{q}}-e^{i \gamma_{q}} \sinh r_{q} \hat{b}_{-\vec{q}}^{\dagger}\right] \tag{4.5}
\end{equation*}
$$

where, as in Eqs. (3.20)-(3.21), $\gamma_{q}=\left(2 \varphi_{q}-\alpha_{q}\right)$. Since $\sinh ^{2} r_{q}=\bar{N}_{q}$ is the averaged multiplicity of the squeezed vacuum state, the expression appearing inside the square brackets in Eqs. (4.3) and (4.4) can also be written as

$$
\begin{equation*}
\cosh 2 r_{q}-\cos \alpha_{q} \sinh 2 r_{q}=2 \bar{N}_{q}+1-2 \sqrt{\bar{N}_{q}\left(\bar{N}_{q}+1\right)} \cos \alpha_{q} \tag{4.6}
\end{equation*}
$$

The solution of either Eqs. (3.22) or Eqs. (3.27)-(3.28) leads to an even more explicit form of the degree of first-order coherence which will be indirectly mentioned in section 7. In spite of the statistical properties of the initial state and in spite of the operator ordering Eqs. (4.3) and (4.4) imply that

$$
\begin{equation*}
\lim _{q r \rightarrow 0} g^{(1)}(r, \tau)=1, \quad r=|\vec{x}-\vec{y}|, \quad q=|\vec{q}| \tag{4.7}
\end{equation*}
$$

According to Eq. (4.7) the relic gravitons and the relic phonons are always first-order coherent irrespective of the statistical properties of the initial state which could be rather
different such as a mixed or a pure state. In both cases the density operator of the initial state can be defined in the most appropriate basis, for instance a Fock basis or a coherent state basis. For a thermal (or chaotic) ensemble the density matrix can be written, in the Fock basis, as

$$
\begin{equation*}
\hat{\rho}=\sum_{\{n\}} P_{\{n\}}|\{n\}\rangle\langle\{n\}|, \quad P_{\{n\}}=\prod_{\vec{k}} \frac{\bar{n}_{\vec{k}}^{n_{\vec{k}}}}{\left(1+\bar{n}_{\vec{k}}\right)^{n_{\vec{k}}+1}}, \tag{4.8}
\end{equation*}
$$

where, in analogy with the notations employed in section 2, $\bar{n}_{\vec{k}}=\operatorname{Tr}\left[\hat{\rho} \hat{a}_{\vec{k}}^{\dagger} \hat{a}_{\vec{k}}\right]$ is the average occupation number of each Fourier mode and, following the standard notation, $|\{n\}\rangle=$ $\left|n_{\vec{k}_{1}}\right\rangle\left|\left|n_{\vec{k}_{2}}\right\rangle\right|\left|n_{\vec{k}_{3}}\right\rangle \ldots$ where the ellipses stand for all the occupied modes of the field. The density matrix always describe a mixed state but the $\bar{n}_{\vec{k}}$ should not be necessarily identified with the Bose-Einstein occupation number. In the case of a multimode coherent state the density matrix can instead be written as

$$
\begin{align*}
\hat{\rho} & =|\{\beta\}\rangle\langle\{\beta\}|, \quad|\{\beta\}\rangle=\prod_{\vec{k}}\left|\left\{\beta_{\vec{k}}\right\}\right\rangle, \\
\left|\left\{\beta_{\vec{k}}\right\}\right\rangle & =e^{-\left|\beta_{\vec{k}}\right|^{2} / 2} \sum_{n_{\vec{k}}} \frac{\beta_{\vec{k}}^{n_{\vec{k}}}}{\sqrt{n_{\vec{k}}!}}\left|n_{\vec{k}}\right\rangle . \tag{4.9}
\end{align*}
$$

The initial state of Eq. (4.9) is pure and its averaged multiplicity per Fourier mode is given by $\bar{n}_{k}=\left|\beta_{k}\right|^{2}$. Hence Eq. (4.7) holds both for the state of Eq. (4.8) and for the state of Eq. (4.9) as well as for all the possible initial states (either pure or mixed). This simply means that the degree of first-order coherence is only sensitive to the particle content of the initial state but not to its statistical properties. Initial states exhibiting a high degree of correlation cannot be distinguished just by looking at the analog of Young interferometry. A given multiparticle state can always be projected on the coherent state basis [15].

The idea is to write the multiparticle density matrix of a mixed state in the basis of a multimode coherent state using the overcompleteness of $|\{\gamma\}\rangle$

$$
\begin{align*}
\hat{\rho} & =\int P(\{\gamma\})|\{\gamma\}\rangle\langle\{\gamma\}| d \mu\{\gamma\}  \tag{4.10}\\
d \mu\{\gamma\} & =\Pi_{\vec{k}}\left[\frac{1}{\pi} d^{2} \gamma_{\vec{k}}\right] \tag{4.11}
\end{align*}
$$

where $P(\{\gamma\})$ is the phase-space functional. The representation of Eq. (4.10) cannot be more singular than a Dirac delta function and it should also be positive semi-definite: these two properties are not satisfied by any quantum state. For instance, in the case of the density matrices of Eqs. (4.8) and (4.9) the corresponding phase-space functionals are:

$$
\begin{align*}
& P(\{\gamma\})=\prod_{\vec{k}} \frac{1}{\bar{n}_{\vec{k}}} \exp \left[-\left|\gamma_{\vec{k}}\right|^{2} / \bar{n}_{\vec{k}}\right]  \tag{4.12}\\
& P(\{\gamma\})=\prod_{\vec{k}} \delta^{(2)}\left(\gamma_{\vec{k}}-\beta_{\vec{k}}\right) . \tag{4.13}
\end{align*}
$$

There are indeed states leading to a phase-space functional which is more singular than a delta function (the delta function case corresponding to a coherent state) such as the squeezed states and various of their generalizations [59, 60]. As it will be clear in what follows, the method of the phase-space functional will just be mentioned as a cross-check in the calculation of some expectation values involving the initial state of the relic phonons and of the relic gravitons. In the cases where this technique will be employed, the $P$-representation will always be well defined and regular. When normal ordering is imposed, in the coherent state basis defined by Eqs. (4.10)-(4.11) and by Eqs. (4.12)-(4.13), the quantum averages are replaced by averages over complex numbers weighted by the phase space functional related to the so-called Glauber-Sudarshan $P$-representation [15, 16, 17]. The latter properties goes under the name of optical equivalence theorem and greatly simplifies the calculations of field correlators provided the density matrix of the quantum states involved in the average can be represented in the coherent state basis with $P$-distribution not more singular than a Dirac delta function [15, 16, 17]. This observation can be used to check the results of various correlators in the limit of large occupation numbers since, in this limit, the ordering of the higher-order correlators is immaterial as discussed at the end of section 2,

The main result of this section can be summarized by saying that the field describing the relic phonons and the relic gravitons is always first-order coherent when the relevant wavelengths are larger than the Hubble radius at each corresponding epoch. Furthermore, given the explicit form of Eq. (4.3) and (4.4), we can also conclude that $0 \leq g^{(1)}(r, \tau) \leq 1$, i.e. the field is first-order coherent in the large-scale limit and partially coherent for smaller scales.

## 5 Intensity correlations

The degree of second-order coherence is defined as in Eq. (1.5), i.e.

$$
\begin{equation*}
g^{(2)}(\vec{x}, \vec{y} ; \tau)=\frac{\langle\hat{\mathcal{I}}(\vec{x}, \tau) \hat{\mathcal{I}}(\vec{y}, \tau)\rangle}{\langle\hat{\mathcal{I}}(\vec{x}, \tau)\rangle\langle\hat{\mathcal{I}}(\vec{y}, \tau)\rangle}, \tag{5.1}
\end{equation*}
$$

where $\hat{\mathcal{I}}(\vec{x}, \tau)=\hat{\Phi}^{2}(\vec{x}, \tau)$ and $\hat{\mathcal{I}}(\vec{y}, \tau)=\hat{\Phi}^{2}(\vec{y}, \tau)$. As anticipated in the introductory section Eq. (5.1) differs from the quantum degree of second-order coherence appearing in Refs. [15, 16, 17]. In quantum optics the intensities are measured by phototubes and the correlation is proportional to the transition rate for a joint absorption of photons at the two points. The treatment of the photoelectric effect shows that the transition amplitude is proportional to the matrix element of $\hat{E}^{(+)}\left(\vec{y}, \tau_{2}\right) \hat{E}^{(+)}\left(\vec{x}, \tau_{1}\right)$; accordingly the degree of second-order co-
herence is defined, in quantum optics, as 10 [15, 16, 17]

$$
\begin{equation*}
\bar{g}^{(2)}\left(\vec{x}, \vec{y} ; \tau_{1}, \tau_{2}\right)=\frac{\left\langle: \hat{E}^{(-)}\left(\vec{x}, \tau_{1}\right) \hat{E}^{(-)}\left(\vec{y}, \tau_{2}\right) \hat{E}^{(+)}\left(\vec{y}, \tau_{2}\right) \hat{E}^{(+)}\left(\vec{x}, \tau_{1}\right):\right\rangle}{\left\langle: \hat{E}^{(-)}\left(\vec{x}, \tau_{1}\right) \hat{E}^{(+)}\left(\vec{x}, \tau_{1}\right):\right\rangle\left\langle: \hat{E}^{(-)}\left(\vec{y}, \tau_{2}\right) \hat{E}^{(+)}\left(\vec{y}, \tau_{2}\right):\right\rangle} \tag{5.2}
\end{equation*}
$$

where $\hat{E}^{(-)}(\vec{x}, \tau)$ and $\hat{E}^{(+)}(\vec{x}, \tau)$ denote, respectively, the negative and the positive frequency parts of the electric field operator for a single polarization. By rewriting Eq. (5.2) in the notation of the present paper the quantum degree of second-order coherence becomes, in the case $\tau_{1}=\tau_{2}=\tau$,

$$
\begin{equation*}
\bar{g}^{(2)}(\vec{x}, \vec{y} ; \tau)=\frac{\left\langle: \hat{\Phi}^{(-)}(\vec{x}, \tau) \hat{\Phi}^{(-)}(\vec{y}, \tau) \hat{\Phi}^{(+)}(\vec{y}, \tau) \hat{\Phi}^{(+)}(\vec{x}, \tau):\right\rangle}{\left\langle: \hat{\Phi}^{(-)}(\vec{x}, \tau) \hat{\Phi}^{(+)}(\vec{x}, \tau):\right\rangle\left\langle: \hat{\Phi}^{(-)}(\vec{y}, \tau) \hat{\Phi}^{(+)}(\vec{y}, \tau):\right\rangle} \tag{5.3}
\end{equation*}
$$

where, as above, $\hat{\Phi}^{(-)}(\vec{x}, \tau)$ and $\hat{\Phi}^{(+)}(\vec{x}, \tau)$ denote the negative and the positive frequency parts of $\hat{\Phi}$. Equations (5.1) and (5.3) are technically different but physically equivalent. The numerical value of the normalized degree of second-order coherence (in the zero timedelay limit) can differ between Eqs. (5.1) and (5.3) for a given quantum state. However, as discussed in Eq. (2.13) these difference vanish either when the number of particles of the initial state is large or when the number of produced particles is large. Barring for specific numerical differences which are relevant in the limit of small occupation numbers, Eq. (5.3) shall be primarily considered; if appropriate, the relations of the obtained results with the normal ordered definition shall be swiftly mentioned. The degree of second-order coherence given in Eq. (5.1) can be estimated as

$$
\begin{equation*}
\langle\hat{\mathcal{I}}(\vec{x}, \tau) \hat{\mathcal{I}}(\vec{y}, \tau)\rangle=\frac{1}{V^{2}} \sum_{\vec{q}} \sum_{\vec{p}} \sum_{\vec{q}^{\prime}} \sum_{\vec{p}^{\prime}} \mathcal{F}\left(q, p, q^{\prime}, p^{\prime} ; \vec{x}, \vec{y}, \tau\right) \tag{5.4}
\end{equation*}
$$

where the expression $\mathcal{F}\left(q, p, q^{\prime}, p^{\prime} ; \vec{x}, \vec{y}, \tau\right)$ is given by

$$
\begin{align*}
& \left\{\left\langle\hat{a}_{\vec{q}} \hat{a}_{\vec{p}} \hat{a}_{\vec{q}^{\prime}}^{\dagger} \hat{a}_{\vec{p}^{\prime}}^{\dagger}\right\rangle e^{-i(\vec{q}+\vec{p}) \cdot \vec{x}+i\left(\vec{q}^{\prime}+\vec{p}^{\prime}\right) \cdot \vec{y}}+\left\langle\hat{a}_{\vec{q}}^{\dagger} \hat{a}_{\vec{p}}^{\dagger} \hat{a}_{\vec{q}^{\prime}} \hat{\vec{p}}_{\vec{p}^{\prime}}\right\rangle e^{i(\vec{q}+\vec{p}) \cdot \vec{x}-i\left(\vec{q}^{\prime}+\vec{p}^{\prime}\right) \cdot \vec{y}}\right. \\
& \left\langle\hat{a}_{\vec{q}} \hat{a}_{\vec{p}}^{\dagger} \hat{a}_{\vec{q}^{\prime}} \hat{a}_{\vec{p}^{\prime}}^{\dagger}\right\rangle e^{-i(\vec{q}-\vec{p}) \cdot \vec{x}-i\left(\vec{q}^{\prime}-\vec{p}^{\prime}\right) \cdot \vec{y}}+\left\langle\hat{a}_{\vec{q}} \hat{\vec{p}}_{\vec{p}}^{\dagger} \hat{a}_{\vec{q}^{\prime}}^{\dagger} \hat{a}_{\vec{p}^{\prime}}\right\rangle e^{-i(\vec{q}-\vec{p}) \cdot \vec{x}+i\left(\vec{q}^{\prime}-\vec{p}^{\prime}\right) \cdot \vec{y}} \\
& \left.\left\langle\hat{a}_{\vec{q}}^{\dagger} \hat{a}_{\vec{p}} \hat{a}_{\vec{q}^{\prime}} \hat{a}_{\vec{p}^{\prime}}^{\dagger}\right\rangle e^{i(\vec{q}-\vec{p}) \cdot \vec{x}-i\left(\vec{q}^{\prime}-\vec{p}^{\prime}\right) \cdot \vec{y}}+\left\langle\hat{\vec{q}}_{\vec{\prime}}^{\dagger} \hat{a}_{\overrightarrow{\vec{\prime}}}^{\dagger} \hat{\vec{a}}_{\vec{p}^{\prime}} \hat{a}_{\vec{x}^{\prime}}^{\dagger}\right\rangle e^{i(\vec{q}-\vec{p}) \cdot \vec{x}+i\left(\vec{q}^{\prime}-\vec{p}^{\prime}\right) \cdot \vec{y}}\right\} . \tag{5.5}
\end{align*}
$$

Inserting Eq. (4.5) into Eq. (5.5) various averages will appear such as

$$
\begin{equation*}
\left\langle\hat{b}_{\vec{q}}^{\dagger} \hat{b}_{\vec{p}}^{\dagger} \hat{b}_{\vec{q}^{\prime}} \hat{b}_{\vec{p}^{\prime}}\right\rangle, \quad\left\langle\hat{b}_{\vec{q}} \hat{b}_{\vec{p}}^{\dagger} \hat{b}_{\vec{q}^{\prime}}^{\dagger} \hat{b}_{\vec{p}^{\prime}}\right\rangle, \ldots \tag{5.6}
\end{equation*}
$$

where the ellipses stand for the four remaining permutations. Each o the averages Eq. (5.6) are evaluated using the density matrix of the initial state, i.e. for instance

$$
\begin{equation*}
\left\langle\hat{b}_{\vec{q}}^{\dagger} \hat{b}_{\vec{p}}^{\dagger} \hat{b}_{\vec{q}^{\prime}} \hat{b}_{\vec{p}^{\prime}}\right\rangle=\operatorname{Tr}\left[\hat{\rho} \hat{b}_{\vec{q}}^{\dagger} \hat{b}_{\vec{p}}^{\dagger} \hat{b}_{\vec{q}^{\prime}} \hat{b}_{\vec{p}^{\prime}}\right], \tag{5.7}
\end{equation*}
$$

[^8]and similarly for all the other expectation values of the fields arising in Eq. (5.5) upon insertion of Eq. (4.5). The density matrix appearing in Eq. (5.7) can be the density matrix either of a pure state or of a mixed state and can be written, in general terms, as
\[

$$
\begin{equation*}
\hat{\rho}=\sum_{\{n\}} P_{\{n\}}|\{n\}\rangle\langle\{n\}|, \quad \sum_{\{n\}} P_{\{n\}}=1 . \tag{5.8}
\end{equation*}
$$

\]

As already mentioned in section 2 we are interested in the possibility that the initial state has a specified degree of second-order coherence. The simplest non-trivial situation is the one discussed in Eq. (2.8) and hereby generalized to the situation where $a \rightarrow a_{k}$ and $b \rightarrow b_{k}$ do depend upon the momentum (as appropriate in the case of many bosonic degrees of freedom). Thus the field theoretical generalization of the probability distribution implicitly mentioned in section 2, i.e.

$$
\begin{equation*}
P_{\{n\}}=\prod_{\vec{k}} \frac{\Gamma\left(\zeta_{\vec{k}}+n_{\vec{k}}\right)}{\Gamma\left(\zeta_{\vec{k}}\right) \Gamma\left(n_{\vec{k}}+1\right)}\left(\frac{\bar{n}_{\vec{k}}}{\bar{n}_{\vec{k}}+\zeta_{\vec{k}}}\right)^{n_{\vec{k}}}\left(\frac{\zeta_{\vec{k}}}{\bar{n}_{\vec{k}}+\zeta_{\vec{k}}}\right)^{\zeta_{\vec{k}}} \tag{5.9}
\end{equation*}
$$

The evaluation of Eq. (5.7) proceeds therefore by noticing that

$$
\begin{align*}
& \left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{k} \hat{b}_{\ell}\right\rangle=\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{i}^{\dagger} \hat{b}_{i} \hat{b}_{i}\right\rangle \delta_{i j} \delta_{j k} \delta_{\ell k}+ \\
& \left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{i} \hat{b}_{j}\right\rangle \delta_{i k} \delta_{j \ell}\left[1-\delta_{i j}\right]+\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{j} \hat{b}_{i}\right\rangle \delta_{i \ell} \delta_{j k}\left[1-\delta_{i j}\right], \tag{5.10}
\end{align*}
$$

where $\hat{b}_{i}$ and $\hat{b}_{j}^{\dagger}$ denote the annihilation and creation operators related two generic momenta, i.e. for instance $\hat{b}_{\vec{q}}$ and $\hat{b}_{\vec{p}}^{\dagger}$; furthermore, following the same shorthand notation, $\delta_{i j}$ denotes the delta functions over the three-momenta (i.e. $\delta_{\vec{q}, \vec{p}}$ ). In Eq. (5.10) two different classes of terms appear: in the first class of terms (i.e. $\left.\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{i}^{\dagger} \hat{b}_{i} \hat{b}_{i}\right\rangle\right)$ there are four different operators all acting on the same momentum; in the second class of terms (i.e. $\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{i} \hat{b}_{j}\right\rangle$ and $\left.\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{j} \hat{b}_{i}\right\rangle\right)$ the momenta are paired two by two (as the corresponding deltas indicate). Since the averages are to be computed using the initial density matrix characterized, in general, by the statistical weights discussed above we have

$$
\begin{align*}
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{k} \hat{b}_{\ell}\right\rangle & =\sum_{m_{i}} m_{i}\left(m_{i}-1\right) P_{i}\left(m_{i}\right) \\
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{i} \hat{b}_{j}\right\rangle & =\sum_{m_{i}, m_{j}} m_{i} m_{j} P_{i j}\left(m_{i}, m_{j}\right), \\
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{j} \hat{b}_{i}\right\rangle & =\sum_{m_{i}, m_{j}} m_{i} m_{j} P_{i j}\left(m_{i}, m_{j}\right) . \tag{5.11}
\end{align*}
$$

In Eq. (5.11) the following shorthand notations have been used

$$
\begin{equation*}
P_{i}\left(m_{i}\right) \equiv P_{k_{i}}\left(m_{k_{i}}\right), \quad P_{i j}\left(m_{i}, m_{j}\right) \equiv P_{k_{i}}\left(m_{k_{i}}\right) P_{k_{j}}\left(m_{k_{j}}\right) . \tag{5.12}
\end{equation*}
$$

The second relation of Eq. (5.12) is indeed trivial in the light of the very definition of $P_{\{m\}}$ :

$$
\begin{equation*}
P_{\{m\}}=P_{k_{1}}\left(m_{k_{1}}\right) P_{k_{2}}\left(m_{k_{2}}\right) P_{k_{3}}\left(m_{k_{3}}\right) \ldots ; \tag{5.13}
\end{equation*}
$$

where the ellipses stand for the product over the various momenta; at the same time the explicit appearance of $P_{i j}$ is useful to trace the origin of the various terms. Inserting Eq. (5.11) into Eq. (5.10) the correlator becomes:

$$
\begin{align*}
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{k} \hat{b}_{\ell}\right\rangle & =\sum_{m_{i}}\left[m_{i}\left(m_{i}-1\right) P_{i}\left(m_{i}\right)-2 m_{i} \sum_{m_{j}} m_{j} P_{i j}\left(m_{i}, m_{j}\right)\right] \delta_{i j} \delta_{j k} \delta_{\ell k} \\
& +\sum_{m_{i}, m_{j}} m_{i} m_{j} P_{i j}\left(m_{i}, m_{j}\right)\left[\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right] \tag{5.14}
\end{align*}
$$

Finally, using Eqs. (5.12) and (5.13), Eq. (5.14) can be written as

$$
\begin{align*}
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{k} \hat{b}_{\ell}\right\rangle & =\sum_{m_{i}}\left[m_{i}\left(m_{i}-1\right) P_{i}\left(m_{i}\right)-2 m_{i} P_{i}\left(m_{i}\right) \sum_{m_{j}} m_{j} P_{j}\left(m_{j}\right)\right] \delta_{i j} \delta_{j k} \delta_{\ell k} \\
& +\sum_{m_{i}} m_{i} P_{i}\left(m_{i}\right) \sum_{m_{j}} m_{j} P_{j}\left(m_{j}\right)\left[\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right] \tag{5.15}
\end{align*}
$$

For an explicit evaluation of the sums of Eq. (5.15) it is useful to employ the probability generating function and the cumulant generating function

$$
\begin{equation*}
\mathcal{M}=\prod_{\vec{k}} \mathcal{M}_{\vec{k}}\left(s_{k}, \bar{n}_{\vec{k}}, \zeta_{\vec{k}}\right), \quad \mathcal{C}=\prod_{\vec{k}} \mathcal{C}_{\vec{k}}\left(s_{k}, \bar{n}_{\vec{k}}, \zeta_{\vec{k}}\right) \tag{5.16}
\end{equation*}
$$

whose specific form, from Eq. (5.9), becomes:

$$
\begin{align*}
& \mathcal{M}_{\vec{k}}\left(s_{k}, \bar{n}_{\vec{k}}, \zeta_{\vec{k}}\right)=\frac{\zeta_{\vec{k}}^{\zeta_{\vec{k}}}}{\left[\zeta_{\vec{k}}+\left(1-s_{k}\right) \bar{n}_{\vec{k}}\right]^{\zeta_{\vec{k}}}}, \\
& \mathcal{C}_{\vec{k}}\left(s_{k}, \bar{n}_{\vec{k}}, \zeta_{\vec{k}}\right)=-\zeta_{\vec{k}} \ln \left[1+\left(1-s_{k}\right) \frac{\bar{n}_{\vec{k}}}{\zeta_{\vec{k}}}\right], \tag{5.17}
\end{align*}
$$

and coincides with the expression already derived in Eq. (2.10) in the case of a single degree of freedom. The various sums of Eq. (5.15) can be explicitly evaluated as combinations of the derivatives of the probability generating function. The final result can be expressed as

$$
\begin{equation*}
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j}^{\dagger} \hat{b}_{k} \hat{b}_{\ell}\right\rangle=\bar{n}_{i}^{2}\left(\frac{1}{\zeta_{i}}-1\right) \delta_{i j} \delta_{j k} \delta_{k \ell}+\bar{n}_{i} \bar{n}_{j}\left[\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right] . \tag{5.18}
\end{equation*}
$$

By restoring, in Eq. (5.18), the standard notations for the comoving three-momenta of the field we will have that:

$$
\begin{equation*}
\left\langle\hat{b}_{\vec{q}}^{\dagger} \hat{b}_{\vec{p}}^{\dagger} \hat{b}_{\vec{q}^{\prime}} \hat{b}_{\vec{p}^{\prime}}\right\rangle=\bar{n}_{q}^{2}\left(\frac{1}{\zeta_{q}}-1\right) \delta_{\vec{q}, \vec{p}} \delta_{\vec{p}, \vec{q}^{\prime}} \delta_{\vec{q}^{\prime}, \vec{p}^{\prime}}+\bar{n}_{q} \bar{n}_{p}\left[\delta_{\vec{q}, \vec{q}^{\prime}} \delta_{\vec{p}, \vec{p}^{\prime}}+\delta_{\vec{q}, \vec{p}^{\prime}} \delta_{\vec{p}, \vec{q}^{\prime}}\right] \tag{5.19}
\end{equation*}
$$

The same procedure leading to Eqs. (5.18) and (5.19) can be used to compute, with the due differences, all the other expectation values arising in the evaluation of the intensity correlation. In particular

$$
\begin{align*}
\left\langle\hat{b}_{i} \hat{b}_{j} \hat{b}_{k}^{\dagger} \hat{b}_{\ell}^{\dagger}\right\rangle & =\bar{n}_{i}^{2}\left(\frac{1}{\zeta_{i}}-1\right) \delta_{i j} \delta_{j k} \delta_{k \ell}+\left(\bar{n}_{i}+1\right)\left(\bar{n}_{j}+1\right)\left[\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right]  \tag{5.20}\\
\left\langle\hat{b}_{i} \hat{b}_{j}^{\dagger} \hat{b}_{k} \hat{b}_{\ell}^{\dagger}\right\rangle & =\bar{n}_{i}^{2}\left(\frac{1}{\zeta_{i}}-1\right) \delta_{i j} \delta_{j k} \delta_{k \ell}+\left(\bar{n}_{i}+1\right)\left(\bar{n}_{k}+1\right) \delta_{i j} \delta_{k \ell} \\
& +\bar{n}_{k}\left(\bar{n}_{i}+1\right) \delta_{i \ell} \delta_{j k},  \tag{5.21}\\
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j} \hat{b}_{k}^{\dagger} \hat{b}_{\ell}\right\rangle & =\bar{n}_{i}^{2}\left(\frac{1}{\zeta_{i}}-1\right) \delta_{i j} \delta_{j k} \delta_{k \ell}+\bar{n}_{i} \bar{n}_{k} \delta_{i j} \delta_{k \ell}+\bar{n}_{i}\left(\bar{n}_{k}+1\right) \delta_{i \ell} \delta_{j k}  \tag{5.22}\\
\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{j} \hat{b}_{k} \hat{b}_{\ell}^{\dagger}\right\rangle & =\bar{n}_{i}^{2}\left(\frac{1}{\zeta_{i}}-1\right) \delta_{i j} \delta_{j k} \delta_{k \ell}+\bar{n}_{i}\left(\bar{n}_{\ell}+1\right)\left[\delta_{i j} \delta_{k \ell}+\delta_{i k} \delta_{\ell j}\right]  \tag{5.23}\\
\left\langle\hat{b}_{i} \hat{b}_{j}^{\dagger} \hat{b}_{k}^{\dagger} \hat{b}_{\ell}\right\rangle & =\bar{n}_{i}^{2}\left(\frac{1}{\zeta_{i}}-1\right) \delta_{i j} \delta_{j k} \delta_{k \ell}+\bar{n}_{\ell}\left(\bar{n}_{i}+1\right)\left[\delta_{i j} \delta_{k \ell}+\delta_{i k} \delta_{\ell j}\right] \tag{5.24}
\end{align*}
$$

The physical role of the quantum correlations can be neatly understood by taking the BoseEinstein limit in the correlators of Eqs. (5.19) and (5.20)-(5.24). In the latter limit $\zeta_{i} \rightarrow 1$ for every mode of the field; Eq. (5.9) turns into the standard thermal ensemble and the contributions of the terms of the type $\left\langle\hat{b}_{i}^{\dagger} \hat{b}_{i}^{\dagger} \hat{b}_{i} \hat{b}_{i}\right\rangle$ exactly cancels; the standard rules of evaluating correlators in thermal field theory is quickly recovered 61, 62]. It is useful, at this level, to take the limit $\zeta_{k} \rightarrow \infty$ uniformly for all modes of the field. From Eq. (5.17) it can be immediately appreciated that, in the limit $\zeta_{k} \rightarrow \infty$, the probability generating function becomes $\mathcal{M}_{k} \rightarrow \exp \left[\left(s_{k}-1\right) \bar{n}_{k}\right]$ which is exactly the generating function of the Poisson distribution. The Poisson distribution for each mode of the field is customarily associated with a multimode coherent state but this is not exactly our case: the situation described by Eq. (5.8) and (5.9) in the limit $\zeta_{k} \rightarrow \infty$ is the one of a mixed state with Poissonian distribution and this cannot be identified with a multimode coherent state since, in the latter case, the off-diagonal elements of the density matrix do not vanish (as it is the case for Eq. (5.9)). Finally, if the limit $\zeta_{k} \rightarrow 0$ is taken uniformly for all modes of the field, the probability distribution for each $k$-mode becomes logarithmic as it can be shown by using directly the recurrence relation characterizing the distribution of Eq. (5.9).

We are then in condition of computing explicitly the intensity correlations in terms of an initial state characterized by the presence of quantum correlations reducing, in appropriate limits, to various statistical mixtures. The result can be written as

$$
\begin{align*}
\langle\hat{\mathcal{I}}(\vec{x}, \tau) \hat{\mathcal{I}}(\vec{x}+\vec{r}, \tau)\rangle & =\int d \ln k \mathcal{G}_{\mathrm{v}}^{(2)}(k, \tau)\left[2+\cos k r j_{0}(k r)\right] \\
& +\int d \ln k \mathcal{G}_{\mathrm{s}}^{(2)}(k, \tau)\left[1+2 j_{0}(k r)\right] \tag{5.25}
\end{align*}
$$

where $j_{0}(k r)$ is the spherical Bessel function of zeroth order; the two functions $\mathcal{G}_{\mathrm{v}}^{(2)}(k, \tau)$ and
$\mathcal{G}_{\mathrm{s}}^{(2)}(k, \tau)$ denote, respectively, the bulk (volume) and boundary (surface) contributions

$$
\begin{align*}
\mathcal{G}_{\mathrm{v}}^{(2)}(k, \tau) & =\frac{k \bar{n}_{k}^{2}(\tau)}{4 \pi^{2} V}\left(\frac{1}{\zeta_{k}}-1\right)\left[2 \bar{N}_{k}(\tau)+1-2 \sqrt{\bar{N}_{k}\left(\bar{N}_{k}+1\right)} \cos \alpha_{k}\right]^{2}  \tag{5.26}\\
\mathcal{G}_{\mathrm{s}}^{(2)}(k, \tau) & =\int \frac{d^{3} q}{64 \pi^{5}} \frac{k^{3}}{q|\vec{k}-\vec{q}|} \mathcal{F}(q, \tau) \mathcal{F}(|\vec{k}-\vec{q}|, \tau) \tag{5.27}
\end{align*}
$$

with $r=|\vec{x}-\vec{y}|$ and

$$
\begin{equation*}
\mathcal{F}(q, \tau)=\left[2 \bar{n}_{q}(\tau)+1\right]\left\{2 \bar{N}_{q}(\tau)+1-2 \sqrt{\bar{N}_{q}(\tau)\left[\bar{N}_{q}(\tau)+1\right]} \cos \alpha_{q}(\tau)\right\} \tag{5.28}
\end{equation*}
$$

We shall also assume, from now on, that $\bar{n}_{\vec{k}}=\bar{n}_{k}$ and that $\zeta_{\vec{k}}=\zeta_{k}$ with $|\vec{k}|=k$. The denominator appearing in the degree of second-order coherence is

$$
\begin{align*}
\langle\hat{\mathcal{I}}(\vec{x}, \tau)\rangle\langle\hat{\mathcal{I}}(\vec{y}, \tau)\rangle & =\left|\int d \ln k \mathcal{G}^{(1)}(k, \tau)\right|^{2}  \tag{5.29}\\
\mathcal{G}^{(1)}(k, \tau) & =\frac{k^{2}}{4 \pi^{2}}\left(2 \bar{n}_{k}+1\right)\left[2 \bar{N}_{k}+1-2 \sqrt{\bar{N}_{k}\left(\bar{N}_{k}+1\right)} \cos \alpha_{k}\right], \tag{5.30}
\end{align*}
$$

where the superscript reminds that we are dealing here with the square of the first-order correlation discussed in section 3. The normally ordered definition of the degree of secondorder coherence introduced in Eq. (5.3) leads to a result which is somehow similar to the one obtained in the case of Eq. (5.1). For future comparison the normal ordered intensity correlation can be written, in explicit terms, as

$$
\begin{align*}
\left\langle: \hat{\Phi}^{(-)}(\vec{x}, \tau) \hat{\Phi}^{(-)}(\vec{y}, \tau) \hat{\Phi}^{(+)}(\vec{y}, \tau) \hat{\Phi}^{(+)}(\vec{x}, \tau):\right\rangle & =\int d \ln k \overline{\mathcal{G}}_{\mathrm{v}}^{(2)}(k, \tau) \\
& +\int d \ln k \overline{\mathcal{G}}_{\mathrm{s}}^{(2)}(k, \tau)\left[1+j_{0}(k r)\right] \tag{5.31}
\end{align*}
$$

where now

$$
\begin{align*}
& \overline{\mathcal{G}}_{\mathrm{v}}^{(2)}(k, \tau)=\frac{k \bar{n}_{k}^{2}}{4 \pi^{2} V}\left(\frac{1}{\zeta_{k}}-1\right)\left[2 \bar{N}_{k}+1-2 \sqrt{\bar{N}_{k}\left(\bar{N}_{k}+1\right)} \cos \alpha_{k}\right]^{2}  \tag{5.32}\\
& \overline{\mathcal{G}}_{\mathrm{s}}^{(2)}(k, \tau)=\int \frac{d^{3} q}{64 \pi^{5}} \frac{k^{3}}{q|\vec{k}-\vec{q}|} \overline{\mathcal{F}}(q, \tau) \overline{\mathcal{F}}(|\vec{q}-\vec{k}|, \tau),  \tag{5.33}\\
& \overline{\mathcal{F}}(q, \tau)=\bar{n}_{q}\left[2 \bar{N}_{q}+1-2 \sqrt{\bar{N}_{q}\left(\bar{N}_{q}+1\right)} \cos \alpha_{q}\right] . \tag{5.34}
\end{align*}
$$

Of course in case the normal ordered expression is used, also the denominator of Eq. (5.3) must be ordered and computed accordingly. The result is

$$
\begin{align*}
& \left\langle\hat{\Phi}^{(-)}(\vec{x}, \tau) \hat{\Phi}^{(+)}(\vec{x}, \tau)\right\rangle\left\langle\hat{\Phi}^{(-)}(\vec{y}, \tau) \hat{\Phi}^{(+)}(\vec{y}, \tau)\right\rangle=\left|\int d \ln k \overline{\mathcal{G}}^{(1)}(k, \tau)\right|^{2} .  \tag{5.35}\\
& \overline{\mathcal{G}}^{(1)}(k, \tau)=\frac{k^{2}}{2 \pi^{2}} \bar{n}_{k}\left[2 \bar{N}_{k}+1-2 \sqrt{\bar{N}_{k}\left(\bar{N}_{k}+1\right)} \cos \alpha_{k}\right] . \tag{5.36}
\end{align*}
$$

There are two main differences between the normal ordered correlators and the non-normal ordered ones: a numerical factor in Eq. (5.31) and the ubiquitous presence of $\bar{n}_{k}$ instead of $\left(2 \bar{n}_{k}+1\right)$. The expressions of Eqs. (5.32) and (5.33) vanish in the limit $\bar{n}_{k} \rightarrow 0$ while in the case of Eqs. (5.26) and (5.27) the same limit does not vanish. Furthermore, the degree of second-order coherence inherits a volume dependence which is directly linked to the existence of an initial state with a non vanishing degree of second-order correlation. To conclude the present section it is appropriate to mention that the averages over the initial state can also be conducted by making appropriate use of the phase-space functional previously discussed (see Eqs. (4.10)-(4.11)). In particular, the multiparticle states defined by the density matrix of Eqs. (5.8) and (5.9) leads to a $P$-representation given by

$$
\begin{equation*}
P(\{\gamma\})=\prod_{\vec{k}} \frac{\zeta_{k}^{\zeta_{k}}}{\bar{n}_{k} \Gamma\left(\zeta_{k}\right)}\left|\gamma_{k}\right|^{-2\left(1-\zeta_{k}\right)} e^{-\left|\gamma_{k}\right|^{2} \zeta_{k} / \bar{n}_{k}} \tag{5.37}
\end{equation*}
$$

The $P$-representation of Eq. (5.37) has interesting limits. In particular for $\zeta_{k} \rightarrow 1$ the $P$-representation of Eq. (4.12) is reproduced. The representation (5.37) has been firstly discussed in [63] in the purely quantum mechanical case.

## 6 Degree of second-order coherence

### 6.1 Basic considerations

The degree of second-order coherence discussed in section 5 will now be evaluated explicitly in various potentially interesting situations. The specific values of the cosmological parameters determined using the WMAP 7yr data alone in the light of the vanilla $\Lambda$ CDM scenario [1, 2] are 11:

$$
\begin{equation*}
\left(\Omega_{\mathrm{b}}, \Omega_{\mathrm{c}}, \Omega_{\mathrm{de}}, h_{0}, n_{\mathrm{s}}, \varepsilon_{\mathrm{re}}\right) \equiv(0.0449,0.222,0.734,0.710,0.963,0.088) \tag{6.1}
\end{equation*}
$$

where $\Omega_{X}$ denotes the present critical fraction of the corresponding species (i.e., respectively, baryons, CDM particles, dark energy); $n_{\mathrm{s}}$ denotes the scalar spectral index (see also Eqs. (6.4), (6.5) and (6.6) hereunder). If a tensor component is allowed in the analysis of the WMAP 7yr data alone the relevant cosmological parameters are determined to be [1, 2]

$$
\begin{equation*}
\left(\Omega_{\mathrm{b}}, \Omega_{\mathrm{c}}, \Omega_{\mathrm{de}}, h_{0}, n_{\mathrm{s}}, \varepsilon_{\mathrm{re}}\right) \equiv(0.0430,0.200,0.757,0.735,0.982,0.091) \tag{6.2}
\end{equation*}
$$

In the case of Eq. (6.1) the amplitude of the scalar modes is $\mathcal{A}_{\mathcal{R}}=(2.43 \pm 0.11) \times 10^{-9}$ while in the case of Eq. (6.2) the corresponding values of $\mathcal{A}_{\mathcal{R}}$ and of $r_{\mathrm{t}}$ are given by

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}=(2.28 \pm 0.15) \times 10^{-9}, \quad r_{\mathrm{t}}<0.36 \tag{6.3}
\end{equation*}
$$

[^9]to $95 \%$ confidence level. The experimental parametrization of the scalar and tensor power spectra is [1, 2]
\[

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=\mathcal{A}_{\mathcal{R}}\left(\frac{k}{k_{\mathrm{p}}}\right)^{n_{\mathrm{s}}-1}, \quad \mathcal{P}_{\mathrm{t}}(k)=\mathcal{A}_{\mathrm{t}}\left(\frac{k}{k_{\mathrm{p}}}\right)^{n_{\mathrm{t}}} \tag{6.4}
\end{equation*}
$$

\]

where $n_{\mathrm{t}}, n_{\mathrm{s}}$ are, respectively, the tensor spectral index, and $k_{\mathrm{p}}=0.002 \mathrm{Mpc}^{-1}$ is the pivot scale; $r_{\mathrm{t}}=\mathcal{A}_{\mathrm{t}} / \mathcal{A}_{\mathcal{R}}$ denotes the ratio between the tensor and the scalar power spectrum at $k_{\mathrm{p}}$. The qualitative features of the effects discussed here do not change if, for instance, one would endorse the parameters drawn from the minimal tensor extension of the $\Lambda \mathrm{CDM}$ paradigm and compared not to the WMAP 7yr data release but rather with the WMAP 3yr data release [71, 72], implying, for instance, $\mathcal{A}_{\mathcal{R}}=2.1_{-2.3}^{+2.2} \times 10^{-9}, n_{\mathrm{s}}=0.984$ and $r_{\mathrm{t}}<0.65$ (95 \% confidence level).

The numeric values reported in Eqs. (6.1), (6.2) and (6.3) determine bounds on the slow roll parameters appearing directly in the evaluation of the degree of second-order coherence. In particular, within the present notations, the slow-roll parameters are defined as where, as usual,

$$
\begin{align*}
& \epsilon=-\frac{\dot{H}}{H^{2}}=\frac{\bar{M}_{\mathrm{P}}^{2}}{2}\left(\frac{V_{, \varphi}}{V}\right)^{2}, \\
& \eta=\frac{\ddot{\varphi}}{H \dot{\varphi}}=\epsilon-\bar{\eta}, \quad \bar{\eta}=\bar{M}_{\mathrm{P}}^{2} \frac{V_{, \varphi \varphi}}{V}, \tag{6.5}
\end{align*}
$$

and $\bar{M}_{\mathrm{P}}=M_{\mathrm{P}} / \sqrt{8 \pi}$ is the reduced Planck mass, $H$ is the Hubble parameter, $V$ is the inflaton potential and the overdot denotes a derivation with respect to the cosmic tim 12 coordinate $t$. To lowest order in the slow-roll expansion we also have that

$$
\begin{equation*}
n_{\mathrm{t}}=-2 \epsilon, \quad n_{\mathrm{s}}=1-6 \epsilon+2 \bar{\eta}, \quad r_{\mathrm{t}}=16 \epsilon=-8 n_{\mathrm{t}} \tag{6.6}
\end{equation*}
$$

The mean number of particles per Fourier mode can be obtained from Eqs. (3.22). While $\bar{n}_{k}$ and $\zeta_{k}$ are a property of the initial state, the quantities $\bar{N}_{k}$ and $\alpha_{k}$ can be computed explicitly, for instance, in the case of a single-field inflationary model. To get the explicit solutions either in terms of Eqs. (3.22) or in terms of Eqs. (3.27)-(3.28) background fields need to be expressed in terms of the conformal time coordinate and in terms of the slow-roll parameters of Eq. (6.5):

$$
\begin{align*}
\partial_{\tau} \ln a & =a H=-\frac{1}{\tau(1-\epsilon)}  \tag{6.7}\\
\partial_{\tau} \ln z & =-\frac{1+\epsilon+\eta}{\tau(1-\epsilon)} \tag{6.8}
\end{align*}
$$

[^10]\[

$$
\begin{align*}
\partial_{\tau}^{2} \ln a+\left(\partial_{\tau} \ln a\right)^{2} & =\frac{2-\epsilon}{\tau^{2}(1-\epsilon)^{2}}  \tag{6.9}\\
\partial_{\tau}^{2} \ln z+\left(\partial_{\tau} \ln z\right)^{2} & =\frac{2+2 \epsilon+3 \eta+\epsilon \eta+\eta^{2}}{(1-\epsilon)^{2} \tau^{2}} \tag{6.10}
\end{align*}
$$
\]

Recalling that $\bar{N}_{k}=\sinh ^{2} r_{k}$ and denoting with $\bar{N}^{(\mathrm{p})}$ and $\bar{N}^{(\mathrm{g})}$ the average number of phonons and gravitons the final result turns out to be:

$$
\begin{align*}
& \bar{N}_{k}^{(\mathrm{p})}+\frac{1}{2}=\frac{\pi}{4}(-k \tau)\left[\left|H_{\beta}^{(1)}(-k \tau)\right|^{2}+\left|H_{\beta-1}^{(1)}(-k \tau)\right|^{2}\right],  \tag{6.11}\\
& \bar{N}_{k}^{(\mathrm{g})}+\frac{1}{2}=\frac{\pi}{4}(-k \tau)\left[\left|H_{\alpha}^{(1)}(-k \tau)\right|^{2}+\left|H_{\alpha-1}^{(1)}(-k \tau)\right|^{2}\right], \tag{6.12}
\end{align*}
$$

where $H_{\gamma}^{(1)}(z)$ is the Hankel function of the first kind of index $\gamma$ and argument $z$ [57, 58]. In Eqs. (6.11) and (6.12) the indexes of the Hankel functions depend upon the slow-roll parameters as

$$
\begin{equation*}
\alpha=\frac{3-\epsilon}{2(1-\epsilon)}, \quad \beta=\frac{3+\epsilon+2 \eta}{2(1-\epsilon)} . \tag{6.13}
\end{equation*}
$$

Using Eq. (6.6) $\alpha$ and $\beta$ can be written directly in terms of the scalar and tensor spectral indices

$$
\begin{equation*}
\alpha=\frac{6+n_{\mathrm{t}}}{2\left(2+n_{\mathrm{t}}\right)}, \quad \beta=\frac{8+3 n_{\mathrm{t}}-2 n_{\mathrm{s}}}{2\left(2+n_{\mathrm{t}}\right)} . \tag{6.14}
\end{equation*}
$$

In the range of parameters mentioned in Eqs. (6.1), (6.2) and (6.3) the indexes $\alpha>1$ and $\beta>1$ are always positive definite and, moreover,

$$
\begin{array}{ll}
(3-2 \alpha)=-\frac{2 \epsilon}{1-\epsilon}<0, & (3-2 \beta)=-\frac{4 \epsilon+2 \eta}{(1-\epsilon)} \\
(3-4 \alpha)=-\frac{3+\epsilon}{1-\epsilon}<0, & (3-4 \beta)=-\frac{3+9 \epsilon+4 \eta}{(1-\epsilon)} \tag{6.15}
\end{array}
$$

Equations (6.11) and (6.12) can be expanded in the limits $|k \tau| \gg 1$ and $|k \tau| \ll 1$ holding, respectively, when the corresponding wavelengths are either shorter or larger than the Hubble radius. In the limit $|k \tau| \ll 1$, Eqs. (6.11) and (6.12) become:

$$
\begin{align*}
& \bar{N}_{k}^{(\mathrm{p})}+\frac{1}{2}=\frac{\Gamma^{2}(\beta)}{2 \pi}\left(-\frac{k \tau}{2}\right)^{1-2 \beta}\left[1+\frac{|k \tau|^{2}}{4(\beta-1)^{2}}\right]  \tag{6.16}\\
& \bar{N}_{k}^{(\mathrm{g})}+\frac{1}{2}=\frac{\Gamma^{2}(\alpha)}{2 \pi}\left(-\frac{k \tau}{2}\right)^{1-2 \beta}\left[1+\frac{|k \tau|^{2}}{4(\alpha-1)^{2}}\right] \tag{6.17}
\end{align*}
$$

In the limit of short wavelengths the particles are all inside the Hubble radius and, consequently,

$$
\begin{equation*}
\bar{N}^{(\mathrm{p})}=\bar{N}^{(\mathrm{g})} \rightarrow \frac{1}{2}, \tag{6.18}
\end{equation*}
$$

where the factor $1 / 2$ confirms, a posteriori, the correctness of all the normalizations and implies that, in the vacuum, there is half a quantum per Fourier mode. The degree of second-order coherence is also determined by a phase (see, e.g. Eq. (5.28)) whose explicit form for phonons and gravitons can be written as

$$
\begin{align*}
\cos \alpha_{k}^{(\mathrm{p})} & =\frac{\pi}{4}(-k \tau) \frac{\left|H_{\beta-1}^{(1)}(-k \tau)\right|^{2}-\left|H_{\beta}^{(1)}(-k \tau)\right|^{2}}{\sqrt{N_{k}^{(\mathrm{p})}\left(N_{k}^{(\mathrm{p})}+1\right)}}  \tag{6.19}\\
\cos \alpha_{k}^{(\mathrm{g})} & =\frac{\pi}{4}(-k \tau) \frac{\left|H_{\alpha-1}^{(1)}(-k \tau)\right|^{2}-\left|H_{\alpha}^{(1)}(-k \tau)\right|^{2}}{\sqrt{N_{k}^{(\mathrm{g})}\left(N_{k}^{(\mathrm{g})}+1\right)}} \tag{6.20}
\end{align*}
$$

where, consistently with the notation of Eqs. (6.11) and (6.12), the superscripts refer, respectively, to the case of the gravitons and of the phonons. In the limits $|k \tau| \ll 1$ and $|k \tau| \gg 1$, Eqs. (6.19) and (6.20) lead, respectively, to

$$
\begin{equation*}
\lim _{|k \tau| \rightarrow 0} \cos \alpha_{k}^{(\mathrm{s}, \mathrm{t})} \rightarrow-1, \quad \lim _{|k \tau| \rightarrow \infty} \cos \alpha_{k}^{(\mathrm{s}, \mathrm{t})} \rightarrow 0 \tag{6.21}
\end{equation*}
$$

where the superscripts simply mean that the mentioned limits hold separately for the scalar and for the tensor modes.

### 6.2 Initial vacuum state

The relevant physical limit of the degree of second-order coherence can be expressed as follows:

$$
\begin{equation*}
\lim _{|k \tau| \rightarrow 0,|k r| \rightarrow 0} g^{(2)}(\vec{x}, \vec{x}+\vec{r} ; \tau) \tag{6.22}
\end{equation*}
$$

The limits appearing in Eq. (6.22) imply that the degree of second-order coherence is evaluated at coincidental spatial points and when the comoving momenta are much shorter either than $\partial_{\tau} \ln a$ (in the case of the gravitons) or than $\partial_{\tau} \ln z$ (in the case of the phonons). It is useful to remark that, a posteriori, the order of the limits appearing Eq. (6.22) is not essential: the same results can be obtained by changing the order in which the limits are taken. From the explicit expressions of Eq. (5.25) the degree of second-order coherence can be written as

$$
\begin{equation*}
\lim _{k r \rightarrow 0} g^{(2)}(r, \tau)=3 \frac{\int d \ln k\left[\mathcal{G}_{\mathrm{v}}^{(2)}(k, \tau)+\mathcal{G}_{\mathrm{s}}^{(2)}(k, \tau)\right]}{\left|\int d \ln k \mathcal{G}^{(1)}(k, \tau)\right|^{2}} \tag{6.23}
\end{equation*}
$$

recalling that $j_{0}(z) \rightarrow 1$ for $z \rightarrow 0$. Using all the results derived in the present section (and, in particular, Eqs. (6.16), (6.17) and (6.21)), also the limit $|k \tau| \rightarrow 0$ can be taken with the result that 13

$$
\begin{equation*}
\lim _{|k \tau| \rightarrow 0,|k r| \rightarrow 0} g^{(2)}(r, \tau)=\mathcal{A}_{\mathrm{v}}(\alpha)+\mathcal{B}_{\mathrm{s}}(\alpha) \tag{6.24}
\end{equation*}
$$

[^11]\[

$$
\begin{align*}
\mathcal{A}_{\mathrm{v}}(\alpha) & =\frac{3 \pi^{2}}{V} \frac{\int d \ln k \bar{n}_{k}^{2}\left(1-\zeta_{k}\right) / \zeta_{k} k^{3-4 \alpha}}{\left|\int d \ln k\left(2 \bar{n}_{k}+1\right) k^{3-2 \alpha}\right|^{2}}  \tag{6.25}\\
\mathcal{B}_{\mathrm{s}}(\alpha) & =\frac{3}{2} \frac{\int d \ln k k^{3} \int d \ln q q^{3-2 \alpha}\left(2 \bar{n}_{q}+1\right) \mathcal{Y}(|\vec{k}-\vec{q}|)}{\left|\int d \ln k\left(2 \bar{n}_{k}+1\right) k^{3-2 \alpha}\right|^{2}} \tag{6.26}
\end{align*}
$$
\]

where

$$
\begin{equation*}
\mathcal{Y}(|\vec{k}-\vec{q}|)=\int_{-1}^{1} d x \frac{2 \bar{n}_{|\vec{k}-\vec{q}|}+1}{|\vec{k}-\vec{q}|^{2 \alpha}}, \quad|\vec{k}-\vec{q}|=\sqrt{q^{2}+k^{2}-2 q x} . \tag{6.27}
\end{equation*}
$$

The initial vacuum state is recovered when $\bar{n}_{k} \rightarrow 0$ implying that the particle content of the initial state vanishes. In the latter limit, in particular, we have

$$
\begin{align*}
& \lim _{\bar{n}_{k} \rightarrow 0} \mathcal{A}_{\mathrm{v}}(\alpha)=0  \tag{6.28}\\
& \lim _{\bar{n}_{k} \rightarrow 0} \mathcal{B}_{\mathrm{s}}(\alpha)=\frac{3}{2} \frac{\int d \ln k k^{3} \int d \ln q q^{3-2 \alpha} \mathcal{Y}(|\vec{k}-\vec{q}|)}{\left|\int d \ln k k^{3-2 \alpha}\right|^{2}} \tag{6.29}
\end{align*}
$$

the same result holds, as previously remarked, by exchanging $\alpha$ withe $\beta$. By introducing the rescaling $y=q / k$ the explicit form of Eq. (6.29) becomes

$$
\begin{equation*}
\mathcal{B}_{\mathrm{s}}(\alpha)=\frac{3}{2} \frac{\int d \ln k k^{3-2 \alpha} \int d \ln q q^{3-2 \alpha} \int_{-1}^{1} \frac{d x}{\left(1+y^{2}-2 y x\right)^{\alpha}}}{\left|\int d \ln k k^{3-2 \alpha}\right|^{2}} \tag{6.30}
\end{equation*}
$$

After integration over the $x$ variable, the numerator of Eq. (6.30) becomes

$$
\begin{align*}
& \int d \ln k k^{3-2 \alpha} \int d \ln q q^{3-2 \alpha} \int_{-1}^{1} \frac{d x}{\left(1+y^{2}-2 y x\right)^{\alpha}}= \\
& \frac{1}{2(1-\alpha)} \int d \ln k k^{6-4 \alpha} \int d y y^{1-2 \alpha}\left[|1+y|^{2(1-\alpha)}-|1-y|^{2(1-\alpha)}\right] \tag{6.31}
\end{align*}
$$

The value of the integral over $y=q / k$ can be estimated as

$$
\begin{equation*}
4(1-\alpha)\left\{\frac{1}{3-2 \alpha}\left[1-y_{\min }^{3-2 \alpha}\right]+\frac{1}{3-4 \alpha}\left[y_{\max }^{3-4 \alpha}-1\right]\right\} \tag{6.32}
\end{equation*}
$$

The limit $y_{\max } \rightarrow \infty$ can be taken 14 since $(3-4 \alpha)<0$ (and $\left.(3-4 \beta)<0\right)$. Conversely the value of $y_{\text {min }}=q_{0} / k$ forbids to take the limit $y_{\text {min }} \rightarrow 0$ since $(3-4 \alpha)$ and $(3-4 \beta)$ are both negative as established in Eq. (6.15). Since the term containing $y_{\text {min }}$ dominates the integral of Eq. (6.31) can be estimated up to sub-leading corrections. Integrating over $k$ and going then back to Eq. (6.24) we have

$$
\begin{equation*}
\lim _{|k \tau| \rightarrow 0,|k r| \rightarrow 0} g^{(2)}(r, \tau)=3 \tag{6.33}
\end{equation*}
$$

[^12]The value given by Eq. (6.33) coincides with the value obtained, in the case of a single degree of freedom (and for the squeezed vacuum state) as discussed in section 2, As mentioned in section 2 the normal ordering in the operator (or its absence) does not affect the degree of second-order coherence as long as the average number of particles per field mode is much larger than one. This is, a posteriori, exactly the physical limit of Eqs. (6.11)-(6.12).

### 6.3 Classical stochastic variables

The result obtained in Eq. (6.33) implies that the relic gravitons and relic phonons are highly bunched and their statistics is super-Poissonian. The large-scale curvature fluctuations might also be classical stochastic variables. In the latter case, however, the degree of second-order coherence in the zero time-delay limit will typically be between 1 and 2, i.e. $1 \leq g^{(2)} \leq 2$. In this case the averages appearing in $g^{(2)}$ will have to be interpreted as stochastic averages. The lower limit (i.e. $g^{(2)}=1$ ) is easy to justify. Suppose, indeed, that the relic phonons (or gravitons) are just produced independently. This means that the intensity $\mathcal{I}$ can be viewed as a classical (discrete) variable charaterized by a Poissonian probability distribution. In this case $\left\langle\mathcal{I}^{r}\right\rangle=\langle\mathcal{I}\rangle^{r}$ and, consequently, $g^{(2)}=1$. In is also possible to conceive a completely classical situation where the source is chaotic in such a way that $\left\langle\mathcal{I}^{r}\right\rangle=r!\langle\mathcal{I}\rangle^{r}$. In the latter case the probability distribution for the (possibly time- or space-dependent) intensity can be written as $P(\mathcal{I})=\overline{\mathcal{I}}^{-1} \exp [-\mathcal{I} / \overline{\mathcal{I}}]$, where $\overline{\mathcal{I}}=\langle\mathcal{I}\rangle$.

### 6.4 Finite volume effects

As a next step of complication it is useful to analyze the case where the number of particles in each Fourier mode is the same but second-order correlations are allowed in the initial state, i.e.

$$
\begin{equation*}
\bar{n}_{k}=\bar{n}, \quad \zeta_{k}=\zeta . \tag{6.34}
\end{equation*}
$$

Following the same steps outlined in the vacuum situation, the analog of the limit given in Eq. (6.33) is

$$
\begin{equation*}
\lim _{|k \tau| \rightarrow 0,|k r| \rightarrow 0} g^{(2)}(r, \tau)=3+\frac{3 \pi^{2}}{k_{0}^{3} V} \frac{(1-\zeta)}{\zeta} \frac{\bar{n}^{2}}{(2 \bar{n}+1)^{2}} \frac{(3-2 \alpha)^{2}}{4 \alpha-3} \tag{6.35}
\end{equation*}
$$

Concerning this expression few comments are in order:

- the first term (i.e. 3) remains also in the limit $\bar{n} \rightarrow 0$ (i.e. in the vacuum case);
- the second term goes to zero in the infinite volume limit (which is the one which must be enforced) and also in the case of a Bose-Einstein distribution (i.e. $\zeta \rightarrow 1$ );
- the numerical factors in the second term depend upon the slow-roll parameter.

The result of Eq. (6.35) shows, in a specific example, that second-order correlation effects possibly present in the initial state vanish when the volume goes to infinity and the average multiplicity goes to infinity (while their ratio is kept fixed). The implications of this result are interesting per se but a closer scrutiny goes beyond the aims of this script.

### 6.5 Bose-Einstein occupation number

As suggested by the general equations derived in section 6, the degree of second-order coherence is sensitive to the overall duration of the inflationary phase even in the case $\zeta_{k}=1$ where, by definition, volume effects are absent and the generalized statistical ensemble of Eq. (5.9) reduces to the thermal (or chaotic) one (see Eq. (4.8)). Resorting to the quantum mechanical analogy discussed in section 2 it would be tempting to conclude on the basis of Eq. (2.11), that the degree of second-order coherence should still equal 3. Indeed, the limit $\bar{N} \simeq \bar{n} \gg 1$ and $\zeta \rightarrow 1$ implies, from Eq. (2.11), that $\bar{g}^{(2)} \rightarrow 3$. This conclusion is incorrect as long as, in the realistic field theoretical case, $\bar{N}_{k} \neq \bar{n}_{k}$; more specifically

$$
\begin{equation*}
\bar{n}_{k}=\frac{1}{e^{k / k_{\mathrm{T}}}-1}, \quad \zeta_{k}=1 \tag{6.36}
\end{equation*}
$$

where $k_{\mathrm{T}}$ is the (comoving) thermal momentum whose explicit value can be usefully expressed in Hubble units (i.e. units of the Hubble rate $H_{0}$ ) as

$$
\begin{equation*}
\frac{k_{\mathrm{T}}}{H_{0}}=e^{N_{\max }-N_{\mathrm{tot}}}\left(\frac{T}{H}\right)\left(\frac{\mathcal{A}_{\mathcal{R}}}{2.43 \times 10^{-9}}\right)^{1 / 4}\left(\frac{h_{0}^{2} \Omega_{\mathrm{R} 0}}{4.15 \times 10^{-9}}\right)^{1 / 4}\left(\frac{0.7}{h_{0}}\right) \tag{6.37}
\end{equation*}
$$

In Eq. (6.37) the comoving value of the thermal momentum 115 depends upon the ratio $(T / H)$ which measures the ratio between the temperature and the Hubble rate when $N_{\text {tot }} \simeq N_{\max }$, i.e.

$$
\begin{equation*}
\left(\frac{T}{H}\right) \ll 144.5\left(\frac{106.75}{g_{\rho}}\right)^{1 / 4}\left(\frac{2.43 \times 10^{-9}}{\mathcal{A}_{\mathcal{R}}}\right)^{1 / 4}\left(\frac{0.01}{\epsilon}\right)^{1 / 4} \tag{6.38}
\end{equation*}
$$

where $g_{\rho}$ denotes the total number of spin degrees of freedom for $T>200 \mathrm{GeV}$. If $N_{\mathrm{tot}} \gg$ $N_{\max }, k_{\mathrm{T}}$ will become arguably much smaller than $H_{0}$ as Eqs. (6.37) and (6.38) imply immediately.

The uncertainty in the estimates of Eqs. (6.37) and (6.38) resides not only in the (inevitably) unknown value of the total number of e-folds but also in $N_{\max }$ whose value cannot be precisely assessed even within the consistent lore provided by the conventional inflationary scenarios. Indeed, the uncertainty affecting the determination of $N_{\max }$ is due to the lack of a specific knowledge of the post-inflationary thermal history. Suppose, for instance, that

[^13]right at the end of the inflationary phase, the standard radiation-dominated phase starts. In this case we have that
\[

$$
\begin{equation*}
N_{\max }=62.2+\frac{1}{2} \ln \left(\frac{\xi}{10^{-5}}\right)-\ln \left(\frac{h_{0}}{0.7}\right)+\frac{1}{4} \ln \left(\frac{h_{0}^{2} \Omega_{\mathrm{R} 0}}{4.15 \times 10^{-5}}\right) \tag{6.39}
\end{equation*}
$$

\]

Recalling that, according to the WMAP 7 yr data, the amplitude of the scalar power spectrum at the pivot scale $k_{\mathrm{p}}=0.002 \mathrm{Mpc}^{-1}$ is given by $\mathcal{A}_{\mathcal{R}}=2.43 \times 10^{-9}$, the estimate of Eq. (6.34) becomes (see, e.g. [38])

$$
\begin{equation*}
N_{\max }=63.6+\frac{1}{4} \ln \epsilon . \tag{6.40}
\end{equation*}
$$

The figures given in Eqs. (6.34) are just a dim indication since $N_{\text {max }}$ can indeed be much larger. Suppose, for instance, that right after inflation the Universe expands at a rate which is slower than radiation. In this case $N_{\max }$ increases. In particular, if, after inflation, the energy density of the plasma is dominated by a stiff source with sound speed coinciding with the speed of light we get to the estimate

$$
\begin{equation*}
N_{\max }=78.3+\frac{1}{3} \ln \epsilon \tag{6.41}
\end{equation*}
$$

where it has been assumed that the stiff phase starts right after inflation and stops right before big-bang nucleosynthesis (see, e.g. [39, 64, 65, 66] and references therein). By definition $N_{\max }$ is derived by requiring that the present size of the Hubble radius is all contained in the event horizon at the onset of the inflationary phase. Being optimistic we can say that $N_{\max }=63 \pm 15$ which is anyway a pretty large indetermination. The indetermination on the specific values of $N_{\text {tot }}$ and $N_{\max }$ implies that, unless $N_{\text {tot }} \simeq N_{\text {max }}$, the thermal wavelength $k_{\mathrm{T}}^{-1}$ will be much larger than the present value of the Hubble rate. Bearing in mind the previous caveats, using Eq. (6.36) and recalling Eqs. (6.24) $-(6.26)$ we shall have that $\mathcal{B}_{\mathrm{s}}(\alpha)=|\mathcal{N}(\alpha)|^{2} /|\mathcal{D}(\alpha)|^{2}$ where

$$
\begin{align*}
& \mathcal{N}(\alpha)=\sqrt{3} \int d \ln k k^{6-4 \alpha} \int d y y^{1-2 \alpha} \operatorname{coth}\left(\frac{k y}{2 k_{\mathrm{T}}}\right) \int_{|1-y|}^{|1+y|} z^{1-2 \alpha} \operatorname{coth}\left(\frac{k z}{2 k_{\mathrm{T}}}\right)  \tag{6.42}\\
& \mathcal{D}(\alpha)=\sqrt{2} \int d \ln k k^{3-2 \alpha} \operatorname{coth}\left(\frac{k y}{2 k_{\mathrm{T}}}\right) . \tag{6.43}
\end{align*}
$$

The evaluation of the integrals can be performed with different methods and even numerically. It is instructive, however, to derive an explicit analytic estimate based on the observation that $\operatorname{coth} x$ can be approximated with $1 / x$ for $x<1$ and with 1 for $x>1$. The integrals of Eqs. (6.42) and (6.43) can therefore be evaluated by using this simple approximation scheme which can be improved by keeping further terms in the expansion. To lowest order we will then have that

$$
\begin{equation*}
\mathcal{D}(\alpha)=\frac{\sqrt{2} k_{\mathrm{T}}}{(1-\alpha)}\left[\left(2 k_{\mathrm{T}}\right)^{2-2 \alpha}-k_{\min }^{2-2 \alpha}\right]+\frac{\sqrt{2}}{3-2 \alpha}\left[k_{\max }^{3-2 \alpha}-\left(2 k_{\mathrm{T}}\right)^{3-2 \alpha}\right] . \tag{6.44}
\end{equation*}
$$

The leading and subleading terms in Eq. (6.44) are determined by the hierarchy between $k_{\text {min }}, H_{0}$ and $k_{\mathrm{T}}$. In particular, if $k_{\min }>2 k_{\mathrm{T}}$ then it will always be true that $k>2 k_{\mathrm{T}}$ since, by definition of $k_{\min }$, $k$ cannot be smaller than $k_{\text {min }}$. But then from Eq. (6.36) and (6.43) $\left(2 \bar{n}_{k}+1\right) \simeq 1$ for all the range of the momenta. This situation happens, in particular, when $N_{\text {tot }} \gg N_{\max }$. In this situation the degree of second-order coherence will reproduce the vacuum case, i.e., for $|k r| \ll 1$ and $|k \tau| \ll 1, g^{(2)}(r, \tau) \rightarrow 3$. In the opposite situation $k_{\text {min }}>2 k_{\mathrm{T}}$ but then the leading term in Eq. (6.44) will be the one coming from $k_{\text {min }}$ (which will be assumed to coincide with $H_{0}$ for the purpose of numerical estimates). The rationale for the latter statement stems from the value of $(3-2 \alpha)$ which is always negative in the case of conventional slow-roll dynamics. The same kind of considerations can be used for the estimate of $\mathcal{N}(\alpha)$ which can also be written, after integration over $z$, as

$$
\begin{align*}
\mathcal{N}(\alpha) & =\int d k k^{5-4 \alpha} \int d y y^{1-2 \alpha} \operatorname{coth}\left(\frac{k}{2 k_{\mathrm{T}}}\right)\left\{\frac{\left(2 k_{\mathrm{T}} / k\right)^{2(1-\alpha)}}{(1-2 \alpha)(2-2 \alpha)}\right. \\
& \left.+\frac{|1+y|^{2(1-\alpha)}}{2(1-\alpha)}-\left(\frac{2 k_{\mathrm{T}}}{k}\right) \frac{|1-y|^{(1-2 \alpha)}}{(1-2 \alpha)}\right\} \tag{6.45}
\end{align*}
$$

Using Eq. (6.14) expressing the relation between the indices $\alpha$ (and $\beta$ ) and the tensor (and scalar) spectral indices, the final result for the degree of second-order coherence can be written, in the limit $k r \rightarrow 0$ and $k \tau \rightarrow 0$

$$
\begin{align*}
g^{(2)}(r, \tau) & =\frac{3}{2}\left[1-\frac{\left(n_{\mathrm{t}}-2\right)\left(n_{\mathrm{t}}+2\right)\left(n_{\mathrm{t}}+8\right)}{2 r_{\mathrm{t}}}\right]  \tag{6.46}\\
g^{(2)}(r, \tau) & =\frac{3}{2}\left[1-\frac{\left(3 n_{\mathrm{s}}-4 n_{\mathrm{t}}-11\right)\left(2 n_{\mathrm{s}}-n_{\mathrm{t}}-4\right)\left(n_{\mathrm{t}}+2\right)}{8\left(n_{\mathrm{s}}-1\right)\left(n_{\mathrm{t}}-n_{\mathrm{s}}+3\right)}\right] \tag{6.47}
\end{align*}
$$

where Eq. (6.46) holds for the gravitons while Eq. (6.47) holds in the case of the scalar phonons. Both expressions have been obtained by using the relations previously derived in Eq. (6.6) and by demanding, as previously explained, that $N_{\text {tot }} \simeq N_{\text {max }}$. It is interesting to notice that as long as $r_{\mathrm{t}}$ and $n_{\mathrm{s}}-1$ both diminish the second term in the square brackets increases above 1 and it can happen that $g^{(2)}(r, \tau)<3$ possibly becoming even negative.

Let us now assume, for a moment, that the intensity correlations are experimentally accessible and that $g^{(2)}$ (i.e. the degree of second-order coherence in the large-scale limit) can be directly measured. The considerations developed in the present section suggest three considerations:

- if $g^{(2)}=3$ the HBT correlations would imply that the fluctuations are bunched, superPoissonian and probably coming from a vacuum initial state;
- if $g^{(2)}>3$ the initial state contained second-order correlations which are not characterized by Bose-Einstein statistics but which, nonetheless, dominate at large scale;
this would probably be a remnant of the initial state and would imply, within the inflationary lore, $N_{\text {tot }} \sim N_{\max } \sim N_{\min }$;
- if $2<g^{(2)}<3$ the initial conditions are dominated by a thermal ensemble and $N_{\text {tot }} \sim$ $N_{\text {max }}$;
- if $1<g^{(2)} \leq 2$ the intensity correlations are still super Poissonian but not squeezed.

The possibilities listed above are the result of the preliminary discussion reported here and must be sharpened further. At the same time they illustrate how a direct study of the intensity correlations would make the problem of the large-scale initial conditions much less elusive. Finally, recalling the terminology introduced at the end of section 2, curvature phonons can even be super-chaotic.

The value of $\bar{g}^{(2)}$ measures, in the context of HBT interferometry, the statistical tendency of the phonons to distribute themselves in bunches rather than randomly and thus obeying a Poissonian distribution. If the degree of second-order coherence is larger than 1 the positive correlation between the particles arriving at the HBT detectors is dubbed as super-Poissonian. In the case of the curvature phonons the degree of second-order coherence can even be larger than 2. In this case it is natural to talk about the possibility that the statistics is super-chaotic since the case $\bar{g}^{(2)}=2$ corresponds to the statistics of chaotic (i.e. white) light. The bounds summarized in the previous paragraph are illustrated in Fig. 2



Figure 2: The degrees of first-order and second-order coherence are reported in the case of the scalar phonons.
where, in the left and right plots, the degrees of first-order and second-order coherence are reported. The regions $A, B$ and $C$ correspond, respectively, to a super-chaotic state, to a squeezed thermal state and to a super-Poissonian statistical ensemble not necessarily related to quantum mechanics.

## 7 HBT temperature and polarization correlations

Some preliminary considerations will now be developed with the purpose of suggesting that HBT correlations could be directly assessed by studying higher order temperature and polarization correlations in the limit of large angular scales. Consider, to begin with, the brightness perturbations which fully describe the temperature and polarization anisotropies in the $\Lambda$ CDM model neglecting, for simplicity, the tensor modes ${ }^{16}$ which are indeed absent in the vanilla $\Lambda \mathrm{CDM}$ :

$$
\begin{equation*}
\Delta_{\mathrm{I}}(\hat{n}, \tau)=\frac{1}{(2 \pi)^{3 / 2}} \int d^{3} k \Delta_{\mathrm{I}}(k, \mu, \tau), \quad \Delta_{\mathrm{P}}(\hat{n}, \tau)=\frac{1}{(2 \pi)^{3 / 2}} \int d^{3} k \Delta_{\mathrm{P}}(k, \mu, \tau) \tag{7.1}
\end{equation*}
$$

as usual, $\mu=\hat{k} \cdot \hat{n}$ denotes the projection of the Fourier mode on the direction of propagation of the CMB photon ${ }^{17}$; notice, furthermore, that $\Delta_{\mathrm{P}}(\hat{n}, \tau)=\Delta_{\mathrm{Q}}(\hat{n}, \tau)$. Since $\Delta_{ \pm}(\hat{n}, \tau)=$ $\Delta_{\mathrm{Q}}(\hat{n}, \tau) \pm i \Delta_{\mathrm{U}}(\hat{n} \tau)$, it transforms as a spin $\pm 2$ for rotations around a plane orthogonal to the direction of propagation of the radiation. The three-dimensional rotations and the rotations on the tangent plane of the sphere at a given point combine to give a $O(4)$ symmetry group [67]. Generalized ladder operators raising (or lowering) the spin weight of a given function can then be defined as [67, 68]:

$$
\begin{equation*}
K_{ \pm}^{\mathrm{s}}(\hat{n})=-(\sin \vartheta)^{ \pm s}\left[\partial_{\vartheta} \pm \frac{i}{\sin \vartheta} \partial_{\varphi}\right](\sin \vartheta)^{\mp \mathrm{s}}, \quad \hat{n}=(\vartheta, \varphi) . \tag{7.2}
\end{equation*}
$$

In real space the E-mode and the B -mode polarization will have spin weight $s=0$

$$
\begin{align*}
& \Delta_{\mathrm{E}}(\hat{n}, \tau)=-\frac{1}{2}\left\{K_{-}^{(1)}(\hat{n})\left[K_{-}^{(2)}(\hat{n}) \Delta_{+}(\hat{n}, \tau)\right]+K_{+}^{(-1)}(\hat{n})\left[K_{+}^{(-2)}(\hat{n}) \Delta_{-}(\hat{n}, \tau)\right]\right\},  \tag{7.3}\\
& \Delta_{\mathrm{B}}(\hat{n}, \tau)=\frac{i}{2}\left\{K_{-}^{(1)}(\hat{n})\left[K_{-}^{(2)}(\hat{n}) \Delta_{+}(\hat{n}, \tau)\right]-K_{+}^{(-1)}(\hat{n})\left[K_{+}^{(-2)}(\hat{n}) \Delta_{-}(\hat{n}, \tau)\right]\right\} . \tag{7.4}
\end{align*}
$$

and will therefore be invariant under rotations around $\hat{n}$ exactly as $\Delta_{\mathrm{I}}(\hat{n}, \tau)$. Recalling that $\mu=\cos \vartheta$ the derivatives with respect to $\vartheta$ can be traded for derivatives with respect to $\mu$ and Eqs. (7.3) and (7.4) imply, in the $\Lambda$ CDM framework and in the absence of gravitons,

$$
\begin{equation*}
\Delta_{\mathrm{E}}(\hat{n}, \tau)=-\partial_{\mu}^{2}\left\{\left(1-\mu^{2}\right) \Delta_{\mathrm{P}}(\hat{n}, \tau)\right\}, \quad \Delta_{\mathrm{B}}(\hat{n}, \tau)=0 \tag{7.5}
\end{equation*}
$$

where the second equality is easily deduced since the derivatives with respect to $\varphi$ vanish in the absence of the tensor contribution of the gravitons to the brightness perturbations.

[^14]Therefore, in the $\Lambda$ CDM model we have at our disposal three complementary degrees of second-order coherence which can be defined

$$
\begin{align*}
g_{\mathrm{TT}}^{(2)}(\hat{m}, \hat{n}, \tau) & =\frac{\left\langle\Delta_{\mathrm{I}}(\hat{m}, \tau) \Delta_{\mathrm{I}}(\hat{m}, \tau) \Delta_{\mathrm{I}}(\hat{n}, \tau) \Delta_{\mathrm{I}}(\hat{n}, \tau)\right\rangle}{\left\langle\Delta_{\mathrm{I}}(\hat{m}, \tau) \Delta_{\mathrm{I}}(\hat{m}, \tau)\right\rangle\left\langle\Delta_{\mathrm{I}}(\hat{n}, \tau) \Delta_{\mathrm{I}}(\hat{n}, \tau)\right\rangle},  \tag{7.6}\\
g_{\mathrm{EE}}^{(2)}(\hat{m}, \hat{n}, \tau) & =\frac{\left\langle\Delta_{\mathrm{E}}(\hat{m}, \tau) \Delta_{\mathrm{E}}(\hat{m}, \tau) \Delta_{\mathrm{E}}(\hat{n}, \tau) \Delta_{\mathrm{E}}(\hat{n}, \tau)\right\rangle}{\left\langle\Delta_{\mathrm{E}}(\hat{m}, \tau) \Delta_{\mathrm{E}}(\hat{m}, \tau)\right\rangle\left\langle\Delta_{\mathrm{E}}(\hat{n}, \tau) \Delta_{\mathrm{E}}(\hat{n}, \tau)\right\rangle},  \tag{7.7}\\
g_{\mathrm{TE}}^{(2)}(\hat{m}, \hat{n}, \tau) & =\frac{\left\langle\Delta_{\mathrm{T}}(\hat{m}, \tau) \Delta_{\mathrm{E}}(\hat{m}, \tau) \Delta_{\mathrm{T}}(\hat{n}, \tau) \Delta_{\mathrm{E}}(\hat{n}, \tau)\right\rangle}{\left\langle\Delta_{\mathrm{T}}(\hat{m}, \tau) \Delta_{\mathrm{E}}(\hat{m}, \tau)\right\rangle\left\langle\Delta_{\mathrm{T}}(\hat{n}, \tau) \Delta_{\mathrm{E}}(\hat{n}, \tau)\right\rangle} . \tag{7.8}
\end{align*}
$$

The degrees of second-order coherence defined in Eqs. (7.6), (7.7) and (7.8) can be connected with the degree of second-order coherence introduced in sections 5and 6. In the gauge defined by Eq. (1.1) the brightness perturbations of Eq. (7.1) obey, in Fourier space,

$$
\begin{align*}
& \partial_{\tau} \Delta_{\mathrm{I}}+\left(i k \mu+\varepsilon^{\prime}\right) \Delta_{\mathrm{I}}=\partial_{\tau} \psi-i k \mu \phi+\varepsilon^{\prime}\left[\Delta_{\mathrm{I} 0}+\mu v_{\mathrm{b}}+\frac{\left(1-3 \mu^{2}\right)}{4} S_{\mathrm{P}}(k, \tau)\right]  \tag{7.9}\\
& \partial_{\tau} \Delta_{\mathrm{P}}+\left(i k \mu+\varepsilon^{\prime}\right) \Delta_{\mathrm{P}}=\frac{3}{4}\left(1-\mu^{2}\right) S_{\mathrm{P}}(k, \tau) \tag{7.10}
\end{align*}
$$

where $S_{\mathrm{P}}(k, \tau)$ can be expressed as the sum of the quadrupole of the intensity, of the monopole of the polarization and of the quadrupole of the polarization, i.e., respectively, $S_{\mathrm{P}}(k, \tau)=\left(\Delta_{\mathrm{I} 2}+\Delta_{\mathrm{P} 0}+\Delta_{\mathrm{P} 2}\right)$; note that, in Eqs. (7.9) and (7.10), $\varepsilon^{\prime}$ and $\varepsilon\left(\tau, \tau_{0}\right)$ denote, respectively, the differential optical depth and the optical depth itself

$$
\begin{equation*}
\varepsilon^{\prime}=x_{\mathrm{e}} \tilde{n}_{\mathrm{e}} a \sigma_{\gamma \mathrm{e}}, \quad \varepsilon\left(\tau, \tau_{0}\right)=\int_{\tau_{0}}^{\tau} x_{\mathrm{e}} \tilde{n}_{\mathrm{e}} a \sigma_{\gamma \mathrm{e}} d \tau \tag{7.11}
\end{equation*}
$$

and should not be confused with $\epsilon$ defined, in the present paper, as one of the slow-roll parameters (see, e.g., Eq. (6.5)). The line of sight solution of Eqs. (7.9) and (7.10) can be written, respectively, as

$$
\begin{align*}
\Delta_{\mathrm{I}}\left(k, \mu, \tau_{0}\right) & =\int_{0}^{\tau_{0}} \mathcal{K}(\tau)\left[\Delta_{\mathrm{I} 0}+\phi+\mu v_{\mathrm{b}}+\frac{\left(1-3 \mu^{2}\right)}{4} S_{\mathrm{P}}\right] e^{-i \mu x(\tau)} \\
& +\int_{0}^{\tau_{0}} d \tau e^{-\varepsilon\left(\tau, \tau_{0}\right)}\left(\phi^{\prime}+\psi^{\prime}\right) e^{-i \mu x(\tau)} d \tau  \tag{7.12}\\
\Delta_{\mathrm{P}}\left(k, \mu, \tau_{0}\right) & =\frac{3}{4}\left(1-\mu^{2}\right) \int_{0}^{\tau_{0}} \mathcal{K}(\tau) S_{\mathrm{P}}(k, \tau) e^{-i k \mu\left(\tau-\tau_{0}\right)} d \tau \tag{7.13}
\end{align*}
$$

where $\mathcal{K}(\tau)=\varepsilon^{\prime} e^{-\varepsilon\left(\tau, \tau_{0}\right)}$ is the visibility function and $x(\tau)=k\left(\tau_{0}-\tau\right)$. The visibility function can be approximated as a double Gaussian with two peaks roughly corresponding to the redshifts of recombination and reionization, i.e. $z_{\text {rec }} \simeq 1088.2 \pm 1.2$ and $z_{\text {reion }}=10.5 \pm 1.2$ according to [1, 2]. The semi-analytical parametrizations of the visibility function (such as the ones of [69, 70]) are relevant when investigating the degree of second-order coherence for angular scales than the degree. In the present analysis the focus will be on the large-angular
scales corresponding to typical multipoles $\ell \leq \sqrt{z_{\text {rec }}}$ where the finite width of the visibility function is immaterial and the opacity suddenly drops at recombination. This implies that the visibility function presents a sharp (i.e. infinitely thin peak at the recombination time). Thus, since $\mathcal{K}(\tau)$ is proportional to a Dirac delta function and $e^{-\varepsilon\left(\tau, \tau_{0}\right)}$ is proportional to an Heaviside theta function. Under the latter approximations, Eq. (7.9) leads to the well known pair of separated contributions, i.e. the Sachs-Wolfe (SW) and the integrated Sachs-Wolfe (ISW) contributions:

$$
\begin{align*}
& \Delta_{\mathrm{I}}\left(k, \mu, \tau_{0}\right)=\Delta_{\mathrm{I}}^{(\mathrm{SW})}\left(k, \mu, \tau_{0}\right)+\Delta_{\mathrm{I}}^{(\mathrm{ISW})}\left(k, \mu, \tau_{0}\right),  \tag{7.14}\\
& \Delta_{\mathrm{I}}^{(\mathrm{SW})}\left(k, \mu, \tau_{0}\right)=\left(-\frac{\mathcal{R}(k, \tau)}{5}\right)_{\tau_{\text {rec }}} e^{-i \mu y_{\mathrm{rec}}},  \tag{7.15}\\
& \Delta_{\mathrm{I}}^{(\mathrm{ISW})}\left(k, \mu, \tau_{0}\right)=\int_{\tau_{\mathrm{rec}}}^{\tau_{0}}\left(\phi^{\prime}+\psi^{\prime}\right) e^{-i \mu x(\tau)} d \tau \tag{7.16}
\end{align*}
$$

where, by definition, $x\left(\tau_{\text {rec }}\right)=y_{\text {rec }}$. Equations (7.15) and (7.16) can be evaluated within various approximation schemes. The SW and the ISW contributions can be separately evaluated. In particular the ordinary SW contribution becomes

$$
\begin{align*}
\Delta_{\mathrm{I}}^{(\mathrm{SW})}\left(k, \mu, \tau_{0}\right) & =-\frac{\mathcal{R}\left(\vec{k}, \tau_{\mathrm{i}}\right)}{5} \mathcal{S}\left(q_{\mathrm{rec}}\right) e^{-i \mu y_{\mathrm{rec}}}  \tag{7.17}\\
\mathcal{S}(q) & =1+\frac{4}{3 q}-\frac{16}{3 q^{2}}+\frac{16(\sqrt{y+1}-1)}{3 q^{3}} \tag{7.18}
\end{align*}
$$

while the ISW contribution is:

$$
\begin{align*}
& \Delta_{\mathrm{I}}^{(\mathrm{ISW})}\left(k, \mu, \tau_{0}\right)=-2 \mathcal{R}\left(\vec{k}, \tau_{\mathrm{i}}\right) \int_{\tau_{\mathrm{rec}}}^{\tau_{0}} \partial_{\tau} \mathcal{T}_{\mathcal{R}}(\tau) e^{-i \mu x(\tau)} d \tau  \tag{7.19}\\
& \mathcal{T}_{\mathcal{R}}(\tau)=1-\frac{\mathcal{H}(\tau)}{a^{2}(\tau)} \int_{0}^{\tau} a^{2}\left(\tau^{\prime}\right) d \tau^{\prime} \tag{7.20}
\end{align*}
$$

Both in Eqs. (7.17) and (7.19), $\mathcal{R}(\vec{k}, \tau)$ denotes the constant value of curvature perturbations at $\tau_{\mathrm{i}}<\tau_{\text {eq }}$. By further approximating the integrand in Eq. (7.19) the whole large-scale contribution can be written, for the present purposes, as

$$
\begin{align*}
\Delta_{\mathrm{I}}\left(k, \tau_{0}\right) & =\mathcal{R}\left(\vec{k}, \tau_{\mathrm{i}}\right) e^{-i \mu y_{\mathrm{rec}}} \\
\overline{\mathcal{S}}\left(q_{\mathrm{rec}}\right) & =-\left\{\frac{\mathcal{S}\left(q_{\mathrm{rec}}\right)}{5}+\left[\partial_{\tau} \mathcal{T}_{\mathcal{R}}\right]_{q_{\mathrm{rec}}}\right\}, \tag{7.21}
\end{align*}
$$

where

$$
\begin{equation*}
q_{\mathrm{rec}}=\frac{a_{\mathrm{rec}}}{a_{\mathrm{eq}}}=\frac{z_{\mathrm{eq}}+1}{z_{\mathrm{rec}}+1}=3.04\left(\frac{h_{0}^{2} \Omega_{\mathrm{M} 0}}{0.134}\right) . \tag{7.22}
\end{equation*}
$$

Equation (7.21) directly relates the curvature perturbations to the brightness perturbations. It then follows that the two point function of temperature perturbations bears the mark,
up to time-dependent factors, of the two-point function defined in the context of first-order coherence effects (see section 3). In particular we have that

$$
\begin{align*}
& \left\langle\hat{\Delta}_{\mathrm{I}}\left(\hat{m}, \tau_{0}\right) \hat{\Delta}_{\mathrm{I}}\left(\hat{n}, \tau_{0}\right)=\sum_{\ell} \frac{(2 \ell+1)}{4 \pi} C_{\ell}^{\mathrm{TT}} P_{\ell}(\hat{m} \cdot \hat{n}),\right.  \tag{7.23}\\
& C_{\ell}^{\mathrm{TT}}=\frac{\overline{\mathcal{S}}^{2}\left(q_{\mathrm{rec}}\right)}{4 \pi^{2} z^{2}} \int d \ln q q^{2}\left(2 \bar{n}_{q}+1\right)\left[2 \bar{N}_{q}+1-2 \cos \alpha_{q} \sqrt{\bar{N}_{q}\left(\bar{N}_{q}+1\right)}\right] j_{\ell}^{2}\left[y_{\mathrm{rec}}\right] \cdot(\hat{7} \tag{7.24}
\end{align*}
$$

In a similar fashion the degree of second-order coherence can be estimated as

$$
\begin{equation*}
\left\langle\Delta_{\mathrm{I}}(\hat{m}, \tau) \Delta_{\mathrm{I}}(\hat{m}, \tau) \Delta_{\mathrm{I}}(\hat{n}, \tau) \Delta_{\mathrm{I}}(\hat{n}, \tau)\right\rangle=\sum_{\ell}(2 \ell+1)\left[\mathcal{Z}_{\ell}+\mathcal{Q}_{\ell} P_{\ell}(\hat{m} \cdot \hat{n})\right] \tag{7.25}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{Z}_{\ell}=\frac{\overline{\mathcal{S}}^{2}\left(q_{\mathrm{rec}}\right)}{z^{4}} \int d \ln q\left[2 \mathcal{G}_{\mathrm{v}}^{(2)}\left(q, \tau_{0}\right) j_{\ell}^{2}\left(2 y_{\mathrm{rec}}\right)+\mathcal{G}_{\mathrm{s}}^{(2)}\left(q, \tau_{0}\right) j_{\ell}^{2}\left(y_{\mathrm{rec}}\right)\right]  \tag{7.26}\\
& \mathcal{Q}_{\ell}=\frac{\overline{\mathcal{S}}^{2}\left(q_{\mathrm{rec}}\right)}{z^{4}} \int d \ln q\left[\mathcal{G}_{\mathrm{v}}^{(2)}\left(q, \tau_{0}\right) j_{\ell}^{2}\left(2 y_{\mathrm{rec}}\right)+2 \mathcal{G}_{\mathrm{s}}^{(2)}\left(q, \tau_{0}\right) j_{\ell}^{2}\left(y_{\mathrm{rec}}\right)\right] \tag{7.27}
\end{align*}
$$

The degree of second-order coherence of Eq. (7.6) can therefore be written as

$$
\begin{equation*}
g_{\mathrm{TT}}^{(2)}(\hat{m}, \hat{n}, \tau)=\frac{\sum_{\ell}(2 \ell+1)\left[\mathcal{Z}_{\ell}+\mathcal{Q}_{\ell} P_{\ell}(\hat{m} \cdot \hat{n})\right]}{\left|\sum_{\ell}(2 \ell+1) C_{\ell}^{\mathrm{TT}}\right|^{2}} . \tag{7.28}
\end{equation*}
$$

All the inequalities established for the degree of second-order coherence and all the considerations presented before are also applicable to Eq. (7.28): in the limit $\hat{m} \cdot \hat{n} \rightarrow 1$, using the well known identities, $g_{\mathrm{TT}}^{(2)}$ coincides with the result expressed, for instance, by Eq. (6.23). In the cases $\hat{m} \cdot \hat{n} \neq 1$ a specific angular dependence should be taken into account when trying to infer the degree of second-order coherence from the observational data. The considerations developed in this last section exclude the presence of the tensor modes which can be however included without problems.

## 8 Concluding remarks

In conventional Hanbury Brown-Twiss interferometry the statistical properties of the source are often part of the experimental set-up but the space-time dimensions of the emitters need to be determined. For large-scale curvature perturbations the reverse is true: while the statistical properties of the source are unknown, the gross uniformity of the temperature fluctuations at last scattering implies that curvature perturbations prior to matter-radiation equality had typical wavelengths larger than the Hubble radius at the corresponding epoch.

Can we directly scrutinize the statistical properties of the large-scale curvature perturbations without positing and excessive number of assumptions on the pre-inflationary expansion
and on the post-inflationary thermal history? This has been the main question addressed in the present paper. As a partial and preliminary answer, it has been suggested that a useful approach to large-scale curvature perturbations of quantum mechanical origin consists in scrutinizing their large-scale coherence properties. Using then the analogy with a similar problem arising in quantum optics, various results have been obtained and they can be summarized as follows:

- in the limit of wavelengths larger than the Hubble radius the degree of first-order coherence goes always to 1 in spite of the correlation properties of the initial state;
- the degree of second-order coherence bears the mark of the statistical properties of the initial state; the curvature phonons are bunched and their degree of bunching exceeds the typical value of a chaotic source;
- direct limits on (or specific determinations of) the degree of second-order coherence from temperature and polarization maps can probe the correlation properties of largescale gravitational fluctuations;
- the degree of second-order coherence does depend, in a computable manner, upon the values of the slow-roll parameters, upon the nature of the initial state and upon the duration of the inflationary phase ;
- a set of model-independent limits on the degree of second-order coherence has been derived in the form of a collection of inequalities which can be tested explicitly once the degree of second-order coherence is defined in terms of the correlators involving the relevant brightness parturbations.

On a more technical ground, the tenets of the quantum theory of optical coherence have been carefully translated to the quantized treatment of the scalar and tensor normal modes of the geometry. The correct quantum mechanical definition of the degree of second-order coherence has been derived and it has been shown to be equivalent, in the limit of a large number of phonons per Fourier mode, to the standard normal-ordered definition customarily employed in Hanbury Brown-Twiss interferometry and based on the quantum theory of photoelectric detection.

Pre-inflationary initial conditions are often assigned (or imposed) by combining theoretical prejudice with loose elements of phenomenological consistency such as the suppression or the increase of large-scale power spectra. Instead of arguing that the theoretical prejudice necessarily selects a specific number of inflationary e-folds, a preferred set of initial conditions, a unique pre-inflationary history it is also worthwhile to take a more modest approach and to ask ourselves wether it is possible to gain informations on the correlation
properties of pre-decoupling initial conditions by using the logic of Hanbury Brown-Twiss interferometry, i.e. the study of the intensity correlations of the scalar and tensor fluctuations of the geometry. The results reported in the present analysis represent a first step along this direction.
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[^0]:    ${ }^{1}$ Electronic address: massimo.giovannini@cern.ch

[^1]:    ${ }^{2}$ In the $\Lambda \mathrm{CDM}$ paradigm, the total curvature of the Universe receives, at the present time, a leading contribution from the extrinsic curvature and a subleading contribution from the intrinsic (spatial) curvature. The role of inflation is, in this context, to make the ratio between intrinsic and extrinsic curvature sufficiently minute at the onset of the radiation dominated epoch so that it can easily be of order 1 today (during a decelerated stage of expansion the ratio between intrinsic and extrinsic curvature is actually increasing). The duration of the inflationary phase required to solve the latter goal represents one of the ways of pinning down the minimal number of inflationary efolds.

[^2]:    ${ }^{3}$ The averages $\langle\ldots\rangle$ can denote either ensemble (statistical) or quantum averages depending on the nature of the source and also upon the preferred physical description. In the present paper the amplitude and the intensities are always related to quantum fields unless explicitly stated (see, in particular, section 6).

[^3]:    ${ }^{4}$ For sake of conciseness, the arguments of $\bar{g}^{(2)}$ shall be omitted and it will be understood that $\bar{g}^{(2)}$ refers, in this section, to a single mode of the field and in the zero time-delay limit.

[^4]:    ${ }^{5}$ In the standard terminology it is customary to introduce also $N_{\text {min }}$, i.e. the minimal number of efolds necessary to fix the problems of the standard big-bang cosmology
    ${ }^{6}$ Units $\hbar=c=1$ will be used throughout.

[^5]:    ${ }^{7}$ The probability generating function $\mathcal{M}(s)$ can be directly obtained from Eq. (2.8) even without knowing the explicit form of $P_{n}$; it suffices to multiply the right and left hand sides of Eq. (2.8) by $s^{n}$ and to sum over $n$ both sides of the resulting equation. In this way the finite difference equation (2.8) will be transformed in a differential equation in $s$ which can be solved by imposing the boundary condition $\mathcal{M}(1)=1$.

[^6]:    ${ }^{8}$ The conventions adopted in the redshifts are such that the present value of the scale factor $a_{0}$ is normalized to 1 ; note that in section $1 \tau$ denoted, consistently, the time coordinate in Minkowski space

[^7]:    ${ }^{9}$ Note that $\varphi_{p}$ should not be confused with $\varphi$ (denoting the inflaton field). This confusion cannot actually arise since it is clear that $\varphi_{p}$ is a momentum-dependent phase.

[^8]:    ${ }^{10}$ As in section [2. $\bar{g}{ }^{(2)}$ denote the normal ordered degree of second-order coherence while in Eq. (5.1) the bar has been omitted.

[^9]:    ${ }^{11}$ Note that $\varepsilon_{\text {re }}$ denotes the optical depth at reionization and has nothing to do with the slow-roll parameter $\epsilon$ which will be introduced in a moment.

[^10]:    ${ }^{12}$ Recall that, as usual, the relation between cosmic and conformal time parametrization is given by $a(\tau) d \tau=d t$.

[^11]:    ${ }^{13}$ The result will be given in the case of the gravitons. The results for the phonons can be obtained from the ones of the gravitons by replacing $\alpha \rightarrow \beta$.

[^12]:    ${ }^{14}$ It is worth stressing that the negative sign of the combinations $(3-4 \alpha)$ and $(3-4 \beta)$ is a direct consequence of the determinations of cosmological parameters reported in Eqs. (6.1), (6.2) and (6.3).

[^13]:    ${ }^{15}$ As already mentioned we shall normalize to 1 the present value of the scale factor $a_{0}=1$.

[^14]:    ${ }^{16}$ The same considerations developed in this section can be however extended to the case of the tensors by considering higher-order correlations of the B-mode polarization, if and when they will be measured.
    ${ }^{17}$ The angular variables $\mu=\hat{k} \cdot \hat{n}$ defined and used in the present section have no relation with $\mu(\vec{x}, \tau)$ used and defined in section 3 at Eq. (3.8); similarly the angular variable $\varphi$ of Eq. (7.2) is not related to the inflaton background field.

