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PERTURBATION THEORY ON THE NON-COMMUTATIVE PLANE

WITH A SINGULAR POTENTIAL

M. NIETO, P.A.G. PISANI, AND H. FALOMIR

Abstract. In this article we study the problem of a non-relativistic particle in the

presence of a singular potential in the noncommutative plane. The potential contains

a term proportional to 1/R2, where R2 is the squared distance to the origin in the

noncommutative plane. We find that the spectrum of energies is non analytic in the

noncommutativity parameter θ.

1. Introduction

Noncommutative geometry has several motivations in physics [1, 2] (see also [3] and

references therein.) In particular, it has been shown to play an important role in super-

string/M-theory [4, 5] since, in the presence of a Neveu-Schwarz constant background

field, low energy string theory reduces to a gauge theory in a noncommutative space.

Since then there has been a growing interest in the pecularities of quantum theory on

noncommutative spaces.

Research in noncommutative quantum field theories (see the reviews [13, 14]) has mo-

tivated the study of the spectral properties of operators defined on noncommutative man-

ifolds (see, e.g., the short review [15].)

Central potentials in Quantum Mechanics on non-commutative space have been studied

employing perturbation theory on the parameter of noncommutativity. Some examples

are [6, 7, 8, 9, 10, 11]. Delta-function potentials on the non-commutative plane have also

been considered in [12].

The aim of the present article is to show how a singular central potential in the non-

commutative plane can spoil the analyticity of the spectrum in the noncommutativity

parameter θ, therefore ruling out the usual perturbative treatment of noncommutative

effects.

We consider a non-relativistic particle on the noncommutative plane subject to a poten-

tial consisting on a term proportional to R2 –the square of the noncommutative distance

to the origin– and a singular repulsive term α/R2, with α ∈ R
+. The former excludes

scattering states, so that the (discrete) spectrum of the Hamiltonian corresponds only
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to bound states. The main result of this article is to show that the singular term gives

rise to a non-analytic behavior of the spectrum for small values of the noncommutativity

parameter θ. Indeed, we will prove that some of the eigenvalues show a log θ behavior for

small θ.

In the commutative case a singular potential of the type α/r2 leads to a formally scale

invariant Schrödinger equation [16], which is closely related to the dynamics of quantum

particles in the asymptotic near-horizon region of black-holes [17, 18], of particles in a

manifold with a conic singularity[19] or in the presence of an Aharonov-Bohm magnetic

flux [20].

We will study the following Hamiltonian, that contains the noncommutative general-

ization of the inverse square potential:

H =
1

2m
P 2 +

mω2

2
R 2 +

α

R2
.(1.1)

As we will see, the operator P 2 can be regarded as the usual Laplacian; m,ω, α−1 are

positive parameters with mass dimension. R2 is the squared distance to the origin in the

non-commutative plane

(1.2) R2 := XiXi

where Xi=1,2 are non-commutative coordinates satisfying the algebra

(1.3) [Xi,Xj ] = i ǫij θ .

Since we are interested in studying the spectrum of (1.1) perturbatively in α, we will

first consider in Section 2 the validity of this kind of perturbative treatment of this prob-

lem in the usual commutative plane. In Section 3 we will state with no proof the theorems

we will use in Section 4 to justify a perturbative treatment of the noncommutative case.

For completeness, this theorems will also be applied to the usual commutative case in the

Appendix A. In Section 5 we compute the spectrum to leading order in α and show that

the energies of the noncommutative Hamiltonian (1.1) are not analytic in the noncommu-

tativity parameter θ. In Section 6 we draw our conclusions.

2. Commutative Plane

In this section we determine the spectrum of a non-relativistic particle living on the

usual commutative plane subject to a central potential which consists in a singular term

α/r2 and a term proportional to r2, where r is the distance to the origin. First, we present

the exact solutions and then we study the validity of perturbation theory in the parameter

α. The corresponding Hamiltonian is given by

(2.1) H =
1

2m
p2 +

mω2

2
r2 +

α

r2
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Analogous operators appearing in one and two-dimensional problems have already been

studied in [22, 23]. Since the Hamiltonian commutes with the angular momentum operator

L = −i∂ϕ we restrict the eigenvalue equation

(2.2) (H − E)Ψ(r, ϕ) = 0

to the invariant subspace of functions

(2.3) Ψ(r, ϕ) = eiϕlψl(r)

where l ∈ Z. In the subspace of vanishing angular momentum, the operator (2.1) admits

a one-parameter family of self-adjoint extensions [21] which, in general, break the formal

scale invariance of the Hamiltonian (near the origin) [22, 23, 24, 25]. As we will see, it is

convenient to consider the cases l 6= 0 and l = 0 separately.

Subspaces with non-vanishing angular momentum. In this subspaces, eq. (2.2)

reads

(2.4)

(

d2

dr2
+

1

r

d

dr
− ν2

r2
− β2 r2 + λ

)

ψl(r) = 0 ,

where

ν := +
√

l2 + 2mα ,

β := mω ,(2.5)

λ := 2mE .

Since we are considering α ≥ 0, then ν ≥ 1. Eq. (2.4) has the following complete set of

solutions ψl, n(r) ∈ L2(R
+, r dr)

(2.6) ψl, n(r) = Cl,n r
νe−

β
2
r2M

(

−n, 1 + ν;βr2
)

where M
(

−n, 1 + ν;βr2
)

is a confluent hypergeometric function [26], Cl,n ∈ C is a nor-

malization constant and n = 0, 1, 2, . . .

The corresponding eigenvalues of eq. (2.2) are given by

El, n = ω
(

2n+ 1 +
√

l2 + 2mα
)

(2.7)

with n = 0, 1, 2, . . . and l = ±1,±2,±3, . . . Notice that, since l 6= 0, each eigenvalue is, at

least, two-fold degenerate.

Next, we show that this result can be obtained perturbatively to leading order in α. We

begin by considering the spectrum of the unperturbed Hamiltonian H0, which corresponds

to an isotropic harmonic oscillator on the plane,

(2.8) H0 =
1

2m
p2 +

mω2

2
r2 .
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Its eigenfunctions Ψ
(0)
n,l(r, ϕ) and eigenvalues E

(0)
n,l –which can be obtained from (2.3), (2.6)

and (2.7) by setting α = 0– are given by

Ψ
(0)
l, n(r, ϕ) = C

(0)
l,n r|l|e−

β
2
r2M

(

−n, 1 + |l|, βr2
)

eiϕl ,(2.9)

E
(0)
l, n = ω (2n+ 1 + |l|) ,(2.10)

where

(2.11) C
(0)
l,n =

√

β|l|+1

π

(

n+ |l|
|l|

)

,

with n = 0, 1, 2, . . . and l = ±1,±2,±3, . . .

The leading order corrections ∆E
(0)
l, n to the energies E

(0)
l, n due to singular term α/r2 are

given by

(2.12) ∆E
(0)
l, n =

〈

Ψ
(0)
l, n

∣

∣

∣

α

r2

∣

∣

∣Ψ
(0)
l, n

〉

=
mωα

|l| .

Therefore, a perturbative calculation in α gives for the energies

(2.13) El, n ≃ E
(0)
l, n +∆E

(0)
l, n = ω

(

2n+ 1 + |l|+ mα

|l|

)

which, as expected, corresponds to the first term in the Taylor expansion in α of (2.7).

We see that, in the non-vanishing angular momentum subspaces, corrections to the

energies due to the singular term α/r2 can be obtained by ordinary perturbation theory

in α. We give a complete proof of this result in Appendix A. Next, we show that a

perturbative treatment is not valid for the subspace corresponding to vanishing angular

momentum.

Subspace with vanishing angular momentum. In this subspace, the formal scale

invariance of the Hamiltonian (2.1) close to the singularity is, in general, broken by the

existence of an infinite family of self-adjoint extensions[22, 24]. Indeed, for 0 ≤ 2mα < 1,

self-adjointness of the Hamiltonian does not suffice to determine the behavior of the wave

functions at the origin. One must impose one of infinitely many admissible boundary

conditions at r = 0 which, in general, introduce a parameter with mass dimension.

However, there exists a unique self-adjoint extension for which the wave functions are

finite at the singularity. For the sake of simplicity and for the purposes of this article, we

will just consider the spectrum of this particular self-adjoint extension, which is given by

the following eigenfunctions and eigenvalues

Ψ0, n(r, ϕ) = C0, n e
−β

2
r2rν0M

(

−n, 1 + ν0, βr
2
)

(2.14)

E0, n = ω
(

2n+ 1 +
√
2mα

)

n = 0, 1, 2, . . .(2.15)

where C0, n ∈ C and ν0 =
√
2mα.
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Since the energies are non-analytic around α = 0, we expect perturbation theory to fail

in this case –as opposed to the l 6= 0 case.– Indeed, the first order correction to the energy

of the unperturbed (i.e., α = 0) eigenfunction

(2.16) Ψ
(0)
0, n(r) =

√

β

π
e−

β
2
r2M

(

−n, 1, βr2
)

would be given by

(2.17) ∆E
(0)
0, n =

〈

Ψ
(0)
0, n

∣

∣

∣

α

r2

∣

∣

∣Ψ
(0)
0, n

〉

= 2π

∫ ∞

0

α

r2
·
∣

∣

∣Ψ
(0)
0, n(r, ϕ)

∣

∣

∣

2
r dr

which diverges at the lower limit r = 0.

The non-validity of perturbation theory for vanishing angular momentum will be dis-

cussed in more detail in Appendix A.

3. Perturbation Theory

In the previous section we have considered a two-dimensional isotropic harmonic os-

cillator in the presence of a singular potential of the form α/r2 to test the validity of

perturbation theory for small α. We concluded that the perturbative calculation in α

is justified only in the non-vanishing angular momentum subspaces. In the next section

we will consider the equivalent problem in the non-commutative plane, where pertur-

bation theory is fully applicable. To prove the validity of perturbation theory for the

non-commutative case, we need the following theorems and definitions [27]:

Definition 3.1. An operator-valued function H(α) on a complex domain R is called an

analytic family in the sense of Kato if and only if:

(1) ∀α ∈ R, H(α) is closed and has a nonempty resolvent set ρ(H(α)).

(2) ∀α0 ∈ R,∃λ0 ∈ ρ(H(α0)) so that λ0 ∈ ρ(H(α)) and (H(α) − λ0)
−1 is an analytic

operator-valued function of α, for α near α0.

Theorem 3.2 (Kato-Rellich theorem). Let H(α) be an analytic family in the sense of

Kato. Then for each isolated non-degenerate eigenvalue E(0) of H(α0) and α near α0,

there exists a non-degenerate eigenvalue E(α) in the spectrum of H(α) which is close to

E(0). Moreover, E(α) is an analytic function of α, for α near α0.

Definition 3.3. An operator-valued function H(α) on a complex domain R is called an

analytic family of type (A) if and only if:

(1) ∀α ∈ R, H(α) is closed and has a nonempty resolvent set ρ(H(α)).

(2) The operator domain of H(α) is some set D independent of α.

(3) ∀ψ ∈ D, H(α)ψ is a vector-valued analytic function of α.
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Theorem 3.4. Let H0 be a closed operator with nonempty resolvent set ρ(H0) and consider

another operator V . If the domain of H0 is contained in the domain of V and if V is H0-

bounded, that is:

(1) D(H0) ⊂ D(V )

(2) For some A,B ∈ C and ∀ψ ∈ D(H0) : ‖V ψ‖ ≤ A‖ψ‖ +B‖H0ψ‖
then H(α) := H0 + αV is an analytic family of type (A).

Theorem 3.5. Let H(α) := H0 + αV be an analytic family of type (A) in some region

R. Then H(α) is an analytic family in the sense of Kato.

In Appendix A we will apply these theorems to the commutative case to justify the

results obtained in the previous section. In the next section we will use these theorems in

the noncommutative case to prove that the spectrum of the operator (1.1) is analytic in

the parameter α.

4. Noncommutative Plane

To analyze the spectrum of the Hamiltonian (1.1) we adopt the following realization of

the deformed Heisenberg algebra as in (1.3),

Xi = xi − ǫij
θ

2
pj ,(4.1)

Pi = pi ,(4.2)

where xi and pi satisfy the canonical Heisenberg algebra on the Hilbert space L2(R
2). In

this representation R2 (see eq. (1.2)) is given by the following second-order differential

operator

(4.3) R2 = r2 − θL+
θ2

4
p2 .

The Hamiltonian (1.1) can then be written as

(4.4) H = H0 +
α

R2
,

where

(4.5) H0 =
1

2µ
p2 +

µΩ2

2
r2 − µΩ2θ

2
L

and

µ :=
m

1 + m2ω2θ2

4

,(4.6)

Ω :=

√

1 +
m2ω2θ2

4
ω .(4.7)

Notice that the angular momentum operator L = ǫij xipj in eq. (4.5) is the usual one in

the commutative space.
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Unlike the Hamiltonian for the commutative case studied in Section 2, the spectrum of

(1.1) can be determined perturbatively in α for all values of the angular momentum, even

for l = 0. Let us next justify this statement using the theorems of Section 3.

Let us first consider the unperturbed Hamiltonian, i.e., the rotationally invariant oper-

ator H0 (see eq. (4.5).) Notice that its restriction to the subspace of angular momentum

l, H
(l)
0 , corresponds –after the replacements m→ µ, ω → Ω and α→ 0– to the Hamilton-

ian already given in eq. (2.1) restricted to the same subspace, minus the constant term

µΩ2θl/2. As a consequence, from eqs. (2.9) and (2.10) we can read the eigenfunctions and

eigenvalues of the unperturbed Hamiltonian H0:

Ψ
(0)
l, n(r, ϕ) = N

(0)
l, n r

|l|e−
µΩ
2
r2M(−n, |l|+ 1, µΩr2) eiϕl ,(4.8)

E
(0)
l, n = Ω (2n + 1 + |l| − g l) ,(4.9)

where l ∈ Z, n = 0, 1, 2, . . .,

(4.10) g :=
1

2

mωθ
√

1 +
(

1
2mωθ

)2
< 1

and

(4.11) N
(0)
l, n =

√

(µΩ)|l|+1

π

(

n+ |l|
|l|

)

.

Our next purpose is to show that the energies of the Hamiltonian (1.1) on each angular

momentum subspace are actually given –to leading order in α– by the quantities (4.9) plus

the expectation values of the operator α/R2 with respect to the states (4.8).

The noncommutative squared distance to the origin R2 is represented by a differential

operator (eq. (4.3)) whose spectrum can be obtained from that of H0 (eq. (4.5)) by making

the following replacements: µ→ 2/θ2 and Ω → θ. Therefore, we can read from eqs. (4.8)

and (4.9) the eigenfunctions Υl, n(r, ϕ) and eigenvalues ρ2l ,n of the operator R2:

Υl, n(r, ϕ) =

√

2|l|+1(n+ |l|)!
π θ|l|+1n!|l|! r|l|e−r2/θM(−n, |l|+ 1, 2r2/θ) eiϕl ,(4.12)

ρ2l, n = θ (2n+ 1 + |l| − l) ,(4.13)

with n = 0, 1, 2, . . . and l ∈ Z. Notice that, as a result of the non-commutativity of the

coordinates, the distance to the origin is represented by an observable with a discrete set

of eigenvalues. The minimum of the distance to the origin1 is
√
θ.

1This minimum is in accordance with the choice of the domain of the operator R2, which in the present

case corresponds to consider wave functions which are finite at the origin. Had we chosen a different set

of functions, the minimum of the distance to the origin would have been different, even negative [24].
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On the other hand, in the subspace of angular momentum l the perturbation α/R2 is

proportional to the inverse of the differential operator R2, whose kernel is a symmetric

function, Gl(r, r
′) = Gl(r

′, r), which, for r < r′, is given by

Gl(r, r
′) = α

2|l|+1Γ(1/2 + |l|/2 − l/2)

θ|l|+2Γ(|l|+ 1)
(rr′)|l| e−

1

θ
(r2+r′2) ×(4.14)

× M(1/2 + |l|/2− l/2, |l| + 1, 2r2/θ)U(1/2 + |l|/2 − l/2, |l| + 1, 2r′2/θ) ,

where M(a, b, z) and U(a, b, z) are two linearly independent solutions of the confluent

hypergeometric equation [26].

In consequence, α/R2 is a (bounded) integral operator whose domain D(α/R2) is the

whole Hilbert space L2(R
2). Thus, it contains the domain D(H0) of H0 and the first

condition of Theorem 3.4 is satisfied for V = α/R2.

Moreover, since α/R2 is bounded, for all ψ ∈ L2(R
2) there exists a constant C ∈ C such

that ‖α/R2 ψ‖ ≤ C‖ψ‖. Hence, the second condition of Theorem 3.4 is also satisfied and

the Hamiltonian H = H0 + α/R2 (4.4) represents an analytic family of type (A) for any

value of the parameter α in the region R = C.

Theorem 3.5 implies H = H0 + α/R2 is also analytic in the sense of Kato. Finally,

Kato-Rellich Theorem 3.2 ensures that the spectrum of the Hamiltonian H is analytic

in α, for α near zero. This allows us to perturbatively approach its eigenvalues as an

expansion in integer powers of α.

We will next determine the eigenvalues of H by perturbing the eigenfunctions and

spectrum of H0, Eqs. (4.8) and (4.9), to leading order in α. This calculation will show

that the energies of the noncommutative-case Hamiltonian H are not analytic functions

of the non-commutativity parameter θ.

5. The perturbative spectrum

In order to compute the perturbative corrections to the spectrum of H0 due to the term

α/R2 we use the spectral resolution (eqs. (4.12) y (4.13))

(5.1)
α

R2
=
∑

l′∈Z

∞
∑

n′=0

α

ρ2l′, n′

|Υl′, n′〉〈Υl′, n′ | .

The correction of first order in α to the energy E
(0)
l, n in (4.9) is given by2

(5.2)
〈

Ψ
(0)
l, n

∣

∣

∣

α

R2

∣

∣

∣Ψ
(0)
l, n

〉

=

∞
∑

n′=0

α

ρ2l, n′

|〈Ψ(0)
l, n|Υl, n′〉|2

2We assume θ 6= 0, though later we will study the limit θ → 0 of the resulting expressions for comparison

with the commutative case.
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which, after eqs. (4.8) and (4.12), reads [28]

〈

Ψ
(0)
l, n

∣

∣

∣

α

R2

∣

∣

∣
Ψ

(0)
l, n

〉

=
2αµΩ (4g)|l|

(1 + g)2|l|+2

(n + |l|)!
n!|l|!4

∞
∑

n′=0

(n′ + |l|)!
n′!(2n′ + 1 + |l| − l)

×

×
∣

∣

∣

∣

∫ ∞

0
dx e−xx|l|M

(

−n, 1 + |l|, 2g

1 + g
x

)

M

(

−n′, 1 + |l|, 2

1 + g
x

)∣

∣

∣

∣

2

=
2αµΩ (4g)|l|(n+ |l|)!
(1 + g)2|l|+2n!|l|!2

(

1− g

1 + g

)2n

×

×
∞
∑

n′=0

(

(n′ + |l|)!
n′!(2n′ + 1 + |l| − l)

)(

1− g

1 + g

)2n′ [

2F1

(

{

−n′,−n
}

, {1 + |l|} ; −4g

(1− g)2

)]2

.

(5.3)

As we already mentioned, we will show that this first order corrections are non-analytic

in θ around θ = 0. In so doing, it will suffice to consider, for each angular momentum

subspace, the perturbative correction to the lowest energy level E
(0)
l, n=0, given by

(5.4)

〈

Ψ
(0)
l, n=0

∣

∣

∣

α

R2

∣

∣

∣Ψ
(0)
l, n=0

〉

=
2αµΩ (4g)|l|

(1 + g)2|l|+2
×

×
∞
∑

n′=0

(

n′ + |l|
|l|

)

1

2n′ + 1 + |l| − l

(

1− g

1 + g

)2n′

=
2αµΩ (4g)|l|

(1 + |l| − l) (1 + g)2|l|+2
×

× 2F1

(

{

1 + |l|, 1
2
(1 + |l| − l)

}

,

{

1

2
(3 + |l| − l)

}

;

(

1− g

1 + g

)2
)

.

This expression represents the leading correction to the lowest energy at each angular

momentum subspace due to the term α/R2 for any value of the noncommutativity pa-

rameter (contained in) g (see eq. (4.10).) To show that this correction is non-analytic in

g –or, equivalently, in θ– we make use of the following expansion of the hypergeometric

function [26]:

2F1 ({1 + |l|, c} , {1 + c} ; 1− ǫ) =
c

|l| ǫ
−|l|

|l|−1
∑

n=0

(c− |l|)n(1)n
n!(1− |l|)n

ǫn− ,(5.5)

− (−1)|l|
Γ(c+ 1)

Γ(c− |l|)

∞
∑

n=0

(c)n
n!|l|! ǫ

n {log ǫ+ ψ(n+ c)− ψ(n+ 1)} ,
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where 0 < ǫ < 1 and l 6= 0. In (5.5), ψ(·) is the logarithmic derivative of the gamma-

function Γ(·), and (·)n represents the Pochhammer symbol3. Non-analyticity in θ is due

to the ǫn log ǫ terms in the series on the right hand side of this equation.

Replacing (5.5) into (5.4) and taking into account the eigenvalues of H0 given by (4.9)

we obtain the lowest energies of the complete Hamiltonian H for fixed angular momentum

and small α and θ,

(5.6)

El, n=0

ω
= 2 + αm∓ mωθ

2
∓ αm2ωθ

{

log

(

mωθ

2

)

+ 1

}

+ . . . if |l| = 1 ,

El, n=0

ω
= 1 + |l|+ αm

|l| ∓ |l| mωθ
2

∓ αm2ωθ

|l| − 1
+ . . . if |l| ≥ 2 .

The upper and lower signs correspond respectively to positive and negative angular mo-

mentum states, and reflect the time-reversal non-invariance of this system.

Notice that, in spite of the log θ terms in the energies, the commutative limit θ → 0 exists

and reproduces the result in (2.13), obtained in the previous section for the commutative-

case Hamiltonian for non-vanishing angular momentum subspaces.

Finally, we consider the l = 0 case; from eq. (5.4) we simply get

(5.7)

〈

Ψ
(0)
l=0, n=0

∣

∣

∣

α

R2

∣

∣

∣Ψ
(0)
l=0, n=0

〉

=
2αµΩ

(1 + g)2
· 2F1

(

{

1,
1

2

}

,

{

3

2

}

;

(

1− g

1 + g

)2
)

= − αµΩ

1− g2
log g .

Combining Eqs. (5.7) and (4.9) we obtain the ground state energy to leading order in α

for arbitrary values of the noncommutativity parameter θ,

(5.8)
El=0, n=0

ω
=

√

1 +

(

mωθ

2

)2






1− αm log





mωθ
2

√

1 +
(

mωθ
2

)2











+O(α2) .

Expression (5.8) shows that the correction for non-commutativity of the space to the

ground state energy is non-analytic in θ around θ = 0, being proportional to log θ for

small θ. Moreover, this correction diverges in the θ → 0 limit. This is consistent with

the fact already shown in section 2 that perturbation theory in α is not applicable on the

vanishing angular momentum subspace for the commutative case.

6. Conclusions

The generalization of Schrödinger operators to the noncommutative plane can be car-

ried out by means of the Bopp shift Xi = xi − ǫijθ pj/2. Since the noncommutative

coordinates are then represented by differential operators, the subsequent generalization

3(c)n := Γ(c+ n)/Γ(c).
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of the Schrödinger Hamiltonian −△ + V (X) changes drastically its character as a linear

operator on the Hilbert space. In particular, positive powers Xn of the coordinates in the

potential V (X) correspond to differential operators of order n whereas an inverse square

1/R2, as in the case of the present article, renders a non-local bounded operator.

As a consequence, the spectral properties of this kind of Hamiltonians are different from

the well-known properties of second order Schrödinger operators. In this article we gave

an example of how analyticity in one of the parameters of the Hamiltonian, namely the

noncommutativity parameter θ, is spoiled as a consequence of this non-local representation

of the Schrödinger potential. This result is to be remarked since, due to the non-standard

character of noncommutative-case Hamiltonians, many of the known studies of problems

in noncommutative spaces rely on expansions in powers of the parameter θ.

In particular, we have studied the case of a singular potential and showed that the

spectrum is not analytic in the noncommutativity parameter. We have considered on the

noncommutative plane a perturbation proportional to the inverse squared distance to the

origin, α/R2. Since this perturbation is represented by a bounded operator, the spectrum

can be computed perturbatively in α and the non-analyticity of the energies in θ emerges

explicitly as logarithmic cuts in θ = 0.
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ANPCyT (PICT 00909) and UNLP (Proy. 11/X492), Argentina. M.N. also acknowledge
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Appendix A. Kato-Rellich theorem applied to the commutative case

We have shown in Section 2 that in the usual commutative case the spectrum is analytic

in the parameter α if and only if l 6= 0 (see eqs. (2.7) and (2.14)). In this appendix we

will justify this results by means of the theorems stated in Section 3. In so doing, we will

consider the cases |l| ≥ 2 and |l| = 1 separately.

A.1. Subspaces with |l| ≥ 2. We will prove that, on this subspaces, the operator H
(l)
0 +

α/r2 –being H
(l)
0 the restriction of (2.8) to a fixed angular momentum subspace– is an

analytic family of type (A), for α in some region R around the origin.

Let us prove the first condition of Theorem 3.4, namely, D(H
(l)
0 ) ⊂ D(α/r2). To do

that, consider the operator

(A.1) H
(l)
0 =

1

2m

{

−∂2r −
∂r
r

+
l2

r2

}

+
mω2

2
r2 .

If φ(r) ∈ D(H
(l)
0 ) then H

(l)
0 φ(r) ∈ L2(R

+, r dr). Since r2φ(r) ∈ L2((0, 1), r dr) then

(A.2) f(r) :=

(

∂2r +
∂r
r

− l2

r2

)

φ(r) ∈ L2((0, 1), r dr) .
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For r 6= 0 we define

(A.3) u(r) := r|l| φ

which, due to eq. (A.2), satisfies

(A.4) ∂r(r
−2|l|+1∂ru(r)) = r−|l|+1 f(r) .

Therefore,

(A.5) ∂ru(r) = 2|l|C r2|l|−1 + r|l| v(r)

for some constant C ∈ C, where

(A.6) v(r) := −r|l|−1

∫ 1

r
x−|l|+1f(x) dx .

This function is well-defined since r−|l| and f(r) belong to L2((ǫ, 1), r dr), for any ǫ > 0.

Moreover, v(r) is continuous and finite at r = 0.

Similarly, one gets from eqs. (A.3) and (A.5)

(A.7) φ(r) = C r|l| + w(r) ,

where

(A.8)

w(r) := r−|l|

∫ r

0
x|l|v(x) dx

= −r−|l|

∫ r

0
dx

∫ 1

x
dy x2|l|−1y−|l|+1f(y)

= − 1

2|l|

[

r−|l|

∫ r

0
dy y|l|+1f(y) + r|l|

∫ 1

r
dy y−|l|+1f(y)

]

.

By the Cauchy-Schwarz inequality one can prove that the first term in this last expression

is o(r). As regards the second term, we can write

(A.9) r|l|
∫ 1

r
dy y−|l|+1f(y) = r (χr(y), f(y)) ,

where the scalar product is taken in the space L2((0, 1), y dy) and

(A.10) χr(y) :=

{

r|l|−1 y−|l| if r < y < 1

0 if 0 < y < r
.

These functions converge uniformly to zero on every compact interval not containing the

origin. Therefore, the scalar product (χr(y), ϕ(y)) → 0 as r → 0 for all ϕ ∈ C∞
0 (0, 1) –the

space of smooth functions with compact support in (0, 1).–
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On the other hand, since C∞
0 (0, 1) is dense in L2((0, 1), y dy), for each f ∈ L2((0, 1), y dy)

there exists a sequence ϕn → f . As a consequence, the scalar product (χr(y), f(y)) → 0

as r → 0 for all f ∈ L2((0, 1), y dy). Indeed,

(A.11) |(χr, f)| ≤ |(χr, f − ϕn)|+ |(χr, ϕn)|
and the R.H.S of this expression can be made arbitrarily small; the first term for n large enough,

the second one for r small enough. We conclude that expression (A.9)) and, consequently, the

second term in the last expression of eq. (A.8) is also o(r).

Thus (see eq. (A.7)) the functions φ(r) ∈ D(H
(l)
0 ) satisfy φ(r) = o(r). This is a sufficient

condition to assert that φ ∈ D(α/r2). This proves the first condition of Theorem 3.4 .

Next, we prove the second condition by computing

(A.12)

‖H(l)
0 φ(r)‖2 =

1

4m2

∫ ∞

0

dr r

∣

∣

∣

∣

{

−∂2r − ∂r
r

+
l2

r2
+m2ω2r2

}

φ(r)

∣

∣

∣

∣

2

=
1

4m2

∫ ∞

0

dr r

{

∣

∣

∣

∣

1

r
∂r [r∂rφ(r)]

∣

∣

∣

∣

2

+ 2

( |l|2
r2

+m2ω2r2
)

|∂rφ(r)|2 +

+

(

2m2ω2(|l|2 − 2) +m4ω4r4 +
|l|2(|l|2 − 4)

r4

)

|φ(r)|2
}

≥
∫ ∞

0

dr r
|l|2(|l|2 − 4)

r4
|φ(r)|2 ,

which shows that

(A.13)
∥

∥

∥

α

r2
φ(r)

∥

∥

∥ ≤ B ‖H(l)
0 φ(r)‖

for some constant B ∈ C. This proves the second condition of Theorem 3.4. In consequence,

H
(l)
0 + α/r2 is an analytic family of type (A). Therefore it is also an analytic family in the sense

of Kato (Theorem 3.5) and then, by virtue of Kato-Rellich theorem (Theorem 3.2), its spectrum

is analytic in α.

A.2. Subspaces with |l| = 1. For this subspaces the situation is slightly different. The operators

H
(±1)
0 + α/r2 –where H

(±1)
0 is the restriction of the operator given in eq. (2.8) to the subspaces

with l = ±1 respectively– is not an analytic family of type (A). As we have already mentioned

in the previous section, the domain of the perturbation D(α/r2) contains functions which behave

as o(r) for small r. However, the domains of H
(±1)
0 + α/r2 contain functions which behave as

O(r
√
1+2mα) (see e.g., the eigenfunctions (2.6) for l = ±1.) As a consequence, there is no region

R in the complex plane containing the origin for which there exists a domain D(H
(±1)
0 + α/r2)

independent of α. Since the second condition of Definition 3.3 is not fulfilled, H
(±1)
0 + α/r2 is not

an analytic family of type (A).

Nevertheless, one can prove that H
(±1)
0 +α/r2 is actually analytic in the sense of Kato. Indeed,

since H
(±1)
0 +α/r2 is selfadjoint it is a closed operator and its spectrum is real, then every non-real

λ belongs to its resolvent set. Therefore, the first condition in Definition 3.1 is satisfied.
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As regards the second condition of Definition 3.1, the resolvent (H
(±1)
0 + α/r2 − λ0)

−1 is an

integral operator with a symmetric kernel G(r, r′, λ0) = G(r′, r, λ0) that, for r < r′, reads

(A.14)

G(r, r′, λ0) = ων1mν1+1 Γ(ν1/2 + 1/2− λ0/2ω)

Γ(ν1 + 1)
(rr′)ν1 e−

mω

2
(r2+r

′2) ×

× M

(

ν1 + 1

2
− λ0

2ω
, ν1 + 1,mωr2

)

U

(

ν1 + 1

2
− λ0

2ω
, ν1 + 1,mωr′2

)

with

(A.15) ν1 :=
√
1 + 2mα .

To show that the confluent hypergeometric functions M and U in eq. (A.14) are analytic in some

neighbourhood around ν = 1 we use the following integral representations [26],

M

(

ν1 + 1

2
− λ0

2ω
, ν1 + 1, z

)

=
Γ (ν1 + 1)

Γ
(

ν1+1
2 − λ0

2ω

)

Γ
(

ν1+1
2 + λ0

2ω

) ×(A.16)

×
∫ 1

0

t
ν1−1

2
−λ0

2ω (1− t)
ν1−1

2
+

λ0

2ω ezt dt ,

U

(

ν1 + 1

2
− λ0

2ω
, ν1 + 1, z

)

=
1

Γ
(

ν1+1
2 − λ0

2ω

) ×(A.17)

×
∫ ∞

0

t
ν1−1

2
−λ0

2ω (1 + t)
ν1−1

2
+

λ0

2ω e−zt dt ,

valid for −ω(ν1 + 1) < R(λ0). If we consider λ0 such that −ω(ν1 − 1) < R(λ0) < ω(ν1 + 1), the

integral in eq. (A.16) can be written as

(A.18)

∫ 1

0

f(ν1, t) dt+
1

ν1+1
2 − λ0

2ω

where

(A.19) f(ν1, t) := t
ν1−1

2
−λ0

2ω

[

(1− t)
ν1−1

2
+

λ0

2ω ezt − 1
]

.

On the other hand, for R(λ0) < ω(ν1 + 1), the integral in eq. (A.17) can be written as

(A.20)

∫ 1

0

g(ν1, t) dt+
1

ν1+1
2 − λ0

2ω

+

∫ ∞

1

h(ν1, t) dt

where

g(ν1, t) := t
ν1−1

2
−λ0

2ω

[

(1 + t)
ν1−1

2
+

λ0

2ω e−zt − 1
]

,(A.21)

h(ν1, t) := t
ν1−1

2
−λ0

2ω (1 + t)
ν1−1

2
+

λ0

2ω e−zt .(A.22)

Since there exists some ǫ1 > 0 such that: (a) f(ν1, t), g(ν1, t) and their first derivatives with respect

to ν1 are continuous on (ν1, t) ∈ {ν1 : |ν1 − 1| < ǫ1}× [0, 1] and (b) for all ν1 ∈ {ν1 : |ν1 − 1| < ǫ1},
f(ν1, t) and g(ν1, t) are analytic for all t ∈ [0, 1], then the integral in eq. (A.18) and the integral in

the first term of eq. (A.20) are analytic in the vicinity of ν1 = 1 [29].
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Finally, there exists some ǫ2 > 0 such that: (a) h(ν1, t) and its first derivative with respect to

ν1 are continuous on (ν1, t) ∈ {ν1 : |ν1 − 1| < ǫ2} × [1, T ), for all 1 < T < ∞ and
∫∞
1
h(ν1, t) dt

converges uniformly on |ν1 − 1| < ǫ2 and (b) for all ν1 ∈ {ν1 : |ν1 − 1| < ǫ2}, g(ν1, t) is analytic

for all t ∈ [1,∞) and the integral
∫∞
1
f(ν1, t) dt converges uniformly. Therefore, the integral in the

third term of eq. (A.20) is also analytic in a neighborhood of ν1 = 1 [29].

This proves that, for −ω(ν1 − 1) < R(λ0) < ω(ν1 + 1), the kernel in (A.14) is analytic in

some neighborhood of ν1 = 1. This is consistent with the fact that the spectra of the operators

H
(±1)
0 + α/r2 are analytic in α, as explicitly shown in eq. (2.7).
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