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Algebraic characterization of simple closed curves

via Turaev’s cobracket

Moira Chas and Fabiana Krongold

September 15, 2010

Abstract The vector space V generated by the conjugacy classes in the funda-
mental group of an orientable surface has a natural Lie cobracket δ : V −→ V× V.
For negatively curved surfaces, δ can be computed from a geodesic representa-
tive as a sum over transversal self-intersection points. In particular δ is zero
for any power of an embedded simple closed curve. Denote by Turaev(k) the
statement that δ(xk) = 0 if and only if the nonpower conjugacy class x is repre-
sented by an embedded curve. Computer implementation of the cobracket delta
unearthed counterexamples to Turaev(1) on every surface with negative Euler
characteristic except the pair of pants. Computer search have verified Turaev(2)
for hundreds of millions of the shortest classes. In this paper we prove Turaev(k)
for k = 3, 4, 5, . . . for surfaces with boundary. Turaev himself introduced the
cobracket in the 80’s and wondered about the relation with embedded curves, in
particular asking if Turaev (1) might be true.

We give an application of our result to the curve complex. We show that a
permutation of the set of free homotopy classes that commutes with the cobracket
and the power operation is induced by an element of the mapping class group.

1 Introduction

In [12], Turaev defined a Lie coalgebra structure in the vector space generated by free
homotopy classes of non-trivial closed curves on an orientable surface. The cobracket
of a class is a sum over self-intersection points of representative of this class. Therefore,
the cobracket of a simple closed curve is zero. It is not hard to see that the cobracket
of a power of a simple closed curve is zero. Thus, he asked whether the converse is
true.
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In [2] it was shown that, if one excludes trivial cases and the pair of pants, the
answer of this question is negative. The main goal of our work here is to show that, for
surfaces with non-empty boundary, one may reformulate Turaev’s question so it has a
positive answer. In other words, Turaev’s cobracket yields a characterization of simple
closed curves. More precisely, we prove:

Main Theorem Let V be a free homotopy class of curves on an oriented surface
with boundary. Then V contains a power of a simple curve if and only if the Turaev
cobracket of V3 is zero. Moreover, if V is nonpower and p is an integer larger than
three then the number of terms of the cobracket of Vp (counted with multiplicity) equals
2p2 times the self-intersection number of V.

Our main tool is the presentation of Turaev’s cobracket in [2]. Using this presen-
tation, we list the terms of the cobracket of powers of a cyclic word and we can show
that if the power is large enough, these terms do not cancel.

We also give an application of our result to the curve complex.

This paper is structured as follows: We start by describing in Subsection 2.1 the
vector space of cyclic reduced words and combinatorial cobracket. In Subsection 2.2,
using techniques similar to those of in [1], we prove that certain pairs of cyclic words
cannot be conjugate (Proposition 2.6). This result distinguishes the conjugacy classes
of various sets of linear words. In Section 3, we use Proposition 2.6 to prove our Main
Theorem. In Section 4 we give an application of our Main Theorem to the curve
complex. For completeness, in the appendix, we include the following know results:
In Appendix A, we recall the definition of Turaev’s cobracket. In Appendix B, some
results of [2] we use in this work are stated. Finally, in Appendix C we review the
definition of the curve complex.

2 The Turaev Lie coalgebra on the vector space gen-

erated by cyclic reduced words

2.1 Basic definitions and Notation

For each positive integer q, a q-alphabet Aq, or, briefly, an alphabet, is the set of 2q
symbols, called letters {a1, a2, . . . , aq, a1, a2, . . . , aq}, endowed with a fixed linear order.
For each letter v, v = v.

A linear word in Aq is a finite sequence of symbols v0v1 . . . vn−1 such that vi belongs
to Aq for each i ∈ {0, 1, . . . , n− 1}. The empty word is a linear word with zero letters.
Let V = v0v1 . . . vn−1 be a linear word. By definition, V = vn−1vn−2 . . . v0. The linear
word V is freely reduced if vi 6= vi+1 for each i ∈ {0, 1, . . . , n− 1}. If V is freely reduced
and vn−1 6= v0 then V is cyclically reduced. Consider the equivalence relation on the
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set of linear words, generated by the pairs of the form (V,W) such that V is a cyclic
permutation of W or V = Wvv where v is a letter in Aq. The equivalence classes under
this equivalence relation are called cyclic words. (Observe that these are the conjugacy
classes of the free group generated by a1, a2, . . . , aq). If V is a (not necessarily reduced)

linear word, we denote the equivalence class of V by V̂. A linear representative of V̂ is a
cyclically reduced linear word in V̂. A cyclic word V̂ is nonpower if it does not contain
a proper power of another word. A linear subword of V̂ is a linear subword of a linear
representative of V̂. The length of V, denoted by ℓV or ℓ(V) is the number of symbols

V contains. The length of the cyclic word V̂ is the length of a linear representative of
V̂. Thus, if V is cyclically reduced then the length of V̂ equals ℓV.

When dealing with letters denoting linear words V = v0v1 . . . vn−1 , subindices of
letters will be considered mod the length of V, that is n.

From now on, fix V = v0v1 . . . vn−1, a cyclically reduced linear word of positive
length n. The set of linked pairs of the cyclic word V̂ is denoted by LP1(V̂) (see
appendix Definition B.2).

The next statement follows straightforwardly from Definition B.2.

Lemma 2.1. For each (P,Q)in LP1(V̂) there exist two integers i and j in {0, 1, . . . , n−
1} such that the following holds:

(1) If (P,Q) is a linked pair as in Definition B.2 (1) or (2) then P = vi−r−1vi−r . . . vi
and Q = vj−r−1vj−r . . . vj, for some integer r ∈ {0, 1, . . . , n− 2}.

(2) If (P,Q) is a linked pair as in Definition B.2 (3) then P = vi−r−1vi−r . . . vi and
Q = vj−1vj . . . vj+r, for some integer r ∈ {1, 2, . . . , n− 2}.

Moreover, the map φ : LP1(V̂) → {0, 1, . . . , n − 1} × {0, 1, . . . , n − 1} defined by
(P,Q) 7→ (i, j) is injective.

Since V is fixed, we can (and will) identify each linked pair (P,Q) with the pair of
integers φ(P,Q) in Lemma 2.1. Say that (i, j) is a linked pair of type (1) or (2) (respec-

tively, (3)) if (i, j) = φ(P,Q) for some (P,Q) in LP1(V̂) satisfying Definition B.2(1) or
(2) (respectively (3)).

Lemma 2.2. If (i, j) is a linked pair of V̂ then vi 6= vj and vi 6= vj−1. In particular
i 6= j.

Proof. If (i, j) is a linked pair of type (1) then (vi−1, vj−1, vi, vj) is positively or nega-
tively oriented. Hence vi−1 6= vj−1, vi 6= vj and vj−1 6= vi. If (i, j) is a linked pair of type
(2) or (3) the result follows straightforwardly using that V is cyclically reduced.
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For each pair i and j in {0, 1, . . . , n− 1} denote

Vi,j =

{
vivi+1 . . . vj−1 if i < j, and
vivi+1 . . . vn−1v0v1 . . . vj−1 if i ≥ j.

If i = j, Vi is used instead of Vi,i.

The next result is a direct consequence of Definition B.2.

Lemma 2.3. (1) If (P,Q) is a linked pair then (Q,P) is a linked pair. However, (i, j)
and (j, i) are both linked pairs if an only if (i, j) is a linked pair of type (1) or (2).

(2) Let (i, j) be a linked pair. The linear word if Vj,i is cyclically reduced if an only if
(i, j) is a linked pair of type (1) or (2).

(3) If (i, j) is a linked pair of type (3), then there exists r in {1, 2, . . . , ℓV − 1} such
that r is the largest integer verifying vi−r . . . vi−1 = vj . . . vj+r−1 and (j + r, i − r)
is a linked pair.

The next result which establishes the exact relation between the linked pairs of a
nonpower cyclic word V̂ and its power V̂p, follows directly from Definition B.2.

Lemma 2.4. Let V be a cyclically reduced word of length n and p be a positive integer.
Then,

LP1(V̂
p) =

{(
i+ tn, j + sn

)
: (i, j) ∈ LP1(V̂), t, s ∈ {0, 1, 2, . . . , p− 1}

}
.

Denote by V the vector space generated by the set of non-empty cyclic words in
Aq. The class of the empty word will be identified with the zero element in V.

Proposition 2.5. If V is cyclically reduced linear word and p is a positive integer, then
the map δ : V −→ V⊗ V of Definition B.4 satisfies the following equality.

(1) δ(V̂p) = p ·
∑

(i,j)∈LP1(V̂)
0≤s≤p−1

sign(i, j)
̂(
Vs
iVi,j

)
⊗

̂(
V
p−s−1
j Vj,i

)
.

Proof. Take i, j ∈ {0, 1, . . . , n − 1} and t, s ∈ {0, 1, . . . , p− 1}. By Lemma 2.2, i 6= j.
It is not hard to see that

V
p
i+tn,j+sn =





Vt−s
i Vi,j if i < j and s ≤ t,

V
p−t+s
i Vi,j if i < j and s > t,

Vt−s−1
i Vi,j if i > j and s < t,

V
p−t+s−1
i Vi,j if i > j and s ≥ t,

The desired result follows from Lemma 2.4.
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2.2 Certain words are not conjugate

In this subsection we prove combinatorially that certain pairs of cyclic words we con-
struct out of V cannot be conjugate. Since the conjugacy classes of these words appear
in the terms of the cobracket δ(V̂p), the fact that these words are not conjugate implies
that these terms cannot cancel one another.

Proposition 2.6. Let V be a cyclically reduced linear word such that V̂ is nonpower
and (i, j) and (k, h) two distinct linked pairs of V. If m is a positive integer greater
than or equal to two, then, for any positive integer l,

V̂m
i Vi,j 6= V̂l

kVk,h

Proof. Let U and W denote the linear words Vm
i Vi,j and Vl

kVk,h respectively. By hypoth-
esis, V is a cyclically reduced linear word, therefore U and W are reduced. Moreover,
by Lemma 2.2, vi 6= vj−1 and vk 6= vh−1. Hence U and W are cyclically reduced and

m · ℓV < ℓU < (m+ 1) · ℓV,(2)

l · ℓV < ℓW < (l + 1) · ℓV.

Set U = u0u1 . . . uℓU−1 and W = w0w1 . . . wℓW−1. The next equalities follow straight-
forwardly.

ut = ut+ℓV , for all t in {0, 1, . . . , ℓU − ℓV − 1},(3)

wt = wt+ℓV , for all t in {0, 1, . . . , ℓW − ℓV − 1},(4)

uℓU−ℓV = vi+ℓU−ℓV = vj ,(5)

wℓW−ℓV = vk+ℓW−ℓV = vh.(6)

We argue by contradiction: Assume that Û = Ŵ. Since the linear words U and
W are linear representatives of the same cyclic word, they have equal length, that is,
ℓU = ℓW. Furthermore, there exists r in {0, 1, . . . , ℓU−1} such that U = Wr. The proof
is split into three cases:

1. r = 0. Here, U = W. Hence the initial and final subwords of length ℓV of U

and W are equal i.e., Vi = Vk and Vj = Vh. Distinct cyclic permutations of a
nonpower cyclic reduced word are distinct, so i = k and j = h, contradicting the
hypothesis (i, j) 6= (k, h).

2. 0 < r ≤ ℓU − ℓV. By Equations (4) and (6), since m is positive,

vk = w0 = wℓW = uℓW−r = uℓW−r−ℓV = wℓW−ℓV = vh,

which contradicts Lemma 2.2. See Figure 1.
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Figure 1: Case 0 < r ≤ ℓU − ℓV (here, m = l = 3.)

3. ℓU− ℓV < r < ℓU. Since m ≥ 2, ℓV − 1 < ℓU− ℓV. Hence 0 ≤ ℓU− r− 1 < ℓU− ℓV.
By Equations (3) and (5),

vj = uℓU−ℓV = wℓW−ℓV+r = wℓW+r = uℓU = u0 = vi,

contradicting Lemma 2.2.

Remark 2.7. The lower bound 2 for m in Proposition 2.6 is sharp. Indeed, consider
the ordered alphabet {a, b, b, a} and the word V = abaabab. The linking pairs (0, 1) and
(5, 6) are not equivalent. Nevertheless, the subword of V2 given by V0V0,1 = abaababa

is a cyclic permutation of V5V5,6 = ababaaba. (Observe that the corresponding terms in

the cobracket of V2, V̂0V0,1 ⊗ V̂1,0 and V̂5V5,6 ⊗ V̂6,5 are different because V1,0 = baabab

and V6,5 = babaab which implies V̂1,0 6= V̂6,5 = babaab.)

The Manhattan norm of an element x of V ⊗ V denoted by M(x) is the sum of
the absolute values of the coefficients of the expression of x in the basis of V ⊗ V

consisting in the set of tensor products of pairs of cyclic words in Aq. Thus if x =
c1V1 ⊗ W1 + c2V2 ⊗ W2 + · · · + clVl ⊗ Wl where for each i, j ∈ {1, 2, . . . , l}, ci ∈ Z,
Vi and Wi are cyclically reduced words and Vi 6= Vj or Wi 6= Wj when i 6= j then
M(x) = |c1|+ |c2|+ · · ·+ |cl|.

Proposition 2.8. Let V be a cyclically reduced linear word and let p an integer larger
than three. Then the Manhattan norm of δ(V̂p) equals p2 times the number of elements

in LP1(V̂).

Proof. A simple argument shows that if the result holds for nonpower words, then it
holds for all words. Therefore, we only need to prove it for nonpower words. Assume
that V̂ is nonpower. Let (i, j) be an element of LP1(V̂). The terms of δ(V̂p) corre-

sponding to (i, j) in Equation (1) are V̂m
i Vi,j ⊗ ̂V

p−m−1

j Vji where m ∈ {0, 1, 2, . . . , p−1}.
Since the length of two of the first factor of these elements differ by a non-zero multiple
of n, these terms are all distinct.

We claim that if (k, h) ∈ LP1(V̂), (k, h) 6= (i, j), and l ∈ {0, 1, 2, . . . , p− 1} then

V̂m
i Vi,j ⊗ ̂V

p−m−1

j Vji 6= V̂l
kVk,h ⊗ ̂V

p−l−1

h Vhk
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Clearly, this claim implies the desired result.

To prove the claim observe that, since p ≥ 4, either m ≥ 2 or p − m − 1 ≥ 2.
If m ≥ 2, the result follows from by Proposition 2.6. Hence, we can assume that

p −m− 1 ≥ 2. If V̂m
i Vi,j and V̂l

kVk,h are distinct the claim follows. Thus we can also

assume that V̂m
i Vi,j = V̂l

kVk,h and therefore m = l. We complete the proof by showing

that the assumption ̂V
p−m−1

j Vji = ̂V
p−m−1

h Vhk leads to a contradiction.

Assume first that (i, j) is a linked pair of type (1) or (2). By Lemma 2.3(1) (j, i) is
also a linked pair a linked pair of type (1) or (2) and (h, k) 6= (j, i). By Proposition 2.6,
̂V
p−m−1

j Vj,i 6= ̂V
p−m−1

h Vh,k. Therefore, we can assume that (i, j) is a linked pair a linked

pair of type (3). In this case, the length of V̂m
i Vi,j plus the length of ̂

V
p−m−1
j Vji is strictly

less than p · ℓV. Furthermore, by Lemma 2.3(3), there exists r in {1, 2, . . . , ℓV−1} such

that vi−r . . . vi−1 = vj . . . vj+r−1 and (j + r, i− r) is a linked pair. Hence, ̂
V
p−m−1
j Vj,i =

̂
V
p−m−1
j+r V

j+r,i−r
and the sum of the lengths of V̂m

i Vi,j and ̂
V
p−m−1
j Vji equals p · ℓV − 2r.

Therefore, the sum of the lengths of V̂l
kVk,h and ̂V

p−l−1

h Vhk is p·ℓV−2r. By Lemma 2.3(3),
(k, h) is a linked pair of type (3) and (h+ r, k − r) is linked. Hence,

̂V
p−m−1

j Vj,i = V̂
p−m−1

j+r V
j+r,i−r

= ̂V
p−l−1

h Vh,k = V̂
p−l−1

h+r Vh+r,k−r
.

By Proposition 2.6, (j+ r, i− r) = (h+ r, k− r) and hence (i, j) = (k, h) contradicting
the hypothesis of the claim.

Proposition 2.9. For each cyclically reduced linear word V, if δ(V̂3) = 0 then LP1(V̂)
is empty.

Proof. Consider a cyclically reduced, linear, nonpower word W such that V = Wk for
some positive integer k. By Lemma 2.4, LP1(V̂) is empty if an only if LP1(Ŵ) is
empty. Therefore, if k > 1, the conclusion follows from Proposition 2.8. Hence, we can
assume that V is nonpower. Assume LP1(V̂) is not empty. Let (i, j) be an element in

LP1(V̂). By Equation (1), one of the terms of δ(V̂3) is 3 · sign(i, j)V̂2
iVi,j ⊗ V̂j,i. Denote

this term by T . We will show that T does not cancel with other terms of δ(V̂3).

Observe that in Equation (1) there are two other terms corresponding to (i, j),

namely, 3 · sign(i, j)V̂i,j ⊗ V̂2
jVj,i and 3 · sign(i, j)V̂iVi,j ⊗ V̂jVj,i. Clearly, none of these

terms cancel with T .

By Proposition 2.6, if (k, h) ∈ LP1(V̂) and (k, h) 6= (i, j) then V̂l
kVk,h 6= V̂2

iVi,j for
any positive integer l. Implies that the terms corresponding to (k, h) do not cancel
with T . Thus the proof is complete.

7



3 Reformulation of Turaev’s conjecture

Let Σ be an orientable surface with non-empty boundary. One knows that there is a
bijection between the following three sets:

(1) the set π∗ of non-empty, cyclic reduced words on a set of free generators of the
fundamental group of Σ and their inverses,

(2) the set of non-trivial, free homotopy classes of closed, oriented curves on Σ, and

(3) the set of conjugacy classes of π1(Σ).

We will make use of this correspondence by identifying these three sets. Thus an
element in π∗ will sometimes be considered as a conjugacy class of π1(Σ) and other
times, a free homotopy class of closed, oriented curves.

Given a cyclic reduced word V ∈ π∗, define the self-intersection number s(V) to be
minimum number of transversal self-intersection points of a representatives of V which
self-intersect only in transverse double points.

By Theorem B.5, the combinatorially defined map δ (see Definition B.4) and the
Turaev cobracket ∆ (see Definition A.1) coincide. By Theorem B.5, Proposition 2.9
and Proposition 2.8 we have the following result.

Main Theorem Let Σ be an oriented surface with boundary and let V in π∗. Then
V contains a power of a simple curve if and only if ∆(V3) = 0. Moreover, if V is
nonpower and p is an integer larger than three then the Manhattan norm of ∆(Vp)
equals 2p2 times the self-intersection number of V. In symbols, M(∆(Vp)) = 2p2s(V).

4 The Curve complex and the Mapping Class Group

Say that an element V ∈ π∗ is simple if contains an embedded curve. The following
lemma will be used in the proof of Proposition 4.2.

Lemma 4.1. If U and V be two disjoint simple elements of π∗ then there exists P in
Σ and U and V in π1(Σ, P ) such that U ∈ U , V ∈ V and the following holds.

(1) Either Û.V or Û.V can be represented by a figure eight.

(2) If U 6= V and Û.V can be represented by a figure eight then Û.V is nonpower and

s(Û.V) = 1.

8



Proof. Let α and β be disjoint closed simple curves that are representatives of U and
V respectively. Consider a connected component C of Σ \ (α ∪ β) including α ∪ β in
its boundary. Let γ be a non self-intersecting arc in C from a point P in α, to a point
Q in β. Let U ∈ π1(Σ, P ) be the element represented by α and let V ∈ π1(Σ, P ) be
the element represented by the curve that starts at P , runs along γ to Q, then along
β and finally along γ−1 from Q to P . It is not hard to see that U and V satisfy (1).

Now we prove (2). Since U.V can be represented by a figure eight and U and V are

non-trivial, s(Û.V) = 1. Consider an element W ∈ π∗ such that Û.V = Wp, for some
positive integer p. By definition of the cobracket,

∆(Wp) = ∆(Û.V) = ±(U ⊗ V − V ⊗ U) 6= 0.

By Proposition A.2, W is not simple, that is s(W) > 0. By [2, Theorem 3.9], p2·s(W) ≤

s(Wp) = s(Û.V) = 1. Then p = 1, and Û.V is primitive.

Proposition 4.2. Let σ be a permutation on π∗ which commutes with the power op-
erations (that is, for each V in π∗ and each p in Z, σ(Vp) = σ(V)p.) If the linear map
induced by σ on π∗ commutes with the Turaev’s cobracket then

(1) the restriction of σ to the subset of nonpower classes of a given self-intersection
number is a permutation. In particular, σ maps simple classes into simple classes,
and

(2) the restriction of σ to the subset of simple classes maps pairs of classes with disjoint
representatives into pairs of classes with disjoint representatives.

Therefore, σ induces an automorphism on the curve complex C(Σ) (see Appendix C).

Proof. Since σ is bijective and commutes with the power operations, the restriction of
σ to the subset of nonpower classes is a permutation.

If U ∈ π∗ is nonpower, σ(U) is nonpower. Since σ is a bijection, by the Main
Theorem,

2 · 42 ·s
(
σ(U)

)
= M(∆(σ(U)4) = M(σ(∆(U4))) = M(∆(U4)) = 2 · 42 ·s(U).

Therefore, s(U) = s(σ(U)). This completes the proof of (1).

Finally, consider two simple classes U and V in π∗ that can be represented by disjoint
closed curves. If U = V, then the conclusion is immediate. Thus we can assume U 6= V.

Let U and V in π1(Σ) be as Lemma 4.1 for U and V. Suppose first that Û · V can be

represented by a figure eight. By (1), s(σ(Û · V)) = 1. Then there exists two elements

X and Y in π1(Σ) such that σ(Û · V) = X̂ · Y. Moreover, X̂ and Ŷ have simple disjoint
representatives. Hence,

±(X̂⊗ Ŷ − Ŷ ⊗ X̂) = ∆(σ(Û · V)) = σ(∆(Û · V)) = ±(σ(Û)⊗ σ(V̂)− σ(V̂)⊗ σ(Û))

9



Then the set {X̂, Ŷ} is equal to the set {σ(Û), σ(V̂)}. This implies that σ(Û) and σ(V̂)
are disjoint.

If Û · V is represented by a figure eight, then by the arguments above we can show
that σ(U) and σ(V) are disjoint. Since σ(V) = σ(V), σ(U) and σ(V) are disjoint.

We denote by Σg,b an oriented surface with genus g and b boundary components.

Theorem 4.3. Let σ be a permutation on the set π∗ of free homotopy classes of closed
curves on an oriented surface with boundary which is different from Σ1,2, Σ0,4 and Σ1,1.
Suppose the following:

(1) If σ is extended linearly to the free Z-module generated by π∗, and to π∗ ⊗ π∗ (so
σ(U ⊗ V) = σ(U) ⊗ σ(V)) then σ preserves the Turaev Lie cobracket. In symbols
∆(σ(U)) = σ(∆(U)) for all U ∈ π∗.

(2) For all U ∈ π∗, and all p ∈ Z, σ(Up) = σ(U)p.

Then σ induces a permutation σ̃ on the set of unoriented simple classes. The permu-
tation σ̃ is induced by a unique element of the mapping class group.

Proof. By Proposition 4.2(1), since σ(U) = σ(U), σ induces a permutation σ̃ on the
set of unoriented simple closed curves.

By Proposition 4.2(2), the restriction of σ̃ to the set of unoriented simple closed
curves preserves disjointness.

Thus, by Theorem C.1, σ̃ is induced by an element of the Mapping Class group.

This result “supports” Ivanov’s statement in [8]:

Metaconjecture “Every object naturally associated with a surface S and having a
sufficiently rich structure has Mod(S) as its group of automorphisms. Moreover, this
can be proved by a reduction theorem about the automorphisms of C(S).”

In this sense, the Turaev Lie cobracket combined with the power maps, have a
“sufficiently rich" structure.

A Turaev’s Lie coalgebra of curves on a surface

Consider a vector space W. Define two linear maps ω : W⊗W⊗W −→ W⊗W⊗W

and s : W⊗W −→ W⊗W by the formulae ω(u ⊗ v ⊗ w) = w ⊗ u ⊗ v and s(v ⊗
w) = w ⊗ v for each triple of elements u, v and w in W. A Lie cobracket on W

is a linear map ∆: W −→ W⊗W such that s ◦ ∆ = −∆ (co-skew symmetry) and
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(Id+ω + ω2)(Id⊗∆)∆ = 0 (co-Jacobi identity). If W is a vector space and ∆ is a
cobracket on W, (W,∆) is a Lie coalgebra.

We recall the definition of Turaev’s cobracket [12].

Definition A.1. Let Σ be an oriented surface. Choose a free set of generators for the
fundamental group of Σ. The set of non-trivial free homotopy classes of curves on Σ
is in bijective correspondence with the set of cyclic words (as defined in Section 2.1)
in the generators and their inverses. We will identify cyclic words with free homotopy
classes. Thus V is the vector space generated by the set of free homotopy classes of
non-trivial, oriented, closed curves on Σ.

Let γ be a oriented, closed curve on Σ. Let [γ] denote the free homotopy class of γ
if γ is a non-contractible loop and [γ] = 0 otherwise. Consider a free homotopy class
[β] such that all self-intersection points of β are transversal double points. Denote by
I the set of self-intersection points of β. Each P ∈ I determines two loops based at
P so that β can be obtained as the loop product of these two loops (forgetting the
basepoint). Order these two loops so that the orientation given by the branch of the
first, followed by the branch of the second equals the orientation of the surface. Denote
the ordered pair of loops by (β1

P , β
2
P ). The Turaev cobracket of x, ∆(x) is defined by

the following formula:

∆(x) =
∑

P∈I

(
[β1

P ]⊗ [β2
P ]− [β1

P ]⊗ [β2
P ]
)

The next result follows straightforwardly from the definition of the cobracket.

Proposition A.2. If a free homotopy class of curves x can be represented by a power
of a simple curve then ∆(x) = 0.

B Linked pairs

In this section, we state some results from [2] which are used throughout this work.
For convenience, we reformulate these ideas in terms of the notation of [1].

Definition B.1. Let r be an integer greater than three and (x0, x1,. . . , xr−1) a sequence
of r letters in the ordered alphabet Aq. The sequence is positively (resp. negatively)
oriented if for some a cyclic permutation the sequence is strictly increasing (resp.
strictly decreasing). The sign of (x0, x1, . . . , xr−1) , denoted by sign(x0, x1, . . . , xr−1),
is 1 (resp. -1) if (x0, x1, . . . , xr−1) is positively (resp. negatively) oriented and zero
otherwise.
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Fix V = v0 . . . vn−1 a cyclically reduced word in Aq and P and Q linear subwords of

V̂ of equal length.

Definition B.2. [2, Definition 2.1] The ordered pair (P,Q) is a linked pair if there
exists non-negative integers i and j smaller that n such that one of the following holds:

(1) P = vi−1vi, Q = vj−1vj and (vi−1, vj−1, vi, vj) is oriented. (Note that in particular
vi−1 6= vj−1, vi 6= vj)

(2) P = vi−r−1Yvi, Q = vj−r−1Yvj for some r in {1, 2, . . . , n − 2}. Moreover, Y =
vi−rvi−r+1 · · · vi−1 = vj−rvj−r+1 · · · vj−1 and the sequences (vi−r−1, vj−r−1, vi−r) and
(vi, vj, vi−1) have the same orientation.

(3) P = vi−r−1Yvi, Q = vj−1Yvj+r for some r in {1, 2, . . . , n − 2}. Moreover, Y =
vi−rvi−r+1 · · · vi−1 = vj+r−1vj+r−2 · · · vj and the sequences (vj+r, vi−r−1, vi−r) and
(vi−1, vi, vj−1) have the same orientation.

The sign of a linked pair (P,Q) is given by the formula sign(P,Q) = sign(vi−1, vi, vj).

The set of linked pairs of a cyclic word V̂ is denoted by LP1(V̂).

P

Q

Q

P

Q

P

vi−r−1

vj−r−1

vj

vi

vi−r−1 vj−1

vj+r vi

(1)

(2)

(3)

vi−1

vi

vj−1

vj

p

p

p

Figure 2: Linked pairs. The label p denotes a self-intersection point.

Definition B.3. To each linked pair (P,Q) in LP1(V̂) we associate two cyclic words,

δ1(P,Q) = V̂i,j and δ2(P,Q) = V̂j,i.
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Definition B.4. Let δ : V −→ V⊗ V be the linear map defined by for every V̂ in V

by the equation,

δ(V̂) =
∑

(P,Q)∈LP1(V̂)

sign(P,Q) δ1(P,Q)⊗ δ2(P,Q).

Recall that if Σ is a surface with non-empty boundary, the set of non-trivial, free
homotopy classes of closed, oriented curves on Σ is in bijective correspondence with the
set of non-empty, cyclic reduced words on a set of free generators of the fundamental
group of Σ and their inverses.

Theorem B.5. ([2, Proposition 4.1]) If Σ be an orientable surface with non-empty

boundary then δ(V̂) = ∆(V̂) for each V̂ in V.

The next theorem was stated as Remark 3.10 in [2].

Theorem B.6. If V is a nonpower cyclic word and V a linear representative of V then
the number of linked pairs of V̂ equals twice the self-intersection number of V.

Proof. By [2, Proposition 3.3], there exists a closed curve α representing V with no
bigons. By [6, Theorem 4.2] the number of self-intersection points of α equals the
intersection number of V. On the other hand, by [2, Theorem 3.9] the self-intersection
points of α are in bijective correspondence with the set of pairs of linked pairs of V
of the form {(P,Q), (Q,P)}. Finally, if ((P,Q) is a linked pair then P 6= Q. Thus the
desired conclusion follows.

C The curve complex

Let Σ be a compact oriented surface. By Σg,b we denote an oriented surface with
genus g and b boundary components. If Σ is a surface, we denote by MCG(Σ) the
mapping class group of Σ, that is, the set of homotopy classes of orientation preserving
homeomorphisms of Σ. We study automorphisms of the Turaev Lie coalgebra that are
related to the mapping class group.

Now we recall the curve complex, defined by Harvey in [5]. The curve complex C(Σ)
of Σ is the simplicial complex whose vertices are isotopy classes of unoriented simple
closed curves on Σ which are neither null-homotopic nor homotopic to a boundary
component. If Σ 6= Σ0,4 and Σ 6= Σ1,1 then a set of k + 1 vertices of the curve complex
is the 0- skeleton of a k-simplex if the corresponding minimal intersection number of all
pairs of vertices is zero, that is, if every pair of vertices have disjoint representatives.
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For Σ0,4 and Σ1,1 two vertices are connected by an edge when the curves they
represent have minimal intersection (2 in the case of Σ0,4 , and 1 in the case of Σ1,1).
If b ≤ 3 the complex associated with Σ0,b is empty.

The following isomorphism is a theorem of Ivanov [7] for the case of genus at least
two. Korkmaz [9] proved the result for genus at most one and Luo [10] gave another
proof that covers all possible genera. The mapping class group of a surface Σ is denoted
by MCG(Σ). Our statement below is based on the formulation of Minsky [11].

Theorem C.1. (Ivanov-Korkmaz-Luo) The natural map h : MCG(Σ) −→ AutC(Σ) is
an isomorphism in all cases except for Σ1,2 where it is injective with index 2 image.
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