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THE PROBABILITY OF LONG CYCLES IN INTERCHANGE PROCESSES

GIL ALON AND GADY KOZMA

1. introduction

A well known phenomenon in the theory of mixing times1 is that occasionally certain aspects
of a system mix much faster than the system as a whole. Pemantle [12] constructed an example of

a random walk on the symmetric group Sn which mixes in time n1+o(1) while every k elements mix
in ≤ C(k)

√
n time. Schramm [13] showed that for the interchange process on the complete graph

— this is another random walk on Sn, see below for details — the structure of the large cycles
mixes in time ≈ n, and it was known before [4] that the mixing time of this graph is ≈ n log n.
Schramm’s result is related to — in physics’ parlance, it is the mean-field case of — a conjecture
of Bálint Tóth [14] that the cycle structure of the interchange process on the graph Z

d, d ≥ 3,
exhibits a phase-transition. In this paper we investigate the probability of long cycles, and obtain
precise formulae for any graph, using the representation theory of Sn. As an application, we analyse
certain variations on Tóth’s conjecture.

Let us define the interchange process. Let G be a finite graph with vertex set {1, . . . , n}, and
equip each edge {i, j} with an alarm clock that rings with exponential rate ai,j. Put a marble on
every vertex of G, all different, and whenever the clock of {i, j} rings, exchange the two marbles.
Each marble therefore does a standard continuous-time random walk on the graph but the different
walks are dependent. The positions of the marbles at time t is a permutation of their original
positions, and viewed this way the process is a random walk on the symmetric group. Note that we
have changed the timing from the previous paragraph. For example, if our graph is the complete
graph and ai,j = 1 for all i and j, then the process mixes in time ≈ log n and large cycle structure
mixes in time ≈ 1. However, the added convenience of having each marble do the natural continuous
time random walk outweighs the difference in notations from some of the literature.

The stronger results of this paper require representation theory to state, but let us start with
two corollaries that can be stated elementarily. Let sk(t) be the number of cycles of length k in our
permutation at time t. Let 0 = λ0 ≤ λ1 ≤ · · · ≤ λn−1 be the eigenvalues of the continuous time
Laplacian of the random walk on the graph G. Then

Theorem 1. We have

P(sn(t) = 1) =
1

n

n−1
∏

i=1

(1− e−λit)

1We do not need the notion of mixing time in this paper, it is only used for comparison. The reader unfamiliar
with it may peruse the survey [9] or the book [7]. Other notions not explicitly defined (say the symmetric group or
a class function) may be found in Wikipedia.
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Let us demonstrate the utility of this formula on the graph G = {0, 1}d with weights equal to 1.
There is nothing particular about this graph, but existing literature allows for easy comparison. For
example, Wilson [15, §9] showed that the mixing time of the interchange process on G is ≥ cd (see
also [10, 11]). The eigenvalues of G may be calculated explicitly: the eigenvectors are the Walsh

functions, indexed by {0, 1}d and given by fy(x) = (−1)
∑d

i=1
xiyi . We get that 2k is an eigenvalue

with multiplicity
(d
k

)

for k = 0, . . . , d. Inserting into the formula at times 1±ǫ
2 log d gives

P

(

sn

(1− ǫ

2
log d

)

= 1
)

= 2−d
d
∏

k=1

(

1− e−(1−ǫ)k log d
)(dk) ≤

and looking only at k = K := ⌊dǫ/2⌋,

≤ exp

(

−d(ǫ−1)K

(

d

K

))

(∗)

≤ exp

(

−
(dǫ

K

)K
)

≤ exp (− exp (cdǫ))

where (∗) comes from
(

d

K

)

=
( d

K

)K
·
( 1− 1/d

1− 1/K
· 1− 2/d

1− 2/K
· · · ·

)

≥
( d

K

)K
.

On the other hand,

P

(

sn

(1 + ǫ

2
log d

)

= 1
)

= 2−d exp

( d
∑

k=1

O(d−(1+ǫ)k)

(

d

k

))

= 2−d(1 +O(d−ǫ)).

We see that the probability equilibrates at 1
2 log d, before the mixing time of the whole chain.

Further, the equilibration happens sharply — this is reminiscent of the cutoff phenomenon for
mixing times. See [4], [8] or [7, §18] for the cutoff phenomenon.

Another general, elementarily stated result is:

Theorem 2. We have, for any graph G and any 1 ≤ k ≤ n,
∣

∣

∣

∣

E(sk(t)) −
1

k

∣

∣

∣

∣

≤ 3n

k
e−tλ1

The point about this result is its generality — it holds for any graph. In particular examples
that we tried the estimate was worse than the known or conjectured mixing time. But for general
graphs it seems to be the best known.

To proceed, let us recall a few basic facts about the representations of Sn. For a full treatment
see the book [6]. A representation of Sn is a group homomorphism τ : Sn → GLk(C) for some
k, typically denoted by dim τ . Its character, denoted by χτ , is an element of L2(Sn) defined by
χτ (g) = tr(τ(g)). Now, the irreducible representations of Sn are indexed by partitions of n, namely,

by sequences λ = [λ1, λ2, . . . , λk] with λ1 ≥ λ2 ≥ · · · ≥ λk > 0 and
∑k

i=1 λi = n (we denote this by
n ⊢ λ). A nice graphical representation of partitions is using Young diagrams, i.e., drawing each λi
as a line of boxes from top to bottom, e.g.

[5, 1] = [3, 2, 1] = [2, 13] = .
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To each partition n ⊢ λ (and hence, for each young diagram with n boxes) corresponds an irreducible
representation, which we shall denote by Uλ. For brevity, we denote the character of Uλ by χλ. Fix
now some 1 ≤ k ≤ n and define

αk(g) = #{cycles of length k in g}. (1)

Now, αk(g) depends only on the cycle structure of g, i.e. is a class function, and hence it is a
linear combinations of characters of irreducible representations. Our main result is the precise
decomposition.

Theorem 3. For any n and k,

αk =
1

k

∑

n⊢ρ

aρχρ,

where

aρ =



















1 ρ = [n]

(−1)i+1 ρ = [k − i− 1, n − k + 1, 1i] for some i ∈ {0, . . . , 2k − n− 2}
(−1)i ρ = [n− k, k − i, 1i] for some i ∈ {max{2k − n, 0}, . . . , k − 1}
0 otherwise

(2)

Let us describe this verbally (ignoring the diagram [n] which has a somewhat special role). If
k > (n+ 1)/2, start with [k − 1, n − k + 1], with a minus sign. Now drop boxes from the first row
into the leftmost column until the first and second row are equal. Then drop in a single step two
boxes, one from each of the first two rows to the leftmost column. Then start dropping boxes from
the second row until you reached a hook-shaped diagram. The sign keeps changing in each step. If
k ≤ n/2 start with the diagram [n− k, k] with a plus sign, and drop boxes from the second row to
the leftmost column until reaching a hook-shaped diagram, again switching sign at each step. The
case k = (n+ 1)/2 is similar except you start from [n− k, k − 1, 1] with a minus sign.

It is now clear what is special in the case k = n. In this case only hook-shaped diagrams appear
in the sum. For the hook-shaped diagrams there is an explicit formula for the relevant eigenvalues
discovered by Bacher [2] (see also the appendix of [1]). We will explain this (i.e. the conclusion of
theorem 1 from theorem 3) in section 4 below.

Let us note an important feature of the formula (2) related to Tóth’s conjecture. A natural
variation on Tóth’s conjecture would be to assume that for the graph {1, . . . ,m}d, d ≥ 3 one
has that E(sk(t)) equilibrates at constant time, for k ≈ n. The eigenvalues of the graph are all
known so we can use theorem 1 and get with a simple calculation that in the case k = n this
probability only equilibrates in time ≈ m2 = n2/d. The culprit for this “slow” equilibration lies
in the representation [n − 1, 1] appearing in the sum when k = n. It is therefore reassuring to
notice that this representation appears only when k = n. Hence we have a good basis to conjecture
that in fact E(sk(t)) equilibrates in constant time for all ǫn < k ≤ (1 − ǫ)n and that this may be
demonstrated using theorem 3.

2. Notations and preliminaries

Let A = {ai,j}1≤i<j≤n be a collection of non-negative numbers which we consider as a weighted
graph. The random walk on Sn associated with the weighted graph A is a process in continuous



4 GIL ALON AND GADY KOZMA

time starting from the identity permutation 1 on Sn and going from g to (ij)g with rate ai,j.
Formally, consider L2(Sn), both as a hilbert space with the standard inner product, and as a ring,
via the group ring structure. Define the Laplacian as the element of L2(Sn) given by

∆ = ∆A =
∑

i<j

ai,j(1− (ij))

where 1 is the element of L2(Sn) equal to 1 in the identity permutation, and 0 everywhere else;
and (ij) is similarly a singleton at the transposition (ij). The distribution of the location of our
process at time t is

e−t∆ =
∞
∑

k=0

(−t∆)k

k!

In particular for αk defined by (1),

E(sk(t)) =
∑

g∈Sn

(

e−t∆
)

(g)αk(g) = n!〈e−t∆, αk〉

where here and below 〈·, ·〉 stands for the standard inner product in L2(Sn) i.e. 〈a, b〉 = 1/n!
∑

g∈Sn

a(g)b(g).
For the proof of theorem 3 we will need a second set of representations of Sn, this time reducible

representations. For n ⊢ ρ, let Tρ < Sn be the subgroup of all permutations fixing the sets
{1, . . . , ρ1}, {ρ1 + 1, . . . , ρ1 + ρ2}, etc. As a group Tρ ∼= Sρ1 × · · · × Sρr . Now, Sn acts on the left
cosets of Tρ, and using these cosets as a basis we obtain a representation of Sn, which we will denote
by Vρ. Readers familiar with exclusion processes might find it convenient to think about Vρ as the
space of distributions of the exclusion process with ρ1 particles of color 1, ρ2 particles of color 2
etc. — considering ∆ as an operator on Vρ it is easy to verify that one gets an identical process.
We denote

ψρ = χVρ . (3)

It is well known that the representations Vρ are generally reducible and their irreducible components,
consist of all Uσ for σ D ρ, where D is the domination order [5, Corollary 4.39] — we say that
σ D ρ when you can reach ρ from σ by a series of “toppling” of a box of the Young diagram to a
lower row which keep the structure of a Young diagram. Alternatively, σ D ρ is equivalent to

j
∑

i=1

σi ≥
j
∑

i=1

ρi ∀j.

3. Character decomposition

In this section we prove theorem 3. Recall the definition of αk, (1). Since αk is a class function,
it can be expressed as a linear combination of the characters of Sn (see, e.g., [5, Proposition 2.30]).
By the character orthogonality relations (ibid.), we have

αk =
∑

n⊢ρ

〈αk, χρ〉χρ (4)
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In order to prove theorem 3, we need to show that

∀n ⊢ ρ, 〈αk, χρ〉 =
1

k
aρ

where aρ were defined in (2).
Our first step towards this goal will be to calculate the inner products 〈αk, ψρ〉, where ψρ = χVρ

and Vλ are the “exclusion-like” reducible representations defined just before (3).
Let us define a function βk on the set of partitions of n by

βk([λ1, . . . , λr]) = #{i : λi ≥ k}
Lemma 1. We have for all n ⊢ ρ, 〈αk, ψρ〉 = 1

kβk(ρ).

Proof. We have

〈αk, ψρ〉 =
1

n!

∑

g∈Sn

ψρ(g)αk(g)

Recall from §2 that Vρ is obtained from the action of Sn on the cosets of a Tρ < Sn. By the
definition of trace, ψρ(g) equals the number of cosets of Tρ fixed by g. A coset hTρ is fixed by g iff
h−1gh ∈ Tρ. Hence,

〈αk, ψρ〉 =
1

n!

∑

hTρ∈Sn/Tρ

∑

g:h−1gh∈Tρ

αk(g).

Let us make a change of variables, q = h−1gh. Since αk is a class function, we have

〈αk, ψρ〉 =
1

n!#(Tρ)

∑

h∈G

∑

q∈Tρ

αk(hqh
−1) =

1

n!#(Tρ)

∑

h∈G

∑

q∈Tρ

αk(q) =
1

#(Tρ)

∑

q∈Tρ

αk(q).

The sum
∑

q∈Tρ
αk(q) can be evaluated by summing over all possible k-cycles c ∈ Tρ, the

number of elements of Tρ such that c is one of their cycles. For any i such that ρi ≥ k, there are
(ρi
k

)

· (k − 1)! choices for a cycle c in the Sρi-factor of Tρ, and ρ1!ρ2! · (ρi − k)! · ρr! choices for an
element g ∈ Tρ with c as a cycle. Hence each such i contributes to the sum

(

ρi
k

)

· (k − 1)! · ρ1!ρ2! · (ρi − k)! · ρr! =
#(Tρ)

k

Obviously, if ρi < k then there are no k-cycles in the Sρi-factor, and the contribution is 0. Hence,

〈αk, ψρ〉 =
1

#(Tρ)

∑

i:ρi≥k

#(Tρ)

k
=

1

k
βk(ρ). �

Now, recall that by Young’s rule [5, Corollary 4.39], the characters ψρ and the characters χρ

are related by the linear equations

ψρ =
∑

n⊢σ

Kσρχσ

Where the numbers Kσρ, called the Kostka numbers, are defined as follows: Let ρ = [ρ1, . . . , ρr],
then Kσρ is the number of ways the Young diagram of σ can be filled with ρ1 1’s, ρ2 2’s, etc., such
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that each row is nondecreasing, and each column is strictly increasing. The numbers Kσρ satisfy
Kσρ = 0 whenever σ < ρ (with respect to the lexicographic order), and Kσσ = 1. (See [5], appendix
A). Hence,

1

k
βk(ρ) = 〈αk, ψρ〉 =

∑

n⊢σ

Kσρ〈αk, χσ〉

In other words the numbers 〈αk, χσ〉 satisfy a system of linear equations. Further, the matrix (Kσρ)
is triangular with 1’s on the diagonal, hence invertible. It follows that it is enough to show that
the numbers 1

kaρ satisfy the same equations, i.e.

∑

n⊢σ

Kσρaσ = βk(ρ) ∀n ⊢ ρ (5)

(with aσ defined by (2)) to demonstrate theorem 3. Let us start with the case of k = n.

Lemma 2. For all n ⊢ ρ, ∑n−1
i=0 (−1)iK[n−i,1i]ρ = βn(ρ)

Proof. Let ρ have r rows. We have K[n−i,1i]ρ =
(r−1

i

)

, and K[n−i,1i]ρ = 0 for i ≥ r, since the top

left box of [n− i, 1i] has to be numbered 1, and the whole configuration is determined by the choice
of distinct i numbers out of 2, . . . , r to be placed in the leftmost column in ascending order. The
result follows by the binomial identity. �

We immediately conclude:

Corollary 1. We have

αn =
1

n

n−1
∑

i=0

(−1)iχ[n−i,1i]

Which is theorem 3 for k = n.

Let us now treat the general case. It is comfortable to treat variables indexed by partitions in
the realm of symmetric polynomials. Fix an integer m ≥ n (whose value is not important), and
consider the ring of symmetric polynomials in m variables x1, . . . , xm over C.

Consider the following homogeneous symmetric polynomials of degree n (see [5], ibid. for more
details):

• For n ⊢ λ = [λ1, . . . , λr], Mλ =
∑

α x
α, where α = (α1, . . . , αn) goes over all the possible

permutations of (λ1, . . . λr, 0, . . . , 0).
• The Schur polynomials Sµ =

∑

λKµλMλ

• The full homogeneous polynomial Hn, defined as the sum of all monomials of degree n. It
is easy to see that for all n ⊢ λ, K[n]λ = 1. Hence, Hn =

∑

n⊢λMλ =
∑

n⊢λK[n]λMλ = S[n].

We can now restate the system of linear equations (5) as a single linear equation whose coeffi-
cients are polynomials,

∑

µ

aµSµ(x) =
∑

λ

βk(λ)Mλ(x).



THE PROBABILITY OF LONG CYCLES IN INTERCHANGE PROCESSES 7

A moment’s reflection shows that the right hand side is equal to:

∑

λ

βk(λ)Mλ(x) =

(

∑

i

xki

)

Hn−k.

According to lemma 2 (applied to the case of diagrams of size k),

∑

i

xki =
k−1
∑

i=0

(−1)iS[k−i,1i].

We conclude that (5) is equivalent to

∑

µ

aµSµ(x) =

(

k−1
∑

i=0

(−1)iS[k−i,1i]

)

Hn−k.

We now apply Pieri’s formula (see ibid.), according to which, S[k−i,1i]Hn−k(x) is the sum of all

polynomials of the form Sλ′ , where λ′ is obtained by adding n − k boxes to [k − i, 1i], without
adding two boxes in the same column. Since we have a hook-shaped diagram, our possibilities are
rather limited: we may add a box at the leftmost column or not, and the rest of the boxes go in
the first two rows. Denote therefore

S[k−i,1i]Hn−k = Ai +Bi

where Ai is the sum when one does not add a box at the leftmost column, and Bi is when one does.
Denote also x(i, j) = S[n−i−j,1+j,1i−1] (the contribution coming from adding j boxes to the second

row of [k − i, 1i], and the remaining n− k − j boxes to the first row). Then

A0 = S[n], Ai =

min(n−k,k−i−1)
∑

j=0

x(i, j)

and

Bi =

min(n−k−1,k−i−1)
∑

j=0

x(i+ 1, j).

We now sum over i and get,
(

∑

i

xki

)

Hn−k =
k−1
∑

i=0

(−1)i(Ai +Bi)

Our next goal is to find the alternating sum
∑k−1

i=0 (−1)i(Ai+Bi). There are further cancellations
here because Bi and Ai+1 are quite similar — Bi corresponds to adding a box to the first column
of [k − i, 1i] while Ai+1 corresponds to not adding a box to the first column of [k − i − 1, 1i+1].
Hence most of the terms cancel out. We get

Ai+1 =

{

∑n−k
j=0 x(i+ 1, j) 0 ≤ i ≤ 2k − n− 2

∑k−i−2
j=0 x(i+ 1, j) 2k − n− 1 ≤ i ≤ k − 2
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Bi =

{

∑n−k−1
j=0 x(i+ 1, j) 0 ≤ i ≤ 2k − n− 1

∑k−i−1
j=0 x(i+ 1, j) 2k − n ≤ i ≤ k − 1

Hence (putting Ak = 0),

Bi −Ai+1 =











∑n−k−1
j=0 x(i+ 1, j) −∑n−k

j=0 x(i+ 1, j) = −x(i+ 1, n − k) 0 ≤ i ≤ 2k − n− 2
∑n−k−1

j=0 x(i+ 1, j) −
∑n−k−1

j=0 x(i+ 1, j) = 0 i = 2k − n− 1
∑k−i−1

j=0 x(i+ 1, j) −∑k−i−2
j=0 x(i+ 1, j) = x(i+ 1, k − i− 1) 2k − n ≤ i ≤ k − 1

and
k−1
∑

i=0

(−1)i(Ai +Bi) = A0 +

k−1
∑

i=0

(−1)i(Bi −Ai+1) =

= S[n] −
2k−n−2
∑

i=0

(−1)ix(i+ 1, n − k) +
k−1
∑

i=2k−n

(−1)ix(i+ 1, k − i− 1) =

= S[n] −
2k−n−2
∑

i=0

(−1)iS[k−i−1,n−k+1,1i] +

k−1
∑

i=2k−n

(−1)iS[n−k,k−i,1i] =
∑

ρ

aρSρ.

In summary, we get

∑

λ

βk(λ)Mλ(x) =

(

∑

i

xki

)

Hn−k =
k−1
∑

i=0

(−1)i(Ai +Bi) =
∑

ρ

aρSρ

and (5) is proved.
This ends the proof of theorem 3. �

4. The probability of long cycles

Let ρ be a partition of n, and let Uρ : Sn → GL(CdimUρ) be the corresponding irreducible
representation. Let D =

∑

dgg be any element of the group ring. Then Uρ(D) is the element of

GL(CdimUρ) given by
∑

g

dgUρ(g).

In the case that D = ∆A we will denote the eigenvalues of this matrix by 0 ≤ λ1(A, ρ) ≤ . . . ≤
λdim(ρ)(A, ρ) (it is well-known that Uρ(∆A) is positive semidefinite and in particular diagonalizable,
see e.g. [1]).

Lemma 3. For any n and k we have

E(sk(t)) =
1

k

∑

n⊢ρ

aρ

dimUρ
∑

j=1

e−tλj (A,ρ)

where aρ are as in theorem 3.
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Proof. As discussed in §2,

E(sk(t)) = n!〈αk, e
−t∆A〉 = 1

k

∑

ρ

aρn!〈e−t∆A , χρ〉

By definition, χρ attaches to each g ∈ Sn the trace of g acting on the representation Uρ. By the
linearity of the trace,

n!〈e−t∆A , χρ〉 = tr
(

Uρ

(

e−t∆A
))

where Uρ(·) is the action of a representation on an element of the group ring as above. Further, for
every representation U and any element D of the group ring,

U(eD) = eU(D)

where the exponentiation on the left-hand side is in the group ring while on the right-hand side we
have exponentiation of matrices. Since Uρ(−t∆) is diagonalizable,

tr
(

Uρ

(

e−t∆
))

=
∑

j

e−tλj (A,ρ).

The proof now follows from theorem 3. �

Proof of theorem 1. sn(t) can take only the values 0 and 1. Hence, using lemma 3 for k = n, we
get

P(sn(t) = 1) = E(sn(t)) =
1

n

n−1
∑

i=0

(−1)i
∑

j

e−tλj(A,[n−i,1i])

Since [n− i, 1i] is a hook-shaped diagram, the eigenvalues λj(A, [n− i, 1i]) are simply all the sums
of i-tuples of the eigenvalues λ1(A), . . . , λn−1(A). (See [2] and also the appendix of [1]). Hence,

P(sn(t) = 1) =
1

n



1 +

n−1
∑

i=1

(−1)i
∑

1≤j1<j2<...<ji≤n−1

e−t(λj1
+...+λji

)



 =
1

n

n−1
∏

i=1

(1− e−λit). �

Proof of theorem 2. The partitions that appear in lemma 3 are of the form [a, b, 1c], where a+b+c =
n, a ≥ b > 0, and c ≥ 0. For such a partition a simple calculation with the hook formula [5, §4.12]
gives

dimUλ =
b(a− b+ 1)

(b+ c)(a+ c+ 1)

n!

a!b!c!
≤
(

n

a, b, c

)

Hence, the total number of summands in lemma 3 is bounded by
∑

a+b+c=n

(

n
a,b,c

)

= 3n. Also, by

the celebrated Caputo-Liggett-Richthammer theorem [3], we have for all j,

λj(A, [a, b, 1
c]) ≥ λ1(A)

The result now follows from lemma 3. �
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