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Abstract

In this paper, we extend the study of local scales of a function [JL09] to studying
local scales on curves and surfaces. In the case of a function f , the local scales of f
at x is computed by measuring the deviation of f from a linear function near x at
different scales t’s. In the case of a d-dimensional surface Γ, the analogy is to measure
the deviation of Γ from a d-plane near x on Γ at various scale t’s. We then apply the
theory of singular integral operators on Γ to show useful properties of local scales. We
will also show that the defined local scales are consistent in the sense that the number
of local scales are invariant under dilation.

1 Introduction

Given a bounded function f (an image) defined on R
n, an important task in image

analysis is the extraction of local features and information, which we call local scales.
The knowledge of local scales is then used for tasks like image matching, texture seg-
mentation, object recognitions, and image and domain decompositions. A common
approach in studying local scales ([Lin93], [Lin98], [SC03], [Low04], [BW04]) in images
is to have a multiscale representation {u(t)}t≥0 (linear or nonlinear) of f . The local
scales of f at x is computed using the information coming from {u(x, t)}, for t ≥ 0. In
[LAG+06], {u(x, t)} is replaced by a the set of shapes {S(x, t)} that contains x. These
methods compute a single meaningful scale at each location x. We refer the readers
to [LW10] for an over view and analysis of local scales in images. See also [TNV04],
[AGCO06], [VCA+10], [LR10] for different approaches in obtaining the global scales
from the point of view of image decompositions.

Realizing that x may be embedded in multiple scales, Jones and the author [JL09]
propose a new method for extracting a vector of scales at each location x. This notion
of local scales is further characterized based on the visibility level of the scales and
their separation from other scales. This multiscale analysis is intimately related to the
theory of wavelets [Dau92] and square functions applied to f (see Section 2 below).
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Here, we would like to replace the function f with a subset Γ ⊂ R
n, which we can

think of as curves or surfaces. We note that in shape analysis, the knowledge of local
scales on curves and surfaces is useful for shape matching and comparison. Just as in
images [Low04], the local scales on Γ at x can be used to build distinctive features on Γ.
Multiscale and wavelets analysis on curves and surfaces has been a wide subject of study
([Jon90], [Dav91], [DS93], among others). Methods of denoising and reconstructing
parametric curves are proposed by L-M Reissell [Rei96] using wavelets, and recently
by M. Feiszli and P. Jones [FJ10] to denoise piecewise smooth curves while preserving
sigularity. See also P.L. Rosin [Ros98] for a study of local scales on curves.

In this paper, we would like to extend the theory from [JL09] to curves and surfaces.
Our motivation comes form the work of P. Jones [Jon90], and G. David and S. Semmes
[Jon90], where the multiscale analysis and analysis of square functions is applied to the
set Γ (instead of a function f). The paper is organized as follows. In Section 2, we
recall the study of local scales of a function from [JL09]. In Section 3, we show that
under the assumption that Γ is a Lipschitz graph or Γ contains big pieces of Lipschitz
graph [DS93], the analogous results [JL09] can be extended to curves and surfaces. In
the last section, we discuss possible techniques for diffusing curves and surfaces.

2 Local scales in images

We recall the study of local scales from [JL09]. Let φ(x) be an approximation to the
identity. In particular, let

φ(x) = e−π|x|2 .

Here we have
∫
Rn φ(x) dx = 1. Another desirable choice of φ is the Poisson kernel, but

here we will consider the φ given above. For each t > 0, define

Kt(x) = t−n/2φ(x/
√
t) = (t)−n/2e−π

|x|2
t .

Note that Kt(x) is the the Gaussian kernel in R
n satisfying

∂tKt(x) = (4π)−1∆Kt(x). (1)

Moreover, the Fourier transform of Kt(x) is given by [Ste70]

K̂t(ξ) =

∫

Rn

Kt(x)e
2πixξ dx =

∫

Rn

(4πt)−n/2e−
|x|2
4t e2πixξ dx = e−πt|ξ|2 ,

and for all k ≥ 0, ∥∥∥∥
∂k

∂tk
Kt

∥∥∥∥
L1(Rn)

≤ Ck

tk
. (2)

For each t > 0, let ψt(x) = t∂Kt
∂t , x ∈ R

n. From (2), we see that for all k ≥ 0,

∥∥∥∥
∂k

∂tk
ψt

∥∥∥∥
L1(Rn)

≤ Ck+1

tk
. (3)
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Let f ∈ L∞(Rn) be a given image. For each x ∈ R
n and t > 0, define

Sf(x, t) = ψt ∗ f(x) =
∫

Rn

ψt(x− y)f(y) dy. (4)

Since ψt has zero mean and zero first moments, we see that if f is linear, then Sf(x, t) =
0 for all t > 0 and x ∈ R

n. Thus the quantity |Sf(x, t)| measures how f deviates from
a linear function of scale t near x. Note that Sf is invariant under addition by a linear
function.

Remark 1. (Interpretation of ψt) Let u(t) = Kt ∗ f be the multiscale representation of
f with respect to the diffusion Kt. Then

Sf(x, t) = ψt ∗ f = t
∂

∂t
u(t) = ln(a)

∂

∂τ
u(aτ ),

where τ = loga(t) for some a > 1. ∂
∂τ u(a

τ ) gives the change of u in logarithmic

scale. A big value of | ∂
∂τ u| (local max of ∂

∂τ u(a
τ )) implies that there is a change in

scale (logarithmic scale). One can also view ψt as a wavelet, and Sf(x, t) is the wavelet
coefficient of f at scale t and location x. For each x, the family {u(x, ti(x)) : ti ∈ Tf (x)}
gives a refined multiscale representation of f at x.

By (3), we have for all k ≥ 0,

sup
x∈Rn

∣∣∣∣
∂k

∂tk
Sf(x, t)

∣∣∣∣ ≤
Ck

tk
‖f‖L∞ . (5)

By a change of variable, let τ = loga(t) for some fixed a > 1, and let

Sf(x, τ) := Sf(x, t), such that τ = loga(t).

Then with respect to τ , we have

sup
x∈Rn

∣∣∣∣
∂k

∂τk
Sf(x, τ)

∣∣∣∣ ≤ Ck‖f‖L∞ . (6)

Example 1. Let f(x) = sin(2πmx), x ∈ R. A simple calculation shows that

Sf(x, t) = t
∂

∂t

(
2 sin(2πmx)e−πt|m|2

)
= −2π|m|2 sin(2πmx)te−πt|m|2 .

For each x ∈ R such that sin(2πmx) 6= 0, |Sf(x, t)| has only one local maxima at
t = 1

πm2 .

Definition 1. Let f ∈ L∞(Rn). For each x ∈ R
n, the local scales of f at x is defined

as the set
Tf (x) = {t > 0 : |Sf(x, t)| is a local maximum}. (7)

By a change of variable, let τ = loga(t) and Sf(x, τ) := Sf(x, aτ ) = Sf(x, t). Denote

Tf(x) = {τ ∈ R : t = aτ ∈ Tf (x)}.
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• For each β > 0, we say τ ∈ Tf (x) is β-visible if |Sf(x, τ)| > β.

• For each δ > 0, we say τ ∈ Tf (x) is δ-separated if | ∂2

∂τ2
Sf(x, τ)| > δ.

For each δ > 0, denote by dδf(x) = f(δx) the dilating operator. The following
property relates local scales of f with its dilation.

Definition 2. (Dilating Consistency Property) We say the set of local scales Tf (x)
satisfies the dilating consistency property if

Tdδf (δx) = {δst : t ∈ Tf (x)}, for some s ∈ R.

Remark 2. The Dilating Consistency property of local scales also implies that the
number (cardinality) of local scales are invariant under dilation. In other words, we do
not introduce or remove local scales as a result of dilating (zoom-in or zoom-out) f .
The local scales of f defined in [BW04] and [LAG+06], for instance, do not satisfy this
condition. See [LW10] for an overview of the study of local scales in images.

Proposition 1. The set of local scales defined by (7) satisfies the Dilating Consistency
property with s = −2.

We have the following characterization of β-visible and δ-separated local scales. Let
Ω ⊂ Rn be a bounded domain. For each x ∈ Ω and δ > 0, let

τδ(x) =

{
τ ∈ Tf (x) :

∣∣∣∣
∂2

∂τ2
Sf(x, τ)

∣∣∣∣ > δ

}
,

and
Ωδ,N = {x ∈ Ω : #τδ(x) ≥ N}. (8)

The following Corollary provides a characterization of |Ωδ,N | and it is an application
to the John-Nirenberg Theorem [JN61]. It tells us that the set of points which are
embedded in many scales is small, and decays exponentially as a function of the number
of scales.

Corollary 1. Suppose f ∈ L∞(Rn) and Ω ⊂ R
n be bounded. Let Ωδ,N be defined as in

(8). Then there exist constants C1 and C2 which depend on ‖f‖L∞ and |Ω| such that

|Ωδ,N | ≤ C1e
−C2Nδ3 .

The proof of this corollary [JL09] essentially uses the fact that for any integer k ≥ 1,
the Littlewood-Paley gk-function (a vector-valued of singular integral) defined as

gk(f)(x) =

[∫ ∞

0

∣∣∣∣tk
∂kKt

∂tk
∗ f(x)

∣∣∣∣
2
dt

t

]1/2

is bounded in L2(Rn) (see Chapter IV, Section 1 in [Ste70]). I.e.

‖gk(f)‖L2 ≤ A2‖f‖L2 .
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For x ∈ Ω and β, δ > 0, define

τβ,δ(x) =

{
τ ∈ Tf (x) : |Sf(x, τ)| > β,

∣∣∣∣
∂2

∂τ2
Sf(x, τ)

∣∣∣∣ > δ

}
,

and
Ωβ,δ,N = {x ∈ Ω : #τβ,δ(x) ≥ N}. (9)

A similar result as in Corollary 1 also holds for |Ωβ,δ,N |.

Corollary 2. Suppose f ∈ L∞(Rn) and Ω ⊂ Rn be bounded. Let Ωβ,δ,N be defined as
in (9). Then there exist constants C1 and C2 which depend on ‖f‖L∞ and |Ω| such that

|Ωβ,δ,N | ≤ C1e
−C2Nδ2α,

where α = min(β, δ).

For each x ∈ R
n and t > 0, define the cone Γ(x, t) as

C(x, t) = {y ∈ R
n : π|x− y|2 < t}. (10)

Let the non-tangential control S∗f(x, t) of Sf(x, t) be defined as

S∗f(x, t) = sup
y∈C(x,t)

|Sf(y, t)|e−π |x−y|2
t , (11)

which is bounded by C1‖f‖L∞ .
Recall from example 1 that for f(x) = sin(2πmx), |Sf(x, t)| is given by

|Sf(x, t)| = | sin(2πmx)|(2π|m|2t)e−πt|m|2 .

Thus the visibility of the scale t = 1/(πm2) at x depends on the value of | sin(2πmx)|.
We would like to think that for all x ∈ R, the local scale at x should have the same
visibility. In other words, suppose x has a local scale t. Then for all y such that
|x − y| < O(

√
t), we should expect that y also has the same local scale as x. This

was the motivation to consider the non-tangential function S∗f(x, t) as an approach
to lift the visibility level locally. To improve the β-visible local scales, we consider the
following non-tangential local scales [JL09].

Definition 3. (Non-tangential local scales) The non-tangential local scales of f at
x is defined as the set

T ∗
f (x) = {t > 0 : S∗(x, t) is a local maximum}.

With the appropriate choice of the cone C(x, t), in particular the one defined in 10,
the non-tangential local scales also satisfy the Dilating Consistency Property.
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3 Local scales on curves and surfaces

In this section, we are interested in applying the study of local scales of functions defined
on R

n from Section 2 to studying local scales on Γ, a d-dimensional subset of Rn. In
the usual sense, if d = 1, then Γ is a curve in R

n and for all other cases 1 < d < n,
Γ is a surface in R

n. However, to fix notation, we call Γ the d-dimensional surface for
all 1 ≤ d < n. We would like to have the counter parts of the analysis of singular
integral operators on functions in a geometrical setting. Fortunately, this geometrical
setting has been studied to a great extend since the early 1980’s ([CMM82], [Jon88],
[Mur86], [CJ87], among others). However, our motivation is from the work of P.W.
Jones [Jon90], and G. David and S. Semmes [DS91].

We begin with defining different notions of regularity and rectifiability on the surface
Γ [DS93].

Definition 4. Let Γ ⊂ R
n with Hausdorff dimension d.

1. We say Γ is a d-dimensional Lipschitz graph (with constant C) if there is a
d-plane P , and (n − d)-plane P⊥ orthogonal to P , and a Lipschitz function A :
P → P⊥ (with norm C) such that

Γ = {p+A(p) : p ∈ P}.

By a change of coordinate system, we can view P ⊂ R
d and write Γ as

Γ = {(p,A(p)) : p ∈ P}.

2. We say Γ is (countably) rectifiable if there is a countable family Aj of Lipschitz
maps from R

d to R
n such that

Hd
(
Γ \

(
∪jAj(R

d)
))

= 0.

Here Hd denotes the d-dimensional Hausdorff measure.

3. We say Γ is regular if it is closed and if there exists a constant C such that

C−1rd ≤ Hd(Γ ∩B(x, r)) ≤ Crd,

for all x ∈ Γ and r > 0.

4. We say Γ has BPLG (big pieces of Lipschitz graphs) if it is regular and if there
exist C, ǫ > 0 so that for every x ∈ Γ and r > 0, there is a d-dimensional Lipschitz
graph E (with constant ≤ C) such that

Hd(Γ ∩B(x, r) ∩ E) ≥ ǫrd.

From the definition, BPLG implies rectifiability.
In [Jon90], P. Jones provides a geometric solution to the traveling salesman problem.

In particular, let K ⊂ C be a bounded set. P. Jones gives a necessary and sufficient
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condition for K to lie in a rectifiable curve using an L∞-type beta number. Let Q ⊂ C

be a dyadic square given by

Q = [j2−n, (j + 1)2−n]× [k2−n, (k + 1)2−n], where j, k, n ∈ Z.

Denote by l(Q) = 2−n the side length of Q. For λ > 0, denote by λQ the square
with same center as Q, with side length λl(Q), and sides parallel to the axes. For each
dyadic Q, let SQ be an infinite strip of smallest possible width (SQ could be a line)
which contains K ∩ 3Q, and let w(Q) denote the width of SQ. Define

β(Q) =
w(Q)

l(Q)
,

which is scale invariant, and measures the deviation of K from a straight line (1-plane)
near Q at scale l(Q). P. Jones [Jon90] then shows that K is contained in a rectifiable
curve Γ if and only if

β2(K) :=
∑

Q

β2(Q)l(Q) <∞.

In particular, if Γ is connected, then

β2(Γ) :=
∑

Q

β2(Q)l(Q) < Cl(Γ).

In [DS91], David-Semmes provide various equivalent geometric quantities for d-
dimensional subsets in R

n. Let Γ ⊂ R
n be a closed d-dimensional subset, and denote

by µ the d-dimensional Hausdorff measure restricted to Γ. Let ψ be a good kernel, in
particular an odd, smooth, and compactly supported function defined on R

n. Denote
by ψt(x) = t−dψ(x/t). For each t > 0, define

ψt ∗ µ(x) =
∫

Γ
ψt(x− y) dµ(y). (12)

ψt being odd implies that ψt ∗ µ = 0 if Γ is a d-plane. Thus, the quantity |ψt ∗ µ(x)|
also measures the deviation of Γ from a d-plane near a neighborhood of scale t at x. In
[DS91], David-Semmes show that the quantity ψt ∗µ(x), t = 2−m, is intimately related
to the L1 version of Jones’s beta number β(Q), where x ∈ Q and l(Q) = 2−m. More
specifically, define

β1(x, t) = inf
P
t−d

∫

Γ∩B(x,t)

dist(y, P )

t
dµ(y), (13)

where the infimum is taken over all d-planes P . Then the following two conditions are
equivalent.

(P1) Denote by dδ2−m(t) the Dirac mass in t at 2−m. Then

∞∑

m=−∞
|ψt ∗ µ(x)|2 dµ(x)dδ2−m(t)

is a Carleson Measure on Γ× R
+.
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(P2) β1(x, t)
2 dµ(x)dtt is a Carleson measure on Γ×R

+.

In this paper, we would like to replace ψt in (12) with one that is analogous to (4)
which is smooth, symmetric and decays exponentially, with the additional properties
that ψt has zero mean and zero first moments. The quantity ψt ∗ µ(x) is then used to
study local scales on Γ (compare this with ψt ∗ f(x) in (4)). This can be seen as an
extension of the study of local scales from [JL09] to curves and surfaces.

Let Pd = {(x1, · · · , xn) ∈ R
n : xi = 0,∀i > d} ⊂ R

n be an affine d-plane, and for
x ∈ R

n, let φ(x) = e−π|x|2 . We have
∫
Pd
φ(x) dHd(x) = 1. Note that since φ is radially

symmetric, we have that for any P which is a rotation of Pd at the origin,

∫

P
φ(x) dHd(x) = 1.

For each t > 0, define

Kt(x) = t−d/2φ

(
x√
t

)
.

Then we have ∫

Pd

Kt(x) dHd(x) = 1, for all t > 0.

Moreover, for all k ≥ 1, ∫

Pd

∣∣∣∣
∂k

∂tk
Kt(x)

∣∣∣∣ dHd(x) ≤ ck
tk
. (14)

Define ψt(x) = t ∂∂tKt(x) for x ∈ R
n and t > 0, then it is easy to show that

∫

Pd

ψt(x) dHd(x) = 0,

and ψt also has zero first moments. Now, let Γ ⊂ R
n be a d-dimensional subset, and let

µ be the d-dimensional surface or Hausdorff measure restricted to Γ. For each x ∈ Γ
and t > 0, define

SΓ(x, t) = ψt ∗ µ(x) :=
∫

Γ
ψt(x− y) dµ(y). (15)

By the property of ψt, we see that if Γ is an affine d-plane, then SΓ(x, t) = 0 for all
t > 0. Locally, the quantity |SΓ(x, t)| measures how well Γ is approximated by an affine
d-plane near x ∈ Γ at scale t.

Remark 3. Since ψt is radially symmetric, SΓ(x, t) is invariant under rotation, transla-
tion. In other words, let A be a transformation from R

n to R
n consisting of a rotation

and a translation, and denote by ΓA = {Ax : x ∈ Γ}. Then

SΓA(Ax, t) = SΓ(x, t).

Thus, if we define local scales using SΓ(x, t), then the local scales are also invariant
under rotation and translation.

Consider the following example where Γ is a Lipschitz curve in R
2.
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Example 2. Let I = [0, 1] be an interval in R and A : I → R be bounded and Lipschitz.
Let Γ = {f(r) = (r,A(r)) : r ∈ I} ⊂ R

2 with µ being the length measure on Γ. Then
for a fixed x = f(r) ∈ Γ we have

SΓ(x, t) =

∫

Γ
ψt(x− y) dµ(y) =

∫

I
ψt(f(r)− f(s))|f ′| ds,

where |f ′(r)| =
√

1 + |A′(s)|2. Since ψt is radially symmetric, we have

SΓ(f(r), t) =

∫

I
ψt(‖f(r)− f(s)‖)|f ′| ds,

Suppose A(s) = sin(ns), then A′(s) = n cos(ns), which shows that |f ′| ≈ n for large
n, and hence SΓ(x, t) ≈ n

∫
I ψt(‖f(r) − f(s)‖) ds. In another case, suppose the graph

of A consists of tents such that |A′(r)| = n a.e.. Then in this case, SΓ(x, t) = (1 +
n2)1/2

∫
I ψt(‖f(r)− f(s)‖) ds a.e., which is mainly determined by

ψt ∗ α(x) =
∫

I
ψt(‖f(r)− f(s)‖) ds,

where α is the 1-dimensional Hausdorff measure (dα = ds).

To extend the results from [JL09], we are interested in the following questions.

Question 1. What are the necessary conditions on Γ so that for all k ≥ 0,

sup
x∈Γ

∣∣∣∣
∂k

∂tk
ψt ∗ µ(x)

∣∣∣∣ ≤
Ck,Γ

tk
, (16)

where Ck,Γ depends on k and Γ.

Question 2. What are the necessary conditions on Γ so that the gk function defined by

gk(f)(x) =

[∫ ∞

0

∣∣∣∣tk
∂k

∂tk
ψt ∗ f(x)

∣∣∣∣
2
dt

t

]1/2

, (17)

is bounded in L2(Γ). In particular, we would like to know if the following inequality
holds. [∫

Γ
|gk(f)(x)|2 dµ(x)

]1/2
≤ C‖f‖L2(Γ). (18)

In particular, take f to be the characteristic function of Γ∩Br, then the above condition

implies
[
tk ∂k

∂tk
(ψt ∗ µ(x))

]
dt
t dµ(x) is a Carleson measure.

We begin by considering Γ = {z(r) = (r,A(r)) : r ∈ F} to be a d-dimensional
Lipschitz graph, for some closed subset set F in R

d. In this situation, we see that the
surface measure µ and the Hausdorff measure α are equivalent. Let E ⊂ Γ. Denote by

‖z′(r)‖ =
√
det[(gi,j)i,j=1,··· ,d], where gij =

〈
∂z

∂ri
,
∂z

∂rj

〉
,

9



and
‖Γ‖∗ = sup

r∈F
‖z′(r)‖. (19)

We have

µ(E) =

∫

Γ
χE(x) dµ(x) =

∫

F
χE(z(r))‖z′(r)‖ dr,

and

α(E) =

∫

F
χE(z(r)) dr.

But 1 ≤ ‖z′(r)‖ ≤ ‖z‖lip = C. This implies

α(E) ≤ µ(E) ≤ Cα(E).

Thus it is equivalent to consider either µ or α on Γ.

Proposition 2. Let Γ be a d-dimensional Lipschitz graph with the d-dimensional sur-
face measure µ. Then for all k ≥ 0, we have

sup
x∈Γ

∣∣∣∣
∂k

∂tk
SΓ(x, t)

∣∣∣∣ ≤
Ck

tk
‖Γ‖∗, (20)

where Γ is defined in (19) and Ck depends only on k and d.

Remark 4. Note that given any closed subset F in R
d and a Lipschitz function A : F →

R
n−d, the function A can be extended to R

n with the same Lipschitz constant using
an extension theorem of Whitney (see Theorem 3 of Chapter VI, Section 2 of A. Stein
[Ste70]). Thus without lost of generality, we may assume

Γ = {(x,A(x)) : x ∈ R
d, ‖A‖Lip <∞}.

Remark 5. Let Γ be defined as in Proposition 2 with F = R
d. Fix an x0 = (r0, A(r0)) ∈

Γ. For all k ≥ 0, let

ψt,k(x0 − x) = cdt
−d/2

[
π
|x0 − x|2

t

]k
e−π

|x0−x|2
t , x = (r,A(r)) ∈ Γ. (21)

The first estimate is the following.

∫

Rd

ψt,k(x0 − x) dr ≤ Ck, (22)

10



where Ck is a constant that depends only on k and d. Indeed,

∫

Rd

ψt,k(x0 − x) dr = cd

∫

Rd

t−d/2

[
π
|r − r0|2 + |A(r)−A(r0)|2

t

]k
e−π

|r−r0|2+|A(r)−A(r0)|2
t dr

= cd

∫

Rd

[
π(|s|2 + |A(

√
ts)−A(r0)√

t
|2)

]k
e
−π(|s|2+|A(

√
ts)−A(r0)√

t
|2)
ds

= cd

∫

Sd

∫ ∞

0

[
π(γ2 + |A(

√
tγ)−A(r0)√

t
|2)

]k
e
−π(γ2+|A(

√
tγ)−A(r0)√

t
|2)
γ ∂γ ∂θ

≤ cdωd

∫ ∞

0

[
π(γ2 + |A(

√
tγ)−A(r0)√

t
|2)

]k+1/2

e
−π(γ2+|A(

√
tγ)−A(r0)√

t
|2)
∂γ ∂θ

≤ cdωd

∫

γ<
√

k+1/2
π

(k + 1/2)k+1/2e−(k+1/2) ds+

∫

γ≥
√

k+1/2
π

(πγ2)k+1/2e−πγ2
dγ

≤ (k + 1/2)(k+1/2)e−(k+1/2)ωd

√
k + 1/2

π
+ ck = Ck <∞.

(23)

The constant [pe ]
p is large for p ≫ e. Note that (πγ2)pe−πγ2

achieves its maximum

when γ =
√

p
π , and

ppe−p = sup
γ>0

{(πγ2)pe−πγ2}.

Denote by

‖A′‖L∞ := ‖∇A‖L∞ = sup
r∈Rd

[
d∑

i=1

∣∣∣∣
∂A

∂ri
(r)

∣∣∣∣
2
]1/2

.

The following is another estimate for
∫
Rd ψt,k(x0 − x) dr.

∫

Rd

ψt,k(x0−x) dr ≤
∫

Rd

t−d/2(1+‖A′‖2L∞)k
[
π
|r − r0|2

t

]k
e−π

|r−r0|2
t dr = Ak(1+‖A′‖2L∞)k,

(24)
where

Ak = cd

∫

Rd

(π|r|)2ke−π|r|2 dr.

Note that the first estimate (23) does not depend on ‖A′‖L∞ , while the second estimate
(24) does. Thus we see that if ‖A′‖L∞ is large then (23) is a better estimate than (24).

Proof. (Proof of Proposition 2) From remark 3, we may assume P = R
d, and P⊥ =

R
n−d. Without lost of generality, we may assume

Γ = {(x,A(x)) : x ∈ R
d, ‖A‖Lip <∞}.

Fix an x0 ∈ Γ. Observe that for all x ∈ Γ,

∂k

∂tk
ψt(x0 − x) =

1

tk

k+1∑

i=0

ciψt,i(x0 − x),
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where ψt,i(x0 − x) is defined in (21), and ci are constants that depend only on d. This
implies
∣∣∣∣
∂k

∂tk
SΓ(x0, t)

∣∣∣∣ ≤
∫

Γ

∣∣∣∣
∂k

∂tk
ψt(x0 − x)

∣∣∣∣ dµ(x) =
∫

Rd

∣∣∣∣
∂k

∂tk
ψt((r0, A(r0))− (r,A(r)))

∣∣∣∣ ‖Γ‖∗ dr

=
‖Γ‖∗
tk

k+1∑

i=0

|ci|
∫

Rd

ψt,i((r0, A(r0))− (r,A(r))) dr ≤ ‖Γ‖∗
tk

k+1∑

i=0

|ci|Ci,

(25)

where the last inequality follows from (23) in remark 5. Thus,
∣∣∣∣
∂k

∂tk
SΓ(x0, t)

∣∣∣∣ ≤
Ck

tk
‖Γ‖∗,

where Ck is a new constant that depends only on d and k. Since x0 ∈ Γ is arbitrary,
we have that (20) holds.

Let z : Rd → R
n be a continuous function (not necessarily Lipschitz or differen-

tiable), and suppose
Γ = {f(r) : r ∈ R

d}.
For x = z(r), let dα(x) = dr, and define

SΓ(x, t) = ψt ∗ α(x) =
∫

Rd

ψt(z(r)− z(s)) ds.

Then as a consequence to Proposition 2, we have
∣∣∣∣
∂k

∂tk
SΓ(x0, t)

∣∣∣∣ ≤
Ck

tk
, (26)

where Ck does not depend on Γ. Note that in this case, we get the same bound as in
(20) but the quantity ‖Γ‖∗ is removed. Thus by restricting to a d-dimensional Hausdorff
measure, the condition on f can be weakened.

Next, we would like to address Question 2, in particular, the condition (18). To this
end, we follow [Dav91].

Proposition 3. (Part II, Section 6, Example 6.7 in [Dav91]) Let 0 < d ≤ n be integers,
and let k(x) be a C∞ function, defined on R

n \ 0, and such that

|∇jk(x)| ≤ C(j)|x|−d−j for all j ≥ 0, (27)

and

sup
0<ǫ<M

∣∣∣∣∣

∫

ǫ<|t|<M
k(tθ)|t|d−1 dt

∣∣∣∣∣ ≤ C for all θ ∈ Sn−1. (28)

Let A : Rd → R
n−d be a Lipschitz function. Then the kernel

K(r, s) = k(r − s,A(r)−A(s))

defines a bounded singular integral operator on L2(Rd).

12



Remark 6. An equivalent condition to (28) is the following

sup
ǫ>0

∣∣∣∣∣

∫

{|t|>ǫ}
|t|−d/2k(θ/

√
t)
dt

t

∣∣∣∣∣ ≤ C for all θ ∈ Sn−1. (29)

Using the previous Proposition, we would like to show that (18) holds.

Corollary 3. Let Γ = {x = (r,A(r)) : r ∈ R
d} be a d-dimensional Lipschitz graph, for

some Lipschitz function A : Rd → R
n−d. Then the Littlewood-Paley function gk defined

in (17) is bounded in L2(Γ). In particular, let x = (r,A(r))

[∫

Rd

|gk(f)(x)|2 dr
]1/2

≤ C

[∫

Rd

|f(x)|2 dr
]1/2

, (30)

Proof. We will show the case for g0. The general case gk will follow using the same
techniques. We have

g0(f)(x) =

[∫ ∞

0
|ψt ∗ f(x)|2

dt

t

]1/2
=

[∫ ∞

0

∣∣∣∣t
∂

∂t
Kt ∗ f(x)

∣∣∣∣
2 dt

t

]1/2

.

We will follow Chaper IV, section 1.3 from E. Stein [Ste70] by verifying the conditions
(27) and (29) in the context of Hilbert space-valued functions.

Let H be the L2 space on (0,∞) with measure t dt, i.e.

H = {f : |f |2H :=

∫ ∞

0
|f(t)|2t dt <∞}.

Let k(x) = ∂Kt
∂t (x). We will show that k(x) satisfies

|∇jk(x)|H ≤ C(j)|x|−d−j for all j ≥ 0, (31)

and

sup
ǫ>0

∣∣∣∣∣

∫

{|t|>ǫ}
|t|−d/2k(θ/

√
t)
dt

t

∣∣∣∣∣
H
≤ C for all θ ∈ Sn−1. (32)

The condition (31) clearly holds for it is a direct computation of the integral

∫ ∞

0

∣∣∇jk(x)
∣∣2 t dt.

See for instance Chaper IV, Section 1.3 from E. Stein [Ste70] when Kt is the poisson
kernel. We will show here condition (32). Since the kernel k(x) is symmetric, it suffices
to show

sup
ǫ>0

∣∣∣∣∣

∫

{r>ǫ}
r−d/2k(θ/

√
r)
dr

r

∣∣∣∣∣
H
≤ C for all θ ∈ Sn−1. (33)

13



For each ǫ > 0, we have

∫ ∞

0

∣∣∣∣∣

∫

{r>ǫ}
r−d/2k(θ/

√
r)
dr

r

∣∣∣∣∣

2

t dt =

∫ ∞

0

∣∣∣∣∣

∫

{r>ǫ}
r−d/2∂Kt

∂t
(θ/

√
r)
dr

r

∣∣∣∣∣

2

t dt

=

∫ ∞

0

∣∣∣∣∣

∫

{r>ǫ}
r−d/2−1t−d/2−1

[
−(d/2) +

π|θ|2
tr

]
e−π

|θ|2
tr dr

∣∣∣∣∣

2

t dt

=

∫ ∞

0

∣∣∣∣t−d/2−1

∫ ∞

ǫ

∂

∂r
Kr(θ/

√
t) dr

∣∣∣∣
2

t dt =

∫ ∞

0

∣∣∣t−d/2−1Kǫ(θ/
√
t)
∣∣∣
2
t dt

=

∫ ∞

0

∣∣∣∣t−d/2−1ǫ−d/2e−π
|θ|2
tǫ

∣∣∣∣
2

t dt = (π|θ|2)−d

∫ ∞

0
rd−1e−2r dr = Cdπ

−d,

where Cd =
∫∞
0 rd−1e−2r dr < ∞ with 1 ≤ d ≤ n. Thus (33) holds with C =[

Cdπ
−d

]1/2
.

Remark 7. To show (30) for general gk, it suffices to show that the function hi(f)
defined by

hi(f)(x) =

[∫ ∞

0

∣∣∣∣ti
∂k

∂ti
Kt ∗ f(x)

∣∣∣∣
2
dt

t

]1/2

is bounded on L2(Γ). In this case, the Hilbert space H in consideration is the L2 space
on (0,∞) with measure t2k−1 dt

Remark 8. In Corollary 3, we consider Γ to be a Lipschitz graph. However, as noted in
[Dav91] (Part III), the kernel k satisfying (27) and (28) also defines a bounded singular
operator from L2(Γ) to L2(Γ) with Γ satisfying a weaker constraint, in particular, if Γ
has BPLG. This shows that Corollary 3 also holds for Γ having BPLG.

For the remaining part of the paper, we assume that Γ ⊂ R
n is a d-dimensional

surface with µ being either the surface or Hausdorff measure such that for all k ≥ 0,

sup
x∈Γ

∣∣∣∣
∂k

∂tk
SΓ(x, t)

∣∣∣∣ ≤
Ck,Γ

tk
. (34)

We will also assume that the Littlewood-Paley gk function is bounded in L2(Γ), i.e.

‖gk(f)‖L2(Γ) =

[∫

Γ

∫ ∞

0

∣∣∣∣tk
∂kKt

∂tk
∗ f(x)

∣∣∣∣
2
dt

t
dµ(x)

]1/2

≤ C‖f‖L2(Γ) (35)

Definition 5. Let Γ be such that (34) holds. For each x ∈ Γ, the set of local scales
TΓ(x) of Γ at x is defined as

TΓ(x) = {t ∈ (0,∞) : |SΓ(x, t)| is a local maximum}.

It is easy to show the above definition of local scales satisfy the dilating consistency
property. In other words, for δ > 0, let dδΓ denote the dilated version of Γ, i.e.

dδΓ = {δx : x ∈ Γ}.

Then the following result holds.
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Proposition 4. We have

TdδΓ(δx) = {δ−2t : t ∈ TΓ(x)}. (36)

By a change of variable, let τ = loga t for some a > 1. Then the condition in (34)
implies that

sup
x∈Γ

∣∣∣∣
∂k

∂τk
SΓ(x, τ)

∣∣∣∣ ≤ Ck, (37)

where this new constant Ck also depends on a. Denote

TΓ(x) = {τ = loga t : t ∈ TΓ(x)}.

Recall that for each τ ∈ TΓ(x), |SΓ(x, τ)| measures how Γ deviates from an affine d-
plane locally at logrithmic scale τ near x. In other words, |SΓ(x, τ)| locally measures
the visibility of curviness of Γ at x. Moreover, for each x ∈ Γ, SΓ(x, τ) (as a function of
τ) has the kth derivative bounded by the constant Ck. This allows us to say something
about the distribution of local scales TΓ(x) at x. In particular, we have the following
types of local scales.

Definition 6. Let Γ ⊂ R
n such that (37) holds.

• For each β > 0. We say a τ ∈ TΓ(z) is β-visible if |SΓ(z, τ)| > β.

• For each δ > 0. We say τ ∈ TΓ(z) is δ-separated if
∣∣∣ ∂2

∂τ2
SΓ(z, τ)

∣∣∣ > δ.

For each δ > 0 and z ∈ Γ, denote by

Tδ(z) =
{
τ ∈ TΓ(z) :

∣∣∣∣
∂2

∂τ2
SΓ(z, τ)

∣∣∣∣ > δ

}
.

For each N > 0, denote by

Γδ,N = {z ∈ Γ : #Tδ(z) > N} .

Then the same result as in Corollary 1 also holds for Γ.

Corollary 4. Let Γ be a bounded d-dimensional subsets of Rn such that (35) and (37)
hold. Then there exist constants C1 and C2 (depending on Γ) such that

µ(Γδ,N ) ≤ C1e
−C2δ3N .

Proof. without lost of generality, we may assume µ(Γ) = 1. The proof can be carried
out in the exact same manner as in [JL09]. For completeness, we show the steps here.
By a change of variable, τ = loga(t), let SΓ(x, τ) = SΓ(x, t). Then we have

∂2

∂τ2
Sf(x, τ) = φt ∗ µ(x),

where φt = (ln(a))2
[
t2 ∂2

∂t2
ψt + t ∂∂tψt

]
. Define the square function

S2Γ(x) =

∫ ∞

0
|φt ∗ µ(x)|2

dt

t
= ln(a)

∫ ∞

−∞

∣∣∣∣
∂2

∂τ2
SΓ(x, τ)

∣∣∣∣
2

dτ.
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Then by Corollary 3, we have
∫

Γ∩B
S2Γ(x) dµ(x) ≤ CΓ‖χB‖2L2

which shows that S2Γ ∈ BMO(Γ) with the BMO nom bounded by CΓ. Let C be a
constant such that

sup
τ∈R

∥∥∥∥
∂3

∂τ3
SΓ(·, τ)

∥∥∥∥
L∞(Γ)

≤ C.

For each x ∈ Γδ,N and τi ∈ Tδ(x). Let ǫ = δ/(2C) and Ii = (τi − ǫ, τi+ ǫ), then we have

∣∣∣∣
∂2

∂τ2
SΓ(x, τ)

∣∣∣∣ ≥
δ

2
, for all τ ∈ Ii,

and Ii ∩ TΓ(x) = {τi} and the {Ii} are disjoint. We have

S2Γ(x) = ln(a)

∫ ∞

−∞

∣∣∣∣
∂2

∂τ2
SΓ(x, τ)

∣∣∣∣
2

dτ ≥
∑

τi∈Tδ(x)

∫

Ii

∣∣∣∣
∂2

∂τ2
SΓ(x, τ)

∣∣∣∣
2

dτ

≥ (δ/2)2|Ii|(#Tδ(x)) > CNδ3,

for some new constant C. This implies

Γδ,N ⊂ {x ∈ Γ : S2Γ(x) > CNδ3}
⊂

{
x ∈ Γ :

∣∣S2Γ(x)− SΓ

∣∣ > CNδ3 − SΓ

}
,

where SΓ = 1
µ(Γ)

∫
Γ S2Γ(x) dµ(x).

If CNδ3 > SΓ, then by the John-Nirenberg Theorem [JN61], there exist positive
constants C ′

1 and C ′
2 independent of Γ such that

µ
({
x ∈ Γ :

∣∣S2Γ(x)− SΓ

∣∣ > CNδ3 − SΓ

})
≤ |Γ|C ′

1e
−C′

2(CNδ3−SΓ)/‖S2Γ‖BMO . (38)

On the other hand, if CNδ3 ≤ SΓ, then (38) still holds with C ′
1 ≥ 1. Let

C1 = |Γ|C ′
1e

C′
2SΓ

‖S2Γ‖BMO , and C2 =
C ′
2C

‖S2Γ‖BMO
,

then
µ(Γδ,N ) ≤ C1e

−C2δ3N .

Analogous to Corollary 2, for x ∈ Γ and β, δ > 0, define

τβ,δ(x) =

{
τ ∈ TΓ(x) : |SΓ(x, τ)| > β,

∣∣∣∣
∂2

∂τ2
SΓ(x, τ)

∣∣∣∣ > δ

}
,

and
Γβ,δ,N = {x ∈ Γ : #τβ,δ(x) ≥ N}. (39)

A similar result as in Corollary 1 also holds for |Ωβ,δ,N |.
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Corollary 5. Assume Γ is as in Corollary 4. Then there exist constants C1 and C2

which depend on Γ such that

µ(Γβ,δ,N) ≤ C1e
−C2Nδ2α,

where α = min(β, δ).

Analogous to (11), we can also define the nontangential control of SΓ(x, t) by

S∗Γ(x, t) = sup
|x−y|<

√
t

π

|SΓ(y, t)|e−π|x−y|2/t.

The nontangential local scales can be defined as before using S∗Γ(x, t).

Definition 7. The nontangential local scales of Γ at x is defined as the set

T ∗
Γ(x) = {t ∈ (0,∞) : S∗Γ(x, y) is a local maxima}.

It can also be shown in this case that T ∗
Γ(x) satisfy the dilating consistency property

with s = −2, i.e. for all δ > 0,

T ∗
dδΓ

(δx) =
{
δ−2t : t ∈ T ∗

Γ(x)
}
. (40)

4 Discussion

In this section, we would to give more insights into our approach and discuss possible
extensions.

1. The kernel (wavelet) ψt dictates the type of local scales we see. In our case,
ψt = t∂Kt

∂t is symmetric and has zero mean and zero first moments. This implies
that the local scales ti’s at x are points in time where Γ have large deviations from
a d-plane in the ball B√

t/π(x). This is related to βp defined as [DS93]

βp(x, t) = inf
P∈P

{
1

µ(B(x, t))

∫

Γ∩B(x,t)

[
t−1dist(y, P )

]p
}1/p

, (41)

where the infimum is taken over the set P consisting of all d-plane P . Instead of
considering P, we can consider a different set of d-dimensional surfaces.

2. Let Γ be a connected and bounded d-dimensional subset in R
n, and suppose

that it can be parametrized by Γ = {(f1(r), · · · , fn(r)) : r ∈ [0, 1]d}, where fi is
continuous for each i. For each i, define

ui(r, t) = Kt ∗ fi(r) =
∫

Rd

Kt(r − s)fi(s) ds,

whereKt(r) = t−d/2e−π|r|2/t. For each t > 0, denote by Γt = (u1(r, t), · · · , un(r, t)).
We can think of Γt as the diffused version of Γ at scale t. Note that ui(t) depends
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on the parametrization of fi. However, give a parametrization, this method pro-
vides a tool for obtaining a diffused d-plane Γt. Define SΓ(r, t) by

SΓ(r, t) =

∥∥∥∥
(
t
∂Kt

∂t
∗ f1(r), · · · , t

∂Kt

∂t
∗ fn(r)

)∥∥∥∥ .

For each r ∈ R
d, as before, the local scales of Γ can be defined as the local maxima

of SΓ(r, t). This approach is considered by L-M Reissell in [Rei96] and by P.L.
Rosin [Ros98] to represent curves in a multiscale fashion using wavelets. Note
that ui(r, t) can be viewed as a heat diffusion with the initial condition given by
fi(r). One can also use nonlinear diffusions for ui(r, t).

3. In studying the local scales of Γ, we assume that the dimension d of Γ is known.
One question would be: Is it possible to detect the dimension of Γ?. Better yet,
is it possible to detect the local dimension in Γ at different scales? Recently, this
question is addressed by M. Maggioni and collaborators [Mag10].
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0809270 and ONR N000140910108.
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