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1. Introduction

The KP equation is widely considered as the paradigm of soliton equations. The main

results of soliton theory, including first and foremost the celebrated Sato theory, were

discovered in the study of this equation. The discovery of the vertex operator, which

maps N -soliton solutions to N +1-soliton ones, figures prominently among these results.

The discrete KP equation (or Hirota-Miwa equation), which is a discretized version

of the KP equation, is also regarded as a fundamental discrete soliton equation. By

restricting its solutions it reduces to many well-known discrete soliton equations as, for

example, the discrete KdV equation or the discrete Toda equation.

Soliton Cellular Automata form a class of cellular automata that exhibit soliton-

like behaviour and possess a rich structure including the existence of explicit N -soliton

solutions and an infinite amount of conserved quantities [1], like most ordinary soliton

equations. The “Box and Ball System” (BBS) [2] is the main representative of this

class. It is related to the discrete soliton equations, through a limiting procedure called

“ultradiscretization” [3].

The non-autonomous ultradiscrete KP equation is obtained by ultradiscretizing

the non-autonomous discrete KP equation [4]. Tokohiro et al presented its N -

soliton solution and described the dynamics of the BBS with several kinds of balls
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in [5]. Shinzawa and Hirota discussed the consistency conditions of the Bäcklund

transformation for the autonomous ultradiscrete KP equation in [6].

Recently, these systems draw increasing interest due to the establishment of

relationships to other mathematical topics, for example, to algebraic geometry and

representation theory. It is therefore fruitful to clarify the symmetries and the algebraic

structure of ultradiscrete soliton equations, as was done for the continuous ones.

Takahashi and Hirota presented an approach based on so-called “permanent type

solutions” [7] (which are expressed as signature-free Casorati determinants) to discuss

particular solutions of ultradiscrete systems. Nagai presented identities for permanent

type solutions, which can be considered as ultradiscrete analogues of Plücker relations for

determinants in [8]. Another approach for obtaining solutions is the vertex operator for

the ultradiscrete KdV equation, which is proposed by the author in [9]. This approach

is believed to be closely related to certain types of symmetries for this system.

In this paper, we propose a vertex operator for the non-autonomous ultradiscrete

KP equation and various ultradiscrete soliton equations obtained by reduction. In

section 2 we first propose a recursive representation of the soliton solutions of the non-

autonomous ultradiscrete KP equation. In section 3, we propose the vertex operator

as an operator representation of the recursive one. In section 4, we present various

reductions of this equation and discuss their vertex operators and solutions. Finally, in

section 5, we give some concluding remarks.

2. Recursive expression for the solution of the ultradiscrete KP equation

The non-autonomous ultradiscrete KP equation is written as

Tl,m+1,n + Tl+1,m,n+1 = max ( Tl+1,m,n + Tl,m+1,n+1 − 2Rn, Tl,m,n+1 + Tl+1,m+1,n ), (1)

where Rn ≥ 0 depends only on n.

Theorem 1 The function T
(N)
l,m,n expressed as

T
(N)
l,m,n =

{

max (T
(N−1)
l,m,n , 2ηN + T

(N−1)
l−1,m+1,n) (N ≥ 1)

0 (N = 0)
(2)

solves equation (1) for ηN given by

ηN = CN + lPN − mQN −

n
∑

0

ΩN,d. (3)

Here,
∑j

i ΩN,d stands for

j
∑

i

ΩN,d =







































j
∑

d=i+1

ΩN,d (i < j)

0 (i = j)

−
i

∑

d=j+1

ΩN,d (i > j)

, (4)
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and the parameters Pi, Qi and Ωi,n(i = 1, . . . , N) satisfy the relations:

PN ≥ PN−1 ≥ . . . ≥ P1 ≥ 0 (5)

QN ≥ QN−1 ≥ . . . ≥ Q1 ≥ 0 (6)

Ωi,n = min(Qi, Rn−1). (7)

Lemma 2 Let

H
(N)
l,m,n = T

(N)
l,m+j+1,n+k + T

(N)
l+i+1,m,n − T

(N)
l+1,m+j,n+k − T

(N)
l+i,m+1,n (8)

for i, j, k such that

iPN + jQN +
n+k
∑

n

ΩN,d ≥ . . . ≥ iP1 + jQ1 +
n+k
∑

n

Ω1,d ≥ 0. (9)

Then it holds that

H
(N)
l,m,n ≤ 2(iPN + jQN +

n+k
∑

n

ΩN,d). (10)

Proof By employing the inequality

max(a, b) − max(c, d) ≤ max(a − c, b − d), (11)

we obtain

T
(N)
l,m+j+1,n+k − T

(N)
l+i,m+1,n ≤ max (T

(N−1)
l,m+j+1,n+k − T

(N−1)
l+i,m+1,n,

−2(iPN − jQN −
n+k
∑

n

ΩN,d) + T
(N−1)
l−1,m+j+2,n+k − T

(N−1)
l+i−1,m+2,n) (12)

T
(N)
l+i+1,m,n − T

(N)
l+1,m+j,n+k ≤ max (T

(N−1)
l+i+1,m,n − T

(N−1)
l+1,m+j,n+k,

2(iPN + jQN +

n+k
∑

n

ΩN,d) + T
(N−1)
l+i,m+1,n − T

(N−1)
l,m+j+1,n+k) (13)

Adding the inequalities yields

H
(N)
l,m,n ≤ max (H

(N−1)
l,m,n , 2(iPN + jQN +

n+k
∑

n

ΩN,d),

−2(iPN + jQN +
n+k
∑

n

ΩN,d) + H
(N−1)
l,m,n + H

(N−1)
l−1,m+1,n, H

(N−1)
l−1,m+1,n) (14)

Taking into account the relations iPN + jQN +
∑n+k

n ΩN,d ≥ iPN−1 + jQN−1 +
∑n+k

n ΩN−1,d, it can be shown inductively that the four arguments in this maximum

are all less than 2(iPN + jQN +
∑n+k

n ΩN,d). �

Lemma 3 Let

H
′(N)
l,m,n = T

(N)
l,m,n+1 + T

(N)
l,m+2,n − T

(N)
l,m+1,n − T

(N)
l,m+1,n+1. (15)
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One then has

H
′(N)
l,m,n ≤ 2(QN − ΩN,n+1) (16)

when one requires that the T
(i)
l,m,n(i = 1, . . . , N) are solutions of (1). Especially for

ΩN,n = QN , the inequality (16) becomes an equality, i.e.: H
′(N)
l,m,n = 0 .

Proof When ΩN,n = Rn+1, we obtain by virtue of the inequality (11):

H
′(N)
l,m,n ≤ max (H

′(N−1)
l,m,n , H

′(N−1)
l−1,m+1,n,

2(QN − ΩN,n+1) + T
(N−1)
l−1,m+1,n+1 + T

(N−1)
l,m+2,n − T

(N−1)
l−1,m+2,n − T

(N−1)
l,m+1,n+1,

−2(QN − ΩN,n+1) + H
(N−1)
l−1,m,n+1|(i,j,k)=(0,1,−1) + H

′(N−1)
l−1,m+1,n). (17)

However, T
(N−1)
l−1,m+1,n+1 + T

(N−1)
l,m+2,n − T

(N−1)
l−1,m+2,n − T

(N−1)
l,m+1,n+1 ≤ 0 because T

(N−1)
l,m,n satisfies

(1). It can then be shown inductively that all arguments in the maximum are less than

2(QN − ΩN,n+1).

On the other hand, when ΩN,n = QN , by virtue of (6), T
(N−1)
l,m+1,n is equal to T

(N−1)
l,m,n+1

for all l, m because

Ci + lPi − (m + 1)QN −

n
∑

0

ΩN,d = CN + lPN − mQN −

n+1
∑

0

ΩN,d (18)

for all i = 1, . . . , N . We thus obtain that

H
′(N)
l,m,n = (T

(N)
l,m,n+1 − T

(N)
l,m+1,n) + (T

(N)
l,m+2,n − T

(N)
l,m+1,n+1) = 0. (19)

�

Lemma 4 Let

H
′′(N)
l,m,n = T

(N)
l,m,n+1 + T

(N)
l+2,m,n − T

(N)
l+1,m,n − T

(N)
l+1,m,n+1. (20)

One then has

H
′′(N)
l,m,n ≤ 2PN (21)

when all of T
(i)
l,m,n(i = 1, . . . , N) are solutions of (1).

Proof The proof is essentially the same as that of Lemma 3 when ΩN,n = Rn+1. �

We now have all the necessary lemmas at our disposal and proceed to the proof of

theorem 1.

We shall prove the theorem inductively. It is clear that T
(0)
l,m,n solves equation (1)

because of the non-negativity of Rn. Now, let us assume that the theorem holds at

1, . . . , N − 1. By substituting (2) in equation (1), each contribution can be written as

T
(N)
l,m+1,n + T

(N)
l+1,m,n+1 = max ( T

(N−1)
l,m+1,n + T

(N−1)
l+1,m,n+1,

2(PN − ΩN,n+1) + 2ηN + T
(N−1)
l,m+1,n + T

(N−1)
l,m+1,n+1,

− 2QN + 2ηN + T
(N−1)
l−1,m+2,n + T

(N−1)
l+1,m,n+1,

4ηN + 2(PN − QN − ΩN,n+1) + T
(N−1)
l−1,m+2,n + T

(N−1)
l,m+1,n+1), (22)
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for the left hand side of (1), and

T
(N)
l+1,m,n + T

(N)
l,m+1,n+1 = max (T

(N−1)
l,m,n + T

(N−1)
l,m+1,n+1,

2PN + T
(N−1)
l,m+1,n + T

(N−1)
l−1,m+1,n+1,

− 2(QN + ΩN,n+1) + T
(N−1)
l+1,m,n + T

(N−1)
l,m+2,n+1,

4ηN + 2(PN − QN − ΩN,n+1) + T
(N−1)
l,m+1,n + T

(N−1)
l−1,m+2,n+1) (23)

T
(N)
l,m,n+1 + T

(N)
l+1,m+1,n = max (T

(N−1)
l,m,n+1 + T

(N−1)
l+1,m,n,

2(PN − QN) + T
(N−1)
l,m,n+1 + T

(N−1)
l,m+2,n,

− 2ΩN,n+1 + T
(N−1)
l−1,m+1,n+1 + T

(N−1)
l+1,m+1,n,

4ηN + 2(PN − QN − ΩN,n+1) + T
(N−1)
l−1,m+1,n+1 + T

(N−1)
l,m+2,n) (24)

for the right hand side. In these expressions it looks as if each of the maximum operations

in (22)–(24) has four arguments. However, by virtue of Lemma 2, the third argument

in (22) and (23) cannot yield the maximum because it is always less than the second

argument.

Then, the relevant arguments of the maximum in (22) are in fact

T
(N−1)
l,m+1,n + T

(N−1)
l+1,m,n+1 (25)

2ηN + 2(PN − ΩN,n+1) + T
(N−1)
l,m+1,n + T

(N−1)
l,m+1,n+1 (26)

4ηN + 2(PN − QN − ΩN,n+1) + T
(N−1)
l−1,m+2,n + T

(N−1)
l,m+1,n+1 (27)

and those in the maximum of the contributions in (23), (24), as they appear in the right

hand side of equation (1):

max(T
(N−1)
l+1,m,n + T

(N−1)
l,m+1,n+1 − 2R, T

(N−1)
l,m,n+1 + T

(N−1)
l+1,m,n) (28)

2ηN + max(2PN − 2Rn + T
(N−1)
l,m+1,n + T

(N−1)
l,m+1,n+1,

2(PN − QN ) + T
(N−1)
l,m,n+1 + T

(N−1)
l,m+2,n,−2ΩN,n+1 + T

(N−1)
l−1,m+1,n+1 + T

(N−1)
l+1,m+1,n) (29)

4ηN + 2(PN − QN − ΩN,n+1)

+ max(T
(N−1)
l,m+1,n + T

(N−1)
l−1,m+2,n+1 − 2R, T

(N−1)
l−1,m+1,n+1 + T

(N−1)
l,m+2,n). (30)

Here, (25) and (27) are identical to (28) and (30) because by assumption, T
(N−1)
l,m,n solves

the equation (1).

By subtracting (26) from (29), we obtain

max (2(ΩN,n+1 − Rn), 2(ΩN,n+1 − QN) + H
′(N−1)
l,m,n ,−2PN + H

′′(N−1)
l,m,n ). (31)

The third argument of this maximum is non-positive by virtue of Lemma 4.

In the case ΩN,n+1 = QN ≤ Rn, ΩN−1 has to be equal to QN−1 due to condition

(6). Then, the first argument in (31) is also non-positive and the second argument is 0,

due to Lemma 3.

In the case ΩN,n+1 = Rn, the first argument in the maximum in (31) is 0 and the

second argument is non-positive by virtue of Lemma 3. Thus, (31) is equal to 0, in all

possible cases (i.e., ΩN,n+1 = QN or ΩN,n+1 = Rn).
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We have therefore shown that all arguments of the maximum in (22) which

constitutes the left hand side of (1), have an equivalent counterpart among (28), (29),

(30), i.e. among the three arguments that contribute to the right hand side of (1).

Hence, (1) is satisfied. �

Please note that the proof allows for the possibility that, at different values of

n, ΩN,n+1 satisfies different equalities (ΩN,n+1 = Rn or ΩN,n+1 = QN for different n),

because the shift of the independent variables induced by (2) affects only l and m, not

n.

3. Vertex operator for the KP equation

In this section we propose an alternative representation of the N -soliton solutions,

generated by a vertex operator X.

The 0-soliton solution T (; ; ) is written as:

T (; ; ) := 0 (32)

whereas the N + 1-soliton solution is generated from the N -soliton solution

T (P1, . . . , PN ; Q1, . . . , QN ; C1, . . . , CN) (written as T (P ; Q; C) for brevity) by

X(PN+1, QN+1, CN+1)T (P ; Q; C)

:= max(T (P ; Q; C), 2ηN+1 + T (P ; Q; C − AN+1)) (33)

=: T (P1, . . . , PN , PN+1; Q1, . . . , QN , QN+1; C1, . . . , CN , CN+1), (34)

where the parameters PN+1, QN+1 in the vertex operator X must satisfy

(Pi − PN+1)(Qi − QN+1) ≥ 0. (35)

The phase factor ηN+1 is the same as in (3), and the interaction terms

AN+1 = t(AN+1,1, . . . , AN+1,N) are

Ai,j = min(Pi, Pj) + min(Qi, Qj). (36)

Proposition 5 The action of the operator X is commutative.

Proof By calculating X(Ωb, ηb)X(Ωa, ηa)F (Ω; η) directly, we obtain

X(Pb, Qb, Cb)X(Pa, Qa, Ca)T (P ; Q; C)

= max (T (P ; Q; C), 2ηb + T (P ; Q; C − Ab),

2ηa + T (P ; Q; C − Aa), 2ηa + 2ηb − 2Ab,a + T (P ; Q; C − Aa − Ab)).(37)

From this relation it is clear that interchanging the subscripts a and b does not change

the overall value of the maximum. �

Rewriting this proposition yields the following corollary:
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Corollary 6 The N-soliton solution T (P ; Q; C) is invariant under the permutation of

its parameters, i.e.:

T (P1, . . . , PN ; Q1, . . . , QN ; C1, . . . , CN)

= T (Pσ(1), . . . , Pσ(N); Qσ(1), . . . , Qσ(N); Cσ(1), . . . , Cσ(N)) (σ ∈ SN) (38)

By virtue of corollary 6, we can fix the labels of the parameters as in (5), (6) without

loss of generality. By virtue of this ordering, the phase shifts in Ai,j in the definition

(33) simplify to

min(Pi, PN) = Pi, min(Qi, QN) = Qi (i = 1, . . . , N − 1). (39)

It should be noted that the phase shifts η → η + P and η → η + Q are equivalent

to shifts on the independent variables l → l + 1 and m → m − 1, which shows that

T (P ; Q; C) is equivalent to T
(N)
l,m,n.

4. Reduction to various ultradiscrete soliton equations

In this section we present some examples of reductions of the ultradiscrete KP equation

to 1 + 1 dimensional ultradiscrete equations and we give the vertex operators for these

equations.

4.1. The Box and Ball System and its varieties

By restricting Tl,m,n to

Tl,m,n = F l−Mm
n (40)

and denoting s = l − Mm and n = j, the non-autonomous ultradiscrete KP equation

(1) is reduced to the so-called non-autonomous ultradiscrete hungry KdV equation:

F s+M+1
j+1 + F s

j = max(F s+M+1
j + F s

j+1 − 2Rj, F
s+1
j + F s+M

j+1 ). (41)

By means of the dependent variable transformation

Bt
i,j =

1

2
(F s+1

j + F s
j+1 − F s+1

j+1 − F s
j ), (42)

and denoting s = Mt + i, (41) is transformed into

Bt+1
i,j = min

(

Rj −
i−1
∑

k=1

Bt+1
k,j −

M
∑

k=i

Bt
k,j,

j−1
∑

n=−∞

(Bt
i,n − Bt+1

i,n )
)

, (43)

which describes the dynamics of a Box and Ball System with M kinds of balls, as

presented in [5]. This system is required to satisfy the following boundary conditions:

Bt
i,j = 0 for j ≪ 0 (44)

In particular, in the case of M = 1 it reduces to an extension of the standard BBS [2],

with variable size of boxes at each site.
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In our representation (33), the reduction (40) is equivalent to the parameter

restriction:

MPN = QN . (45)

It should be noted that our representation satisfies the boundary condition (44) because

the first argument of max in (33) is never chosen for sufficiently small j.

Then, the vertex operator for (41) can be written as

X(PN+1, CN+1)T (P ; C)

:= max(T (P ; C), 2ηN+1 + T (P ; C − AN+1)), (46)

where the phase factor ηN+1 is

ηN = CN + sPN −

j
∑

0

ΩN,d, (47)

and ΩN,j and the interaction terms Ai,j are expressed as

ΩN,j = min(Rj−1, MPN ), Ai,j = (M + 1) min(Pi, Pj). (48)

4.2. The ultradiscrete Toda equation

By restricting Tl,m,n to

Tl,m,n = F l+n
m+n, (49)

Rn = const. and denoting t = l + n and s = m + n, (1) is reduced to the ultradiscrete

Toda equation:

F t
s+1 + F t+2

s+1 = max(F t+1
s+2 + F t+1

s − 2R, 2F t+1
s+1) (50)

By means of the dependent variable transformation

U t
s =

1

2
(F t

s+2 − 2F t
s+1 + F t

s), (51)

(50) is transformed into

U t+2
s+1 − 2U t+1

s+1 +U t
s+1 = max(U t+1

s+2 −R, 0)− 2 max(U t+1
s+1 −R, 0)+max(U t+1

s −R, 0), (52)

which describes the dynamics of the Toda type cellular automaton presented in [10].

In our representation (33), the reduction (49) is equivalent to the parameter

restriction:

ΩN = QN − PN i.e. PN = QN − ΩN = max(QN − R, 0) (53)

The vertex operator of (50) can be expressed as

X(PN+1, CN+1)T (P ; C)

:= max(T (P ; C), 2ηN+1 + T (P ; C − AN+1)), (54)

where the phase factor ηN+1 is

ηN = CN + t max(QN − R, 0) − sQN , (55)

and the interaction term Ai,j is written as

Ai,j = min(Qi, Qj) + max(min(Qi, Qj) − R, 0) (56)
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5. Concluding Remarks

In this paper, we proposed a recursive representation of the N -soliton solutions and

vertex operators for the ultradiscrete KP equation. We also proposed expressions for

various ultradiscrete equations, obtained by reduction from the KP equation.

In fact, the vertex operator approach is closely related to the existence of certain

symmetry algebras for integrable systems and the exact relation of our ultradiscrete

operator to the symmetries of ultradiscrete systems is an especially interesting problem

we want to address in the future.

Because it uses simple shift and max operators and not the usual algebraic or

combinatorial methods, our representation also has the potential to describe solutions

different from the solitonic ones. It is an interesting problem to describe the full class

of solutions these equations admit.
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