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ABSTRACT: According to the statistic analysis of common errors found in those Chinese texts that are typed-in, OCR-recognized or phonetics-recognized and the characteristics of such texts, a Chinese text automatic error-detection model and algorithm based on the combination of rules and statistics are proposed. The experiment shows that the recall rate and precision rate of error-detection and the veracity of the locating-error are better.
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1. Introduction
With the emerging of electronic documents and electronic publication, manual proofreading is more and more becoming a bottleneck problem of publishing automation. The task of devising and developing the algorithm and technology for automatic text error correction is put forward. Although some excellent academic and commercial spelling checkers have been around for some time, existing correction techniques are limited in their scope and accuracy. Especially for the proofreading of Chinese text, a lot of existing correcting techniques are not suitable. 

The Chinese characteristics lead to the special methods dealing with Chinese text automatic proofreading. This is because of the great difference between Chinese and English: First, there is no standard definition of a word, and there are no spaces between characters in Chinese text. Yet, statistical language models require word boundaries. Second, the words in English have modal changes (tense, numeral and quantifier), but in Chinese, the words are lack of modal changes, there is no simple corresponding relation between POS and syntax composition; Third, there are some spelling errors in English text, these strings of spelling error are not in the English dictionary. But in Chinese text, every Chinese character is in the Chinese dictionary, the errors in Chinese text may be those malapropisms that are not be suitable for the context linguistic environment or those Chinese characters or words that are inconsistent with grammar. Just because of these differences, the main problem in Chinese information processing is context-sensitive errors, not isolated-word ones. We will detect the errors in Chinese text based on the correlativity between characters or words in context during the Chinese text automatic error detecting. We call this correlativity between characters or words in context as orderly-neighborship.
2. Statistic Analysis of Common Errors in Chinese Texts
The analysis of real error examples in Chinese texts indicates the following ideas:

1. The errors in Chinese texts are generally local errors. It is only the surface structure of Chinese character or word that is destroyed in errors of Chinese text (e.g. Miswritten Chinese character can’t form a word with neighbor Chinese character or word and have no effects on others). 
2. In a sentence with errors, the point of error occurring is usually single Chinese character or single Chinese character strings after segmentation. We named such single Chinese character or single Chinese character string as “Sparse string”. Statistic shows the circumstance that the point of error occurring is “sparse string” reaches 90.3 percent. That is, we’ll detect most errors in Chinese text if we can do with “Sparse string” successfully.

3. In general, there is no relationship between single Chinese character in a “sparse string”, it means that there is no word-building relationship and neighborship (the relationship between neighbor single Chinese character in order[3]) between the single Chinese character in sparse string.
Thus, we can find most errors in typed-in, OCR-recognized or phonetics-recognized text if we focus on sparse strings and apply neighborship to check neighbor Chinese character after segmentation.

3. Error-detecting Models for Chinese Text

3.1 The basic thought of error-detecting

Through analysis for the Chinese text that contains mistake，we can find: Even if the ordinary dictionary is used to the segmentation of Chinese text, the character number of continuous appearing is not more than 7, a word after segmenting generally contain 3 Chinese characters. Therefore, we put forward such assumption: In Chinese text, the continuous appearing multi-character word will not contain the lexical layer error, if there are some errors, these errors may be the errors of grammar structural or collocation of POS. We can find these errors by analyzing the orderly-neighborship of POS. this kind of error is called as “context sensitivity error” or “real multi-character word error”. We can use the “non-multi-character word error” concept that we have putted forward, and find some rule or method of discovery mistake through analyzing the characteristic of Chinese text after segmenting.
Based on above-mentioned assumption, we can know that the number of single character after segmenting Chinese text is limited, and these single characters are some auxiliary word, adverb and preposition etc. The “non-multi-character error” may causes a lot of single Chinese characters, and these characters are different from those character that appear after correct text segmenting, therefore we can find the single character strings that result from “non-multi-character error” through calculating the frequency of single character word and researching the orderly-neighborship between continuous single character words. 

After any correct text segmenting, the single character words arisen are some auxiliary words, prepositions, adverbs or single verbs mostly, such as "的" , "了" , "很" , "在" , "是". These single character words are often high frequency, the problem of sparse data in train corpus is not serious. Therefore we carry out segment for 16 millions raw language material, and statistics the probability of character Bigram and character trigram, and establish Bigram model and trigram model of describing relation between single character words.

3.2 The structure of statistical knowledge sets

According to above error-detecting thought, we statistic the sixteen millions “People Daily” language material that have been segmented, and get the character Bigram co-current pair 194878, the character trigram co-current 438662, arise twice above are respectively 88134 and 105686. The problem of data sparse is reduced greatly.
3.3 The rules of sentence structure analyzing between multi-character words 

We use trigram POS orderly-neighborship checking to analyze the sentence structure between multi-character words in text. Assume stword1, stword2 and stword3 is 3 continuous words, stwordlen1, stwordlen2 and stwordlen3 are respectively their word length, that is, the number of Chinese character that contained in them, therefore, there are 8 kinds of following condition for 3 successions neighbor words:
(a) stwordlen1>=2 and stwordlen2>=2 and stwordlen3>=2

(b) stwordlen1>=2 and stwordlen2>=2 and stwordlen3<2

(c) stwordlen1>=2 and stwordlen2<2 and stwordlen3>=2

(d) stwordlen1>=2 and stwordlen2<2 and stwordlen3<2

(e) stwordlen1<2 and stwordlen2>=2 and stwordlen3>=2

(f) stwordlen1<2 and stwordlen2>=2 and stwordlen3<2

(g) stwordlen1<2 and stwordlen2<2 and stwordlen3>=2

(h) stwordlen1<2 and stwordlen2<2 and stwordlen3<2

According to this 8 kinds of condition, the different POS and character orderly-neighborship checking rules are demanded respectively. therefore, there are following rules: 

Rule 1: IF ( a or c or e ) THEN do trigram POS orderly-neighborship judgement
Rule 2: IF ( b or f ) THEN do Bigram POS orderly-neighborship judgement for former two words

Rule 3: IF ( d ) THEN directly write the first word into outputfile , and read next word, do judgement for 3 new words again.
Rule 4: IF ( g ) THEN do character Bigram orderly-neighborship judgement for former two words, after handling former two words, read next two words, apply these rules to new three words again.
Rule 5: IF ( h ) THEN application character co-current statistical data, do trigram character orderly-neighborship judgement, or twice binary character orderly-neighborship judgement.
4. Automatic Error-detecting Algorithm Based on Statistical and Rule
Algorithm 1: Automatic error-detecting algorithm
Input: the result file after segmenting: segfile.txt 
Output: the file with error sign: rstfile.txt 

Main procedure:
Step1. Determine the input file after segmenting and the output file after error-detecting, and file point are initialized;

Step2. Variables are initialized; string variable S, S1, and S2 are set null, circulating variables are set initial value; 

Step3. Read a whole sentence ( end with punctuation，、。?；：)from input file segfile.txt to string variable S;

Step4. Do character or word orderly-neighborship and English word judging for stringing variable S, affix error sign to the non-orderly-neighborship character or word string and English word that not in English dictionary. Send marked results to string variable S1;
Step5. Do judging about date for string S1, send not correct date to string variable S2 with error sign;
Step6. Do bracket partnership inspection for stringing variable S2, mark the bracket in sentence that is not partnership with error sign;

Step7. Export string S2 which contain error sign to the output file rstfile.txt; 

Step8. Call marking red procedure, mark red for errors, and export the file that have been marked red to user interface. 

Algorithm 1.1: Characters or words orderly neighborship and English word spelling error-detecting algorithm 

Input: A sentence that have been segmented: S= w1w2 … wi-2 wi-1 wi … wn
Output: Sentence S1＝w1w2…[wj … wj + k] … wn, in which [wj … wj + k] is no-orderly-neighborship word or word string or the not correct English word. Here, wi is a segmenting unit.

Algorithm 1.1 is described as follows:
Step1. Initializing word variable stword[i]:= " "; Stwordlen[i]:=0( i = 1, 2, 3); Currword:=" "; , word order variable ijk:=0; 

Step2. Reads next word to currword from S; 

Step3. if ( currword = sentence ending ) then goto step13; 

Step4. if ( currword do not be English character string ) then goto step11; 

step5. if(ijk=0)then goto step7;

Step6. Call sub-procedure algorithm1.1.2; /* when English word is met, 3 variable are handled*/

Step7. Look up English dictionary for the English character string in currword; 

Step8. IF this English character string in dictionary THEN write this character string to variable S1; goto step10; 

Step9. Marks this English character string with error sign and write it to variable S1;
Step10. for i = 1 to 3 do stword[i]:=" "; ijk:=0; goto step2; 

Step11. ijk:=ijk+1, stword[ijk]:=currword; stwordlen[ijk]:=currwordlen;

Step12. IF(ijk<3) THEN goto step2

ELSE begin

Call sub-procedure algorithm1.1.1;
/*trigram POS orderly-neighborship analysis */
goto step2

end;

Step13. IF (ijk=0) THEN goto step14

ELSE Call sub-procedure algorithm1.1.2;
/*sentence finish or meet English word, handle 3 variables* /
Step14. Write current sentence end-symbol to S1; 

Step15. Return

The function of algorithm1.1.1 is to analyze orderly-neighborship relation of 3 multi-character words according to 5 above-mentioned rules and POS trigram statistical model. 

The function of algorithm1.1.2 is to handle 3 variables stwords[i](i= 1, 2, 3), when sentence ending- symbol or English word is met.

Because of the length limits of this paper, the algorithms about date checking and brackets partnership are omitted.

5. Experiment and Result Analysis

5.1 Experiment result and examples

We have selected the 35 text samples that contain 590 error test points, 730 errors were found by using above-mentioned algorithm, in which there are 510 genuine mistakes, therefore recall rate is 86.4%, error-detecting accurate rate is 69.8%.
Example 1. 为了满足计算机拥护的需求。

(拼音同码、多字替换)
Example 2. 在长期计划经济习惯执力的影响下。

(五笔近码、多字替换)
Example 3. 一九七六年四月四五日是个难忘的日子。                      (日期错)
Example 4. 要依靠市场的节调作用发展经济。

(易位错误)
Example 5. 中国人民解放军有能力保障中国领士主权的完整。          (形近别字)
Example 6. 计算机技突飞猛进。       (漏字错误)
Example 7. 中文文文本处理是一个难题。

(多字错误)
The character strings marked red in these example sentences are the detected errors by above algorithm, error location is more accurate. For this 8 example sentences, if we apply the spell inspection tool of MS-word2000 to in carry out error-detecting, the example sentence 1,3,6 will not be announced error, the marked mistakes of other 4 example sentences are “习惯执力的”, “的节调作用”, “中国领士主权”, “文” respectively.
5.2 The analysis of experimental results

The error-detecting accuracy rate based on above algorithm is higher than based on the character or word orderly-neighborship error-detecting model that we put forward before [3]. The algorithm of [3] will result in higher distorted-report rate. The reason is that the mistake in true text after all is few, those words which is correct are torn to some independence Chinese character, and there are not appearance of character co-current pair in the training corpus, therefore, the higher distorted-report rate is resulted in. The above algorithm assume there is not lexical structure layer error, if segmenting operation do not form one character word. So grammar error is only detected for multi-character words, and binary and trigram character orderly-neighborship error-detecting model are used to find the errors between continuous one character words. Because used character binary and trigram model was obtained from the processed language material that come from the segmentation of correct Chinese text, its parameter space is little, data sparse problem will not be too serious , the error distorted-report rate is lower, and error-detecting speed also rises greatly.
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