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Abstract

Over the years, different approaches to give semantics of program-
ming and specification language have been put forward. We restrict
ourselves to the operational and the denotational approach, two main
streams in the field of semantics. We use relational formalism and we
consider the worst execution of the program i.e we suppose that the
program behaves as badly as possible it’s the demonic relational se-
mantics . The principal aim of this paper is to show that relational
demonic operational semantics of a nondeterministic program is equal
to its demonic denotational semantics.
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Our mathematical tool is abstract relation algebra [17, 37, 39].

(1) Definition. A (homogeneous) relation algebra is a structure (R,∪,∩, , ˘, ◦)
over a non-empty set R of elements, called relations. The following conditions
are satisfied.

• (R,∪,∩, ) is a complete atomic Boolean algebra, with zero element Ø,
universal element L and ordering ⊆.

• Composition, denoted by (◦), is associative and has an identity element,
denoted by I.

• The Schröder rule is satisfied: P ◦Q ⊆ R ⇔ P−1◦R ⊆ Q ⇔ R◦Q−1 ⊆ P .

• L ◦ R ◦ L = L ⇔ R �= Ø (Tarski rule).
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The precedence of the relational operators from highest to lowest is the follow-
ing: and ˘ bind equally, followed by ◦, then by ∩, and finally by ∪. From
now on, the composition operator symbol ◦ will be omitted (that is, we write
QR for Q ◦ R).

We now give useful definitions. For more details (see, e.g., [9, 17, 37]).

(2) Definition.

(a) A relation R is functional iff R−1R ⊆ I.

(b) A relation v is a vector [37] iff v = vL.

(c) A relation a is a partial identity [41] iff aa−1 ⊆ I.

(d) A relation x is a point [37] iff x = xL and xx−1 ⊆ I.

In our work we need to define an operator called relative implication.
In previous work, we used the monotype and residual operators see
[44, 45, 46, 47]

(e) A binary operator �, called relative implication [41], is defined as fol-
lows :

Q � R := QR.

The operator � binds less than (◦) and more than ∩ and ∪.

We need to define the notions of direct sum and the direct product.

(3) Definition.

(a) A pair (σ1, σ2) of relations is called direct sum[7, 8, 19] iff :

σ1σ
−1
1 = I, σ2σ

−1
2 = I, σ1σ

−1
2 = Ø, σ−1

1 σ1 ∪ σ−1
2 σ2 = I.

Relations σ1 and σ2 are called injections.

The next definition introduces the notion of the disjoint union of two
relations.

(b) Let (σ1, σ2) be a direct sum. The relation 〈R1, R2〉 := σ−1
1 R1σ1 ∪

σ−1
2 R2σ2 is called the disjoint union of relations R1 and R2 with respect

to (σ1, σ2).

(c) A pair (π1, π2) of relations is called direct product iff [7, 8, 19]

π−1
1 π1 = I, π−1

2 π2 = I, π1π
−1
2 = L, π1π

−1
1 ∩ π2π

−1
2 = I.

Relations π1 and π2 are called projections.

In what follows, we will define the cartesian product of relations. For
more details see [19].
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(d) Let (π1, π2) be a direct product and Ri, 1 ≤ i ≤ 2 relations. The
cartesian product of relations Ri with respect to (π1, π2) is :

[R1, R2] := π1R1π
−1
1 ∩ π2R2π

−1
2 .

(e) Another operation that occurs in the definition of the while program
semantics is the reflexive transitive closure. The reflexive transitive
closure is an unary operation denoted ∗ and defined for every relation
R by : R∗ =

⋃
i≥0 Ri, where R0 = I and Ri+1 = RRi.

The unary operations ∗, −1 and bind equally.

In the following, we describe notions that are useful for the description
of the set of initial states of a program for which termination is guar-
anteed. These notions are initial part and the progressive finiteness of
a relation. The algebraic definitions are

(f) The initial part [37] of a relation R, denoted I(R), is given by :

I(R) :=
⋂{x | R � x = x},

where x takes its value in the set of the vectors (by Definition 2(b),
I(R) is a vector). See [36, 37]); in other words, I(R) is the least
fixed point of the ⊆-monotonic function g(x) := R � x, where x is a
vector (the least fixed point of g exists since the set of vectors is also
a complete lattice [37]).

(g) A relation R is said to be progressively finite iff I(R) = L, in other
words if there is no infinite path by R. Progressive finiteness of a
relation R is the same as well-foundedness of R−1.

(Mnemonics : I(R) represents the set of states from which no infinite
loop is possible.)

1 Relational diagrams

In the following, we will give the formal definition of a diagram and different
types of diagrams. For more details, see [47, 45]

(4) Definition. Let A be a homogeneous relational algebra.

(a) A quadruple P = (P, C, ε, ξ) is a diagram on A iff,

• P is a relation of A, called the associated relation of diagram P,

• C is a set of partial identities (Definition (2)c) disjoint from each
other, verifying the condition : (∪C)P (∪C) = P ,
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• ε (entry) and ξ (sortie,which means exit in french) are partial
identities
(ε, ξ ∈ C) called respectively the input relation and the output
relation of the diagram P.

(b) A diagram P1 = (P1, C, ε1, ξ1) is a sub-diagram of diagram P =
(P, C, ε, ξ) iff : P1 ⊆ P and ((∩C)∩ε1 ∪ ξ1)P = P ((∪C)∩ε1 ∪ ξ1) =
Ø.

We distinguish two types of diagrams : elementary and compound diagrams.

(a) A diagram P = (P, C, ε, ξ) is atomic iff C = {ε, ξ} and P = εPξ.

An atomic diagram consists of a unique atomic step i.e. the transition
between the input node and the output node is formed in exactly one
step.

(b) A diagram P = (R, C, ε, ξ) is a sequence diagram iff :

P = P1 ∪ P2, C = {ε, a, ξ}, P = εP1a and P2 = aP2ξ.

(c) A diagram P = (R, C, ε, ξ) is a branching diagram iff

R = G1 ∪ P ∪ G2 ∪ Q, C = {ε, a, b, ξ}, G1 = εG1a, P = aPξ,
G2 = εG2b and Q = bQξ .

(d) A diagram W = (W, C, e, s) is a loop diagram iff

W = P ∪ Q, P = εPε, Q = εQξ and PL ∩ QL = Ø.

The graphs and the matrices representing the different diagrams P
can be found in [41, 43]

In a loop diagram, P is applied until Q can be applied.

(e) A diagram is elementary if it is an atomic, a sequence, branching or a
loop diagram.

(f) A diagram is compound if it is not elementary.

(5) Lemma. Let P = (P, C, ε, ξ) is a diagram and σ a relation such that
σσ−1 = I and σ−1σ ⊆ I. Then Pσ := (σ−1Pσ, σ−1Cσ, σ−1εσ, σ−1ξσ), where
σ−1Cσ := {σ−1cσ : c ∈ C}, is a diagram.

For more details see [21, 27, 41].
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2 A demonic refinement ordering

We now define the refinement ordering we will be using in the sequel. This or-
dering induces a complete join semilattice, called a demonic semilattice. The
associated operations are demonic join (�), demonic meet (
) and demonic
composition ( � ). We give the definitions and needed properties of these oper-
ations. For more details on relational demonic semantics and demonic opera-
tors, see [6, 7, 8, 9, 20, 21, 41].

(6) Definition. Let Q and R be relations. We have,

(a) We say that a relation Q refines a relation R [28, 29], denoted by
Q � R, iff

Q ∩ RL ⊆ R ∧ RL ⊆ QL.

(b) The greatest lower bound (wrt �) of relations Q and R is Q � R =
(Q ∪ R) ∩ QL ∩ RL.

(c) If Q and R satisfy the condition QL ∩ RL = (Q ∩ R)L, their least
upper bound is Q 
 R = (Q ∩ R) ∪ QL ∩ R ∪ Q ∩ RL, otherwise, the
least upper bound does not exist.

(d) We will introduce a certain operation, related to the usual relational
composition, the so-called demonic composition. Its definition is

Q � R := QR ∩ Q � RL.

Note that we assign to � the same binding power as that of ◦.

3 Demonic input-output relation

During the execution of a program in an input state, by considering a demonic
point of view (if there is a possibility for the program not to terminate nor-
mally then it will not terminate normally), three cases may happen : normal
termination, abnormal termination and infinite loops. As our goal is to define
formally the input-output relation of a diagram by supposing its worst exe-
cution, we have to consider these three previous cases together at the same
time. Let us give the relational expressions that formalize these notions : the
normal termination, the abnormal termination and the infinite loops.

Let P = (P, C, ε, ξ) be a diagram. The input-output relation of a diagram
P is given by a relation E(P) where E is a function from the set of diagrams
to a relational algebra, which associates to each diagram P the relation E(P)
given by :

E(P) = ε � (T ∩ I(P )) � ξ, with T := P ∗ ∩ PL˘.

For more details see [6, 7, 8, 9, 21].
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4 Demonic denotational semantics

The demonic semantics of a nondeterministic program p is given by a relation
D[[p]], where D is a function from the set of programs P to a certain relational
algebra (see Section 1). As, we are interested to imperative programs, this
algebra is in general a complete algebra of the form Rel(X). The constructors
considered are affectation, sequence, guarded commands and the while loop.
To treat the last case, we need to suppose that the algebra is complete. We
will present the syntax before introducing the denotational semantics.

4.1 Syntax

We will use the word programs and instructions in an interchangeable man-
ner. In reality, we consider programs fragments. Each program uses a certain
number of variables x0, . . . , xn. We don’t precise the syntax of the admissible
expressions. Let i be an instruction.

• Affectation :

xi := f(x), where f(x) is an expression that depends on x0, . . . , xn.

• Sequence :

i1; i2, where i1 and i2 are instructions.

• Guarded commands : if c1 → i1 c2 → i2 fi, where each ci is a boolean
expression called guarded command where i1 and i2 are instructions. This
can be generalized to an arbitrary number of guarded commands.

• While loop :

do c → i od, where c is a boolean expression (guarded command) and i
is an instruction.

4.2 Semantics

We will give the demonic denotational semantics of each constructor. These
results are from [21].

(7) Remark. In our examples, we will use sets to define the program spaces.
The space of the program is defined by the variables of the program and their
type. Hence, the sets that we are interested in cartesian product of predefined
sets.

Let R be a relation defined on a set X which is the cartesian product of sets
X0, . . . , Xn. An element x ∈ X has the form x = (x0, . . . , xn), where xi ∈ Xi,
so, the notation (x, x′) is an abbreviation of ((x0, . . . , xn), (x′

0, . . . , x
′
n)).
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We will begin by the basic case; affectation.

• Affectation :

Suppose that x0, . . . , xn are the program variables and their values are
in X0, . . . , Xn, respectively, and that f is a certain executable function.
The demonic semantics of the affectation xi := f(x), where 0 ≤ i ≤ n,
x = (x0, . . . , xn) and x′ = (x′

0, . . . , x
′
n), is the relation

D[[xi := f(x)]] := {(x, x′) | (∀j : 0 ≤ j ≤ n : xj ∈ Xj ∧ x′
j ∈ Xj) ∧ x′

i = f(x)
∧(∀j : 0 ≤ j ≤ n ∧ j �= i : x′

j = xj)}.
• Sequence :

The demonic semantics of the sequence p; q of programs p and q is :

(8) D[[p; q]] := D[[p]] � D[[q]].

• Guarded commands :

The demonic semantics of the guarded commands if g1 → p1 g2 →
p2 fi is

(9) D[[ if g1 → p1 g2 → p2 fi ]] := G[[g1]] � G[[g2]]∼ � D[[p1]] 
 G[[g1]]∼ � G[[g2]] � D[[p2]]

 G[[g1]] � G[[g2]] � (D[[p1]] � D[[p2]]),

where G[[gi]] is the semantics of the guarded commands gi, i = 1, 2.
The relation G[[gi]] is a partial identity such that its domain satisfies
the guarded command condition. Notice that G is applied to boolean
expressions but D is applied to instructions and for this raison we will
use two different symbols.

As the relations G[[gi]] are partial identities, by certain properties (for
more details see [41]), the last expression is given with angelic operators
as follows :

D[[if g1 → p1 g2 → p2 fi]] = G[[g1]]G[[g2]]
∼D[[p1]] ∪ G[[g1]]

∼G[[g2]]D[[p2]]
∪ G[[g1]]G[[g2]](D[[p1]] � D[[p2]]).

This expression is inductively explained as follows:

If g1 is true and g2 is false, execute p1 ; if g1 is false and g2 is true, execute
p2 ; if both are true, so do a demonic choice between p1 and p2 (�).

In the case where the conditions are mutually exclusive, we will use
certain rules and Equation 9 is reduced to: D[[if g1 → p1 g2 → p2 fi]] =
G[[g1]] � D[[p1]] 
 G[[g2]] � D[[p2]].

In the case of many commands, we have,

D[[if n
i=1gi → pi fi]] := 
XgX � g∼

X
� pX , where
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– n ≥ 0,

– Ø �= X ⊆ {0, . . . , n}
– X is the complement of X with respect to {1, . . . , n − 1},
– gX is the demonic composition of partial identities G(gi), for i ∈ X,

– g∼
X

the demonic composition of partial identities G(gi)
∼, for i ∈ X

(as G(gi) and G(gi)
∼ are partial identities, the order of composition

is not important; for X = Ø, we define g∼
X = I,

– pX =
⊔

i∈X D[[pi]].

For n = 2, we will find Equation (9).

• While loop

We treat the while loop case; W := do g → p od, where g is the loop
body condition and p is the loop body.

The demonic semantics of the while loop W is the greatest fixed point
with respect to � of the semantics function Wd(X) := G[[g]]∼ 
 G[[g]] � D[[p]] � X
( d recall demonic), where G[[g]] is the semantics of the condition g ; as
for the guarded commands, G[[g]] is a partial identity whose domain ver-
ifies the condition is a partial identity where the domain satisfies the
condition. Formally,

(10) D[[W ]] =
⊔{X | X = G[[g]]∼ 
 G[[g]] � D[[p]] � X}.

As the domains of two terms of 
 are disjoint, and that the partial
identities are (deterministic) and that � is associative, we have :

Wd(X) = G[[g]]∼ ∪ (G[[g]]D[[p]]) � X,

which is a familiar form of the while loop definition. By fixed point
property, we have also,

D[[W ]] =
⊔{X | X � Wd(X)}.

By Remark 14, D[[W ]] exists and is well defined. Expression 10 is the
demonic semantics of the while loop given in previous work [21, 41, 43].
By choosing the greatest fixed point (wrt �) means that it is the fixed
point with the least domain which has been chosen, which is conform
with demonic point of view. Other similar definitions of the demonic
semantics of the while loop can be found in [32, 35].

(11) E(P ′′) = (GE(P))∗Q ∩ A(GE(P), Q) ∩ I(GE(P)).
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We remark that for the instructions (affectation, sequence, guarded com-
mands and while loop), the semantics of each instruction was given intuitively
from the behavior of the instruction. For the while loop, D[[W ]], is the greatest
fixed point of a certain function. We will show its existence but it is difficult to
calculate it. To solve this problem, when the loop is deterministic, it is possible
to use a theorem known as the Mills while loop verification rule [30, 31]. We
generalized this theorem to a nondeterministic context [40, 41, 42, 43].

(12) Lemma. Let P = (P, C, ε, ξ) be a diagram and σ a relation such that
σσ−1 = I and σ−1σ ⊆ I. Then E(Pσ) = σ−1E(P)σ.

5 Demonic operational semantics

In the following, we will define the demonic operational semantics of a program.
Let Rel(N×S) be a relational algebra, where N is the input set of naturals.

The input represent the edges of graph representing the program p and S is
the set of the states of the program.

First, we will introduce certain notions to define the operational semantics.

(a) The projections π1 : N × S → N and π2 : N × S → S. The
pair (π1, π2) forms a direct product. Along this paper, the cartesian
products are defined relatively to (π1, π2).

(b) The function Q, from the set of programs to the set of associated
diagrams; associates to each program p the diagram Q[[p]] = (P, C, e, s)
where P is an element of the algebra Rel(N × S).

(c) The function F : Rel(N × S) → Rel(S) associates to each relation
X the relation F(X) = π−1

2 Xπ2. The function F associates to each
relation on N × S its projection on S. Let O := F ◦ E ◦ Q. The
demonic operational semantics of a program p is given by the relation
O[[p]] = F(E(Q[[p]])).

By consequent, O is a function from the set of programs to the relations algebra
Rel(S).

6 Comparison of semantics

In this section, we want to compare operational and denotational semantics.
Exactly, we will show their equality, in other words, we will prove that each
program p verifies

(13) D[[p]] = O[[p]].
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Figure 1: O[[p]] := F(E(Q[[p]])) = D[[p]]

This is equivalent to prove that this diagram (in the usual meaning) of the
figure 1 commutes.

We have to show that each program p is associated to a diagram Q[[p]]
and the projection by a function F of the input/output relation E(Q[[p]]) of
the diagram Q[[p]] is equal to the demonic denotational semantics D[[p]] of the
program p.

(14) Remark. As we consider the relational algebra Rel(N× S), where N is
the set of natural states and S is the set of the program states, P is a relation
on N × S and the elements of the set C are of the form [xx−1, I] where x is
a relation on N that represents a state of the program p. For example, the
relation 0 := {(0, n) | n ∈ N} is the relation that represents the state 0 of the
program. This relation is a point (see Definition 2(d).

It is not difficult to prove that the elements of C are partial identities
disjoint to each other. The relation [xy−1, Q] on N× S indicates that there is
a transition from the state x to the state y and that the state variation that
follows the transition from x to y described by the relation Q. The relations
ε and ξ are given by [xx−1, I] and [yy−1, I] where x and y are respectively the
initial state and the final state of program p.

Let x and y be states on N, such that e = [xx−1, I] and s = [yy−1, I]. It is
easy to prove that

(15) E(Q[[p]]) = [xy−1,D[[p]]]

implies Equation 13.
Consequently, instead of proving Equation 13, it suffices to prove Equation

15 and show that is verified by each program p (in other words, it exists points
x, y such that the equality is verified). As, affectations are atomic programs,
and as the sequence, the guarded commands and the loop can be used to
construct complex programs, we will define the affectation to satisfy Equation
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15. After this, we will define the function Q[[p]] inductively and we will show
that if p is obtained by using constructors to programs that satisfy Equation
15, then p satisfies Equation 15.

• Affectation

We consider the affectation given in Section 4, xi := f(x), where 0 ≤
i ≤ n, x = (x0, . . . , xn). It is easy to see that the diagram associated
to the affectation is atomic. The integers 0 and 1 represent the vertices
of the graph and D[[xi := f(x)]] is the relation that shows the variation
from 0 to 1. By using the direct product definition (see c) we have
E(Q[[xi := f(x)]]) = [01−1,D[[xi := f(x)]]], where 0 and 1 are respectively
the initial input state and the final point state of the affectation.

Before treating the other cases, we describe the method we will use to
show that the other constructors verify the induction hypothesis 15. In
the beginning, we use the direct sum, we combine together the diagrams
associated to programs given by hypotheses. In the following, we show
that we obtain a diagram. The third step consists to calculate the in-
put/output relation of the new diagram. Finally, we suppose that the
induction Hypotheses 15 is verified by the given diagrams and we verify
that the new diagram satisfies also Equation 15.

In the following, we treat the sequence case.

• Sequence

Let p1, p2 be two programs and Q[[p1]] = (P1, C1, ε1, ξ1),
Q[[p2]] = (P2, C2, ε2, ξ2) diagrams associated respectively to these pro-
grams. The input relations ε1 and ε2 and the output relations ξ1 and ξ2

of diagrams Q[[p1]] and Q[[p2]] are respectively (see Remark 14) :

(16) ε1 = [x1x
−1
1 , I], ξ1 = [y1y

−1
1 , I], ε2 = [x2x

−1
2 , I], ξ2 = [y2y

−1
2 , I],

where x1, y1, x2 and y2 are points on N representing respectively the
initial states and final states of the programs p1 and p2.

Our aim here is to join into sequence the diagrams Q[[p1]] and Q[[p2]] in
such a way that the output state of the program p1 coincides with the
input state of the program p2. This will be done by giving new labels to
the states of both diagrams in a way that the final state of the program
p1 has to be given the same name as the initial state of the program p2.
This will be done by using the injections σ1 and σ2. The idea is very
simple, even the details seem to be complicated.

The relations σ1 and σ2 verify the following conditions :
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(17) σ1σ
−1
1 = I, σ2σ

−1
2 = I, σ1σ

−1
2 = y1x

−1
2 , σ−1

1 σ1 ⊆ I, σ−1
2 σ2 ⊆ I,

which means that relations σ1 and σ2 are total injections.

For example, the state x1 of the program p1 is named into σ−1
1 x1. The

condition σ1σ
−1
2 = y1x

−1
2 means that the state y1 (final state of the

program p1) coincides (is connected) with the state x2 ( initial state of
program p2).

The elements of C1 and C2 verify the following propriety : c1[σ1σ
−1
2 , I] =

Ø, where c1 ∈ C1 and c1 �= ξ1.

In a similar way, we have

[σ1σ
−1
2 , I]c2 = Ø, where c2 ∈ C2 and c2 �= ε2.

Let the program be p := p1; p2 which is the sequence of programs p1 and
p2. In the following, by using the relations σ1 and σ2 also the associated
to programs p1 and p2, we will define a quadruplet Q[[p]] and show in the
following that this last one is effectively a diagram.

Let, Q[[p]] := (P, C, e, s), where

(18) P := [σ−1
1 , I]P1[σ1, I] ∪ [σ−1

2 , I]P2[σ2, I],
C := {[σ−1

i , I]c[σi, I] | c ∈ Ci, i = 1, 2, },
ε := [σ−1

1 , I]ε1[σ1, I],
ξ := [σ−1

2 , I]ξ2[σ2, I].

(19) Remark. If σ is a one to one application, σ−1σ ⊆ I and σσ−1 = I,
it is easy to see that the relation [σ, I] is also a one to one application.
As, (σ1, σ2) are one to one applications, [σ1, I] and [σ2, I] are also.

By Remark 19 and Lemma 5, the quadruplets

Q1[[p1]] := ([σ−1
1 , I]P1[σ1, I], [σ−1

1 , I]C1[σ1, I], [σ−1
1 , I]ε1[σ1, I], [σ−1

1 , I]ξ1[σ1, I]),

and Q2[[p2]] := ([σ−1
2 , I]P2[σ2, I], [σ−1

2 , I]C2[σ2, I], [σ−1
2 , I]ε2[σ2, I], [σ−1

2 , I]ξ1[σ2, I])

are diagrams.

Before proving that Q[[p]] is effectively a diagram, let us show that the
output relation of the diagram Q1[[p1]] is equal to the input relation of
the diagram Q2[[p2]], in other words,

(20) [σ−1
1 , I]ξ1[σ1, I] = [σ−1

2 , I]ε2[σ2, I].

By relpacing ξ1 and ε2 in Equation 20 by their values (16), we obtain
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(21) [σ−1
1 y1y

−1
1 σ1, I] = [σ−1

2 x2x
−1
2 σ2, I].

It is easy to see that Equation 21 comes from σ−1
1 y1 = σ−1

2 x2. In a similar
manner, we show that σ−1

2 x2 ⊆ σ−1
1 y1.

We are now ready to prove that Q[[p]] = (P, C, e, s) (18) is effectively
a diagram (Definition 4). In other words, we have to verify that each
element of C is a partial identity, that the elements (different) of C are
pairwise disjoint, that e, s ∈ C and finally that (

⋃
C)P (

⋃
C) = P .

– By Remark 19 and the fact that the elements of C1 and C2 are
partial identities, we will deduce that the elements of C (18) are
also partial identities.

– Let c and c′ two arbitrary different partial identities from the set
C. By considering the structure of the set C(18), three cases are
possible :

∗ c = [σ−1
1 , I]c1[σ1, I] and c′ = [σ−1

1 , I]c′1[σ1, I], where c1, c′1 ∈ C1.
By Remark 19 and Lemma 5, we deduce that cc′ = Ø.

∗ c = [σ−1
2 , I]c2[σ2, I] and c′ = [σ−1

2 , I]c′2[σ2, I], wherec2, c′2 ∈ C2.
This case can be treated as the precedent case.

∗ c = [σ−1
1 , I]c1[σ1, I] with c1 ∈ C1 and c′ = [σ−1

2 , I]c2[σ2, I] with
c2 ∈ C2 (or the symmetric case). If c1 = sortie1 and c2 = ε2,
we have c = c′. As c �= c′, by Hypotheses, we must have c1 �= ξ1

or c2 �= ε2.

We conclude that the elements of C are disjoint from each other.

– It is easy to see that the relations [σ−1
1 , I]ε1[σ1, I] and [σ−1

2 , I]ξ2[σ2, I]
are elements of the set C (Equation 18). This is from ε1 ∈ C1 and
ξ2 ∈ C2.

– Finally, let us show this (
⋃

C)P (
⋃

C) = P . As (
⋃

C) ⊆ I, it suffices
to show that P ⊆ (

⋃
C)P (

⋃
C). As (◦) is distributive with respect

to ∪, we have
⋃

C = [σ−1
1 , I](

⋃
C1)[σ1, I] ∪ [σ−1

2 , I](
⋃

C2)[σ2, I].

We consider the fact that (
⋃

C1)P1(
⋃

C1) = P1 and (
⋃

C2)P2(
⋃

C2) =
P2 and that P = [σ−1

1 , I]P1[σ1, I]∪ [σ−1
2 , I]P2[σ2, I], it is easy to de-

duce that P = (
⋃

C)P (
⋃

C).

So, we have showed that Q[[p]] = (P, C, e, s) is effectively a diagram. We
will calculate the input/output relation of diagram Q[[p]] and prove that
the induction hypothesis 15 is verified by the program p = p1; p2.

So, the diagram Q[[p]] is constructed from two diagrams Q1[[p1]] and
Q2[[p2]] such that the output relation of the first one coincides with the
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input relation of the second one (par 20). Consequently, Equation 8 is
applied to diagram Q[[p]] and we have E(Q[[p]]) = (E(Q1[[p1]]) � E(Q2[[p2]]).

By Remark 19 and Lemma 5(b), this is equivalent to

E(Q[[p]]) = ([σ−1
1 , I]E(Q[[p1]])[σ1, I]) � ([σ−1

2 , I]E(Q[[p2]])[σ2, I]).

By the induction Hypothesis 15, we have

E(Q[[p1]]) = [x1y
−1
1 ,D[[p1]]]. Similarly, we have E(Q[[p2]]) = [x2y

−1
2 ,D[[p2]]].

We have now necessary notions to show the induction Hypothesis 15 is
satisfied by the program p = p1; p2, in other words,

(22) E(Q[[p1; p2]]) = [σ−1
1 x1y

−1
2 σ2,D[[p1; p2]]].

It is not difficult to show that σ−1
1 x1 and σ−1

2 y2 are des points on N, ver-
ifying e = [σ−1

1 x1x
−1
1 σ1, I] and s = [σ−1

2 y2y
−1
2 σ2, I] (this can be deduced

from 16, 17.

• Guarded Commands Let p1 and p2 two programs, g1 and g2 two
guarded commands. We aim to verify if the program if g1 → p1 g2 →
p2 fi (see diagram c) satisfies Equation 15. The treatment of guarded
commands is the same as the sequence and in a certain manner as the
while loop case that we will present in the following. Consequently, we
give directly the result.

Equation 9 implies that :

(23) E(Q[[ if g1 → p1 g2 → p2 fi]]) =
[xy−1,D[[ if g1 → p1 g2 → p2 fi ]]],

where x and y are respectively the initial and the final state of the pro-
gram if g1 → p1 g2 → p2 fi .

We deduce that the induction hypotheses is verified 15 for guarded com-
mands.

• While Loop

Finally, we treat the while loop case.

Let p be a program and Q[[p]] = (P, C1, ε1, ξ1) the diagram associated to
program p where ε1 := [x1x

−1
1 , I] and s := [y1y

−1
1 , I]. Let the program

w := do g → p od (see d for the definition of the associated diagram).

We seek to prove that the induction hypothesis 15 is verified by the program
w. We will construct diagram Q[[w]] = (W, C, ξ1, s). It suffices to add a unique
state. Let s := [yy−1, I], where y is such that s(

⋃
C1) = Ø. In other words, y

is a state on the naturals numbers that was not already used as intermediate
state in Q[[p]]. Let,
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• C := C1 ∪ {s},
• W := [y1x

−1
1 ,G(g)] ∪ P ∪ [y1y

−1,G(g)∼].

Let us show that Q[[w]] is a diagram (Definition 4). Il is suffisant to show
that W ⊆ (

⋃
C)W (

⋃
C), as the other properties are easy to verify. By using

Remark 14, the fact that [x−1
1 x1, I] and [y−1

1 y1, I] are elements of C1 (recall that
the elements of C1 are pairwise disjoints) and that s = [yy−1, I] and verifies
s(

⋃
C1) = Ø, it is not difficult to show that the following properties are verified

:

• (
⋃

C1)[y1x
−1
1 ,G(g)] = [y1x

−1
1 ,G(g)],

• s[y1x
−1
1 ,G(g)] = Ø,

• (
⋃

C1)[y1y
−1,

• G(g)∼] = [y1y
−1,G(g)∼],

• s[y1y
−1,G(g)∼] = Ø.

In a similar way, we have:

• [y1x
−1
1 ,G(g)](

⋃
C1) = [y1x

−1
1 ,G(g)],

• [y1x
−1
1 ,G(g)]s = Ø,

• [y1y
−1,G(g)∼](

⋃
C1) = Ø,

• [y1y
−1,G(g)∼]s = [y1y

−1,G(g)∼],

we obtain: W ⊆ (
⋃

C)W (
⋃

C). So, Q[[p]] is effectively a diagram. In what
follows, we will calculate the input/output relation.

By Taking

(24) G := [y1x
−1
1 ,G(g)], P := P, Q := [y1y

−1,G(g)∼].

So, Equation 11 is applied to the diagram Q[[w]] and we have

E(Q[[w]]) = (GE(Q[[p]]))∗Q ∩A(GE(Q[[p]]), Q) ∩ I(GE(Q[[p]])).

We remark that QL ∩ GE(Q[[p]]L = Ø. By fixed point property, we have

(25) E(Q[[w]]) =
⊔{X | X = Q ∪ GE(Q[[p]]) � X}.

By applying the induction Hypothesis 15 to diagram Q[[p]], we obtain :

(26) E(Q[[p]]) = [x1y
−1
1 ,D[[p]] � X].
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By applying Equations 24, 26, Equation 25 becomes

(27) E(Q[[w]]) =
⊔{X | X = [y1y

−1,G(g)∼] ∪ [y1y
−1
1 ,G(g)D[[p]]] � X}.

To simplify the notations we adopt the next abbreviations :

(28) Abbreviation. A := y1y
−1
1 , B := y1y

−1,
f(X) := [B,G(g)∼] ∪ [A,G(g)D[[p]]] � X,
g(X) := G(g)∼ ∪ G(g)D[[p]] � X.

By fixed point property [38], Abbreviations 28 and Equation 27, let us show
that

(29) ν(f) = [B, ν(g)].

It is easy to see that the relations A and B verify the following properties :

AB = B, AL = BL, A ⊆ I.

Before we prove the Equation 29, we will give the following.

(30) Lemma. Let A, B be relations given in Abbreviation 28, and P and Q
be relations

(a) [A, P ]∗[B, Q] = [B, P ∗Q],

(b) A([A, P ], [B, Q]) = [BL,A(P, Q)].

Now, we will Equation 29. Consider f, B and g as given in (abbreviation 28)
Equation 29, we find the following equation :

(31) E(Q[[w]]) = [y1y
−1,

⊔{X | X = G(g)∼ ∪ G(g)D[[p]] � X}].
By certain rules the precedent equation becomes

(32) E(Q[[w]]) = [y1y
−1,D[[w]]].

Then, we have proved that the induction hypothesis 15 is verified by the
program :

w := do g → p od.
So, by induction, we have proved the induction hypotheses 15 is verified by

the sequence (22), by guarded commands (23) and finally by the while loop
(31). As, we consider imperative programs whose constructors are sequence,
guarded commands and the while loop, so we can affirm that the program p
verifies O[[p]] = D[[p]], in other words the demonic operational semantics of a
nondeterministic program p is equal to the demonic denotational semantics of
this program.
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7 Conclusion

In this paper, we have defined the notion of the demonic operational semantics
of a nondeterministic p. This semantics was given from the notion of diagram
and the input/output relation of diagram. By proceeding by induction on con-
structors, we have showed that the demonic operational of a program is equal
to the demonic denotational semantics of this program. As, an intermediate
result, we have also showed how to combine the diagrams as sequence and as
a loop to obtain a new diagram. Finally, we have showed the equality between
the demonic operational semantics and the demonic denotational semantics.
This implies the Figure 1 commutes.

The approach to demonic input-output relation presented here is not the
only possible one. In [23, 24, 25], the infinite looping has been treated by
adding to the state space a fictitious state ⊥ to denote nontermination. In [9,
16, 27, 33], the demonic input-output relation is given as a pair (relation,set).
The relation describes the input-output behavior of the program, whereas the
set component represents the domain of guaranteed termination.

We note that the preponderant formalism employed until now for the de-
scription of demonic input-output relation is the wp-calculus. For more details
see [2, 3, 11, 14, 34, 48].
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