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Abstract

In this paper we present two theorems for computing of inertia of
Diagonally Dominant Matrix and show a good relation between the iner-
tia theorem and the signs of diagonal entries of the diagonally dominant
matrix.
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1 Introduction

we know a system
z(t) = Az(t) (1)

is a asymptotically stable, i.e., x(t) — 0 as t — oo if and only if all
eigenvalues of A have negative real parts see [1].The stability of the system (1)
is one of the most important problems in sciences and engineering. Lyapunov
in 1892 in his PhD thesis described the matrix equation XA + A*X = —M
and also discussed the stability of system (1)

2 Preliminary Notes

Definition 2.1 Inertia of a matriz [2]

The inertia of a n x n complex matriz A is shown by In (A) and is defined
to be an integer triple In(A) =(mw(A),v(A),0(A)) where w(A) is the number of
eigenvalues of A with positive real parts.v(A) and §(A) with negative and zero
real parts respectively.
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3 Main Results

These are the main results of the paper.

Theorem 3.1 The diagonal entries of a diagonally dominant matrix are
not zero [2].

Theorem 3.2 The diagonally dominant matriz is invertible [2].

Theorem 3.3 (Ostrowski and Schneider-The main inertia theorem) [1, 3,
and 4J:

i)A necessary and sufficient condition for existing a symmetric matriz X
where X A + A'X be symmetric and positive definite is thatd(A) = 0.

i) In(A)=In(X).

Theorem 3.4 i)If A = [a;;] is a real row and column diagonally dominant
matrixz then there ezist a symmetric matriz X such thatIn(A) = In(X).

i1)In(A) =(The number of positive diagonal entries; the number of negative
diagonal entries; 0)

Proof. By theorem 3.2, we have §(A) = 0 and from theorem 3.3 there is a
symmetric matrix X such that XA + A'X is symmetric and positive definite,
andIn(A) = In(X).

Now let X = diag(sgn(ay)) . sgn(ay) = ( _11 Z:: 28 ) o=
l..n
ay; a2 . . . Qip
g1 Q22 . . . Q2p
A—
Anl Gp2 - . . Gpp

Then we have

a1 (sgn(ai))ars : (sgn(ai))ain
(sgn(agz))as |ags| ) ) (sgn(ag))aoy,
XA= ) (sgn(ags))ass . ) (sgn(asz))asy,
(sgn(apy,))an ) (sgn(an,;))amn,l |@n |
a1 (sgn(ag))ag - . (sgn(ann))an
(sgn(aq1))as |ags| ) ) (sgn(anm,))ans
AX = . (sgn(ag))ass . . (sgn(apn))an3

(Sgn(all))aln . . (Sgn(anfl,nfﬁ)anfl,n ’ann‘
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If XA+ A'X =]¢j],i=1.n,j=1n
Then:
Cij =
(sgn(ai))ai; + (sgnlag;))aj i #j
With respect to the above matrix and A is a row and column diagonally
dominant we have

n n

Z iy | = Z |(sgn(a;i))ai; + (sgn(a;;))aj;| <
j=1 j=1
J#F A
Ej:l ’ain_Ej:l ‘aji’<2‘aii‘:’%’,2:1..n
J# A

ThereforeX A+ A'X is a diagonally dominant matrix with positive diagonal
entries, so it is positive definite matrix. Then In(A) = In(X) and since X is
a diagonal matrix so;

In(A) =(The number of positive diagonal entries; the number of negative
diagonal entries; 0)

Theorem 3.5 (3, 4) i)A necessary and sufficient condition for a hermi-
tian matriz X to exist such that X A+ A*X is hermitian and positive definite
is thatd(A) = 0.

i)In(A)=In(X).

Theorem 3.6 i)If A = [a;;] is a complex row-column diagonally dominant
anda; € R, then there exist a hermitian matriz X such thatIn(A) = In(X).

i1)In(A) =(The number of positive diagonal entries; the number of negative
diagonal entries; 0)

Proof. Since A is a diagonally dominant matrix so according to theorem 3.2
we have 0(A) = 0 and by theorem 3.5 there exist a hermitian matrix Xsuch
that XA + A*X is hermitian positive definite and In(A) = In(X).

Now if we set X = diag(sgn(a;;)),i = 1...n then by a similar proof as in
3.4 we conclude that X is a desired matrix,In(A) = In(X).

Since X is diagonal so:

In(A) =(The number of positive diagonal entries; the number of negative
diagonal entries; 0)
3.7 Example
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Consider the Sturm-Liouville problem as:

327% + [q(x) + nr(z)]ly =0

a<zx<b
y(a) =0
y(b) =0

The object in this problem is findingn.
During solving this problem we obtain the matrix

a1 —ai12 0 . . 0
—a1  ap  —az 0 0
A — 0 —832 ass . . 0
—Ap—1.n
0 0 0 - TQpp-1 Qnn
2 —h? 1
aw = 2 =L i =1
h2ry, N (T

Ty = a,T, = xg + hk,
r(zg) =15 >0
Where
q(zk) = q
h=({b-a)/n+1
A is a diagonally dominant matrix and by choosing h as |h| > (qx/2)
have ag, < 0,k = 1...n then In(A) = (0,n,0).

1/2 we

3.8 Example

Consider Laplace equation as
9%u 9%u :
gt ar=0 in R={(z,y)[0<zr<a0<y<f}
u(r,y) =g(x,y) on S

If we approximate this equation by finite difference method with Az =

i = Ay = i, where M, = 4, M, = 3 then we obtain:
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This matrix is also diagonally dominant with all positive diagonal entries,
so by theorem 3.4 the signs of real parts of all eigenvalues of A are positive.

Conclusions. As the results show, without computing the eigenvalues of
a diagonally dominant matrix, the location and the signs of the real parts
of eigenvalues can be easily determined, just by observing the main diagonal
entries; therefore we are able to discuss about the stability of the system.
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